
Springer Proceedings in Physics 233

Amalia Martínez-García
Indrani Bhattacharya
Yukitoshi Otani
Rainer Tutsch    Editors 

Progress in 
Optomechatronic 
Technologies 
Proceedings of International Symposium
on Optomechatronic (2018)



Springer Proceedings in Physics

Volume 233



Indexed by Scopus

The series Springer Proceedings in Physics, founded in 1984, is devoted to timely

reports of state-of-the-art developments in physics and related sciences. Typically

based on material presented at conferences, workshops and similar scientific

meetings, volumes published in this series will constitute a comprehensive

up-to-date source of reference on a field or subfield of relevance in contemporary

physics. Proposals must include the following:

– name, place and date of the scientific meeting

– a link to the committees (local organization, international advisors etc.)

– scientific description of the meeting

– list of invited/plenary speakers

– an estimate of the planned proceedings book parameters (number of pages/

articles, requested number of bulk copies, submission deadline).

More information about this series at http://www.springer.com/series/361

http://www.springer.com/series/361


Amalia Martínez-García • Indrani Bhattacharya •

Yukitoshi Otani • Rainer Tutsch
Editors

Progress in Optomechatronic
Technologies

Proceedings of International Symposium
on Optomechatronic (2018)

123



Editors
Amalia Martínez-García
Centro de Investigaciones en Óptica
León, Guanajuato, México

Indrani Bhattacharya
University of Calcutta
Kolkata, West Bengal, India

Yukitoshi Otani
Center for Optical Research and Education
Utsunomiya University
Utsunomiya, Tochigi, Japan

Rainer Tutsch
Institute of Production Technology
Braunschweig University
Braunschweig, Niedersachsen, Germany

ISSN 0930-8989 ISSN 1867-4941 (electronic)
Springer Proceedings in Physics
ISBN 978-981-32-9631-2 ISBN 978-981-32-9632-9 (eBook)
https://doi.org/10.1007/978-981-32-9632-9

© Springer Nature Singapore Pte Ltd. 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar

methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the

authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,

Singapore

https://doi.org/10.1007/978-981-32-9632-9


Preface

This volume contains a series of technical papers presented at 19th International

Symposium on Optomechatronic Technology (ISOT 2018) organized by the

International Society for Optomechatronics (ISOM) and Centro de Investigaciones

en Óptica (CIO) and held in Cancún, Quintana Roo, México, during November

5–8, 2018.

Symposium had topics relating to optical metrology, optical imaging/interferometry,

optical fiber sensors, polarization sensing and imaging, laser-based sensors, optical

sensors on robotics autonomous vehicles and other applications, optofluidics,

optomechatronics for sensing and imaging, micro-optoelectro-mechanical systems,

optical inspection for industry, adaptive optics, visual motion tracking and control,

biomedical applications, vision-based monitoring and control, optical manipulation and

tweezers and their applications, material laser processing, actuators based on optics and

optomechatronics, 3D processing, 3D fabrication and 3D printer, thin film technology,

solar cell and two special sessions of polarization technology and sensors based on the

use of lasers and fiber optics.

This collection of twenty-two chapters presents experimental and computational

investigations on important areas of optomechatronics. Symposium was intended to

be interdisciplinary forums for engineers, technicians, researchers and managers

involved in all fields of optics, optomechatronics, mechanics and mechanical

engineering.
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Brief Description of the Book

The objective of this book is to show the development of technology integrated

with optics, mechanics, electronics as well as computation which is known as

optomechanics. Optomechatronics is an interdisciplinary field of engineering that

works on systems that consist of synergistically integrated mechanical, electrical

and optical components based on the exchange of energy and information. Many

optomechatronic systems incorporate control circuits, resulting in robustness

against external interference and partially autonomous operation. Optomechatronic

systems can be found in many areas of applications, such as industrial production,

automotive technology, space and air technology, medical mechanisms and input

goods. Examples of optomechanical systems are: guided vision robots, laser

machining systems, autonomous vehicles, optical storage mechanisms (CDs,

DVDs), laser printers, digital cameras with active optics (auto-iris, autofocus, zoom

lens), scanning microscopes, endoscopic mechanisms, adaptive optics in astron-

omy, etc.

In contrast to the immense impact of optomechatronics on technology and

economics, it is hardly noticed by the general public. Improving the public visibility

of optomechatronics would make it more attractive to young scientists and engi-

neers. The development of optomechatronic devices and systems and their imple-

mentation in solving problems and applications requires deep knowledge in the

fields of mechanics, electronics, optics and information technology, as well as

experience in systems engineering.

This book is presenting twenty-two chapters that feature optical metrology, fiber

optics, photonic crystal waveguides, nano-antennas excitation, acousto-optic sys-

tems, 3D fabrication and 3D printer, solar irradiance data and solar sensor, machine

vision, robotics and other applications.

We hope that the presented material in this book is a reference for researchers

and professionals on mechanical, materials, optical metrology and optomecha-

tronics engineering. Finally, it is used by a large number of universities and

research institutes around the world.
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Three-Dimensional Shape Measurement
Beyond Diffraction Limit
for Measurement of Dynamic Events

Yasuhiko Arai

Abstract Speckle interferometry is one of the important measurement methods of

deformation on an object with rough surfaces. In this paper, a method which can

be applied to a three-dimensional (3-D) shape measurement for dynamic events is

proposed. In the method, the differential coefficient distribution of the shape of such

an object is detected by giving a known lateral shift in the computer memory in

order to analyze using one-shot speckle pattern. The 3-D shape can be reconstructed

by integrating the differential coefficient distribution. The method is also applied

to the 3-D shape measurement of superfine structure beyond the diffraction limit.

Furthermore, the influence of magnitude of lateral shift on shape is discussed.

1 Introduction

The imaging of fine structures beyond the diffraction limit using a lens system under

interferometry is generally difficult by the diffraction phenomena. Many papers [1–7]

concerning the imaging of objects beyond the diffraction limit have been reported;

for example, on the Abbe diffraction principle. With Abbe’s idea, it is thought that

the image of an object, which is a finer structure than the diffraction limit, cannot

be acquired without imaging all of the refraction lights which pass through a lens

system. If the signal of the shape of an object can be detected without the focusing

of these beams, a 3-D shape of the measured objects can be measured without the

effects of diffraction.

The shape measurement of a 3-D object, which is based on the measurement

principle of speckle interferometry [8–24], was proposed using the lateral shift of

the measured object in order to effectively apply speckle interferometry [25].

In this paper, the shape measurement of a 3-D object is improved to the method

for dynamic events. Furthermore, the influence of magnitude of lateral shift on shape

is discussed.
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The experiments using some kinds of diffraction gratings are performed. It is

confirmed that the shape of a superfine structure can be measured by the proposed

method. Furthermore, the measured results are compared with those obtained using

atomic force microscopy (AFM). It can be confirmed that the 3-D shape beyond the

diffraction limit can be measured at high resolution using speckle interferometry.

2 Speckle Interferometer

When coherent light, such as a laser beam, strikes a rough surface, the light rays

are scattered from the surface and interfere with each other in a complex manner.

Such interference generates the image of a speckle pattern. The phase information

concerning the deformation is recorded as the intensity distribution of the lights

which are scattered from the surface of the measured object in the speckle pattern

[8–10].

When the speckle interferometer, as shown in Fig. 1a, is set up, a high-resolution

deformation can be detected by the optical system using only two sheets of speckle

patterns before and after the deformation of the object [12–18]. The system uses a

plane wave as the reference beam of the optical system. Then, the speckle pattern

in the frequency domain can be obtained, as shown in Fig. 1b. The deformation

distribution can be measured by using only two speckle patterns before and after the

deformation can be performed by extracting only signal components, as shown in

Fig. 1c, from speckle patterns in the frequency domain [13–15]. Furthermore, the

new optical system, as shown in Fig. 2, is set up in this paper. A piezo stage, which

can provide a lateral shift (dx) to the measured object, is placed in the optical system.

The lateral shift is provided in the horizontal direction by using the stage in order to

perform 3-D shape measurements.

Fig. 1 Speckle

interferometry using only

two speckle patterns:

a optical system, b speckle

pattern, c signal of speckle

pattern in frequency domain

(b)

Pitching
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Laser beam
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Fig. 2 Optical system
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1/2 wave plate 
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3 Principle of Three-Dimensional Shape Measurement

In this case, the cross-sectional shape before a shift is defined as f(x). When the

lateral shift of the measured object is given by dx, the cross-sectional shape of the

measured object in the x-direction after the shift becomes f(x + dx). When the two

speckle patterns before and after the lateral shift are extracted and analyzed with

high resolution, the deformation value at the measured point becomes φ(x).

φ(x) = f(x) − f(x + dx) (1)

In addition, the analyzed deformation, φ(x), is divided by the lateral shift (dx).

The value can be assumed to be equivalent to an approximate-differential coefficient

in the x-direction.

φ(x)/δx = (f(x) − f(x + dx))/dx (2)

Furthermore, when this differential coefficient is integrated over the x-direction,

the 3-D shape f(x) in the x-direction can be obtained.

f(x)∼=

∫
[φ(x)/dx] dx (3)

Because the differential coefficient is a finite difference value based on the limited

small finite value dx in the actual calculation, the calculated 3-D shape f(x) is a

pseudo-integrated value in the integration calculation. The validity of the proposed

method as a 3-D shape measurement method was discussed in the previous paper

[25].
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4 One-Shot Speckle Pattern 3-D Shape Measurement

Method

4.1 Production of Artificial Speckle Pattern Without Physical

Shift

Because the measured object must be shifted in practice to analyze 3-D shapes in the

method proposed in the previous paper [25], a time interval between measurements

for physically moving the object is required in the measurement. Therefore, dynamic

events cannot be measured by that method.

In this study, a one-shot analysis method is proposed for measuring a dynamic

event. The key point in the conventional method is to get the derivative distribution

of the phase of the speckle pattern at each point. The information of the derivative

distribution was taken by the movement (lateral shift) of the object in this method. If

the derivative distribution of phase can be detected without any physical movement,

the measurement for a dynamic event by one-shot speckle interferometry would be

able to be performed under the measurement method proposed in the previous paper

[25].

In this study, the speckle pattern obtained in one-shot was shifted as a virtual

displacement in computer memory. The second speckle pattern was produced arti-

ficially in the computer by using spatial information of speckle patterns. By using

both real and artificial speckle patterns, the 3-D shape measurement is realized.

Concretely, the speckle pattern in the memory of a computer is arranged two

dimensionally, as shown in Fig. 3a. The speckle pattern is shifted by k in the memory,

as shown in Fig. 3b. This operation can create the second-shifted speckle pattern,

instead of a real lateral shift using the piezo stage. In the new operation, fringe

analysis can be performed without the influence of any mechanical vibration or air

・・・・・・・・・・・・・・・・

・
・
・
・
・
・
・
・
・
・
・
・
・
・
・
・

・・・・・・・

・
・
・
・
・
・
・
・
・
・
・
・
・
・
・
・

Ib(i,j) =Ia(i,j-k)Ia(i,j)

(a) (b)

Fig. 3 Principle of production artificial lateral shifted image: a original speckle pattern, b speckle

pattern with artificial lateral shift
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fluctuations that might take place during a physical lateral shift. As a result, not only

can dynamic events be analyzed but measurements can also be performed stably and

at high resolution.

4.2 Confirmation of the Validity of Measurement Principle

The measurement principle of the proposed method using only a one-shot speckle

pattern image was tested by using a diffraction grating with relatively large pitch

(1.67 µm), as shown in Fig. 4a. Because this long-pitch grating is produced by

mechanical technology, the cross-section of the grating is a saw shape. The speckle

patterns before and after a real lateral shift (60 nm) are shown in Fig. 4b, c. The

principle of the method is discussed using a grating where the 3-D shape is a unique

shape (saw shape).

First, the 3-D shape was analyzed by two real speckle patterns using the con-

ventional method. The results are shown in Fig. 5a and b as the slope and shape

distributions, respectively. Second, 3-D shape analysis using the real speckle pattern

shown in Fig. 4a and the artificial speckle pattern produced by using the proposed

method was performed. In this case, the artificial speckle pattern was produced by

shifting five pixels on the camera element in order to fulfill the same lateral shift as

the real physical lateral shift.

By considering lens magnification (; 200 times) and so on, the width of one pixel

was set as corresponding to 12 nm in preparation of the measurement experiment.

The results are shown in Fig. 5c, d. It can be confirmed that the results in Fig. 5a, b

using the physical lateral shift agree well with the results in Fig. 5c, d. These results

confirm the validity of the principle of the method using the virtual shift.

(a) (b) (c) 60 nm

Ia Ib

Fig. 4 Diffraction grating using experiment of confirming principle and speckle patterns before

and after lateral shift by PZT stage: a SEM image of grating, b original position, c speckle pattern

after lateral shifted (60 nm)
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Fig. 5 Slope and 3-D shape distribution in experiment for confirming principle: a slope distribution

using real speckle patterns, b shape distribution using real speckle patterns, c slope distribution using

artificial speckle patterns, d shape distribution using artificial speckle patterns

4.3 Influence of the Magnitude of Lateral Shift

This analysis is based on the derivative operation. Then, the pseudo-derivative is

employed in the practical analysis. Because the lateral shift is finite, it can be thought

that the magnitude of the lateral shift would influence the analyzed result. In cases

such as these, it should be understood that there is generally an optimal condition

concerning the magnitude of the lateral shift.

In what follows, the influence of the magnitude of the lateral shift on the result

from the new technique using artificial lateral shift is discussed. In this experiment,

a diffraction grating with a pitch 833 nm, as shown in Fig. 6a, was used. Because

this grating was also produced by mechanical technology, it had a saw-shaped cross-

(a) (b)

Fig. 6 Diffraction grating using experiment of checking effect by change of lateral shift quantity:

a SEM image of grating, b real speckle pattern
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section. The lens magnification and numerical aperture (NA) were 200 and 0.62,

respectively. The width of one pixel was set as corresponding to 8.7 nm in this

experiment. By shifting the image shown in Fig. 6b artificially, the slope of phase and

shape of the object surface could be detected, as shown in Fig. 7a and b, respectively.

The height distribution in section A–A of Fig. 7b is shown in Fig. 8c.

In this case, the magnitude of the lateral shift was three pixels. After increasing

or decreasing the magnitude of lateral shift, it was confirmed that the cross-section

of the shape changed, as shown in Fig. 8. The dotted line in Fig. 8 is the measured

result by AFM. It was confirmed that the optimum shift magnitude was about 3 pixels

(∼=26.0 nm) in this case. It was confirmed that there is the optimal lateral shift.

4.4 Measurement Beyond the Diffraction Limit of a Lens

The proposed one-shot speckle pattern method was applied to the measurement of

feature sizes beyond the diffraction limit of a lens. In the experiment, a grating with

278 nm pitch, as shown in Fig. 9a, was measured using a 532 nm wavelength laser.

The cross-section of the 3-D object in this case was a sinusoidal wave because the

grating was produced by holography.

The grabbed speckle pattern is shown in Fig. 9b. An objective with NA and

magnification 0.62 and 200, respectively, was used. The diffraction limit of the lens

was 523.4 nm.
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(a) (b)

Fig. 9 Measurement in the case of grating beyond the limit of diffraction: a SEM image of grating,

b real speckle pattern

The slope and shape distributions are shown in Fig. 10a, b. The shape of the section

B–B from Fig. 10b is shown in Fig. 11. The dotted line in Fig. 11 is the result from

AFM. It was confirmed that the result using new one-shot speckle interferometry

agreed with the result by AFM well. It was confirmed that the grating feature sizes

beyond the diffraction limit of the lens can be observed by the new method.
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5 Conclusion

In this paper, a basic method for measuring dynamic events using only a one-shot

speckle pattern was proposed. The validity of the proposed method was investigated

with diffraction gratings and was confirmed from experimental results. Furthermore,

the magnitude of lateral shift was also discussed. Next, it was confirmed that there

was an optimal lateral shift. It was also confirmed that the new method could be used

for feature sizes beyond the diffraction limit of the lens.
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Azimuthal Walsh Filters: An Interesting
Tool to Produce 2D and 3D Light
Structures

Indrani Bhattacharya and Lakshminarayan Hazra

Abstract Azimuthal Walsh filters, derived from radially invariant azimuthal Walsh

functions, can be used as an effective tool for producing 2D and 3D light structures

near the focal plane of a rotationally symmetric imaging system by manipulating

the far-field diffraction characteristics when used as pupil filters. Starting with the

definition of azimuthal Walsh functions and using the scalar diffraction theory, this

research work reports the possibility of modifying the beam structure around the

far-field plane by diffraction characteristics of azimuthal Walsh filters placed on the

exit pupil plane when computed analytically. The asymmetrical beam produced due

to the inherent phase asymmetries introduced by azimuthal Walsh filters may find

many important applications in micro- and nano-photonics.

Keywords Diffractive optics · Diffraction · Apertures · Phase-only filters ·
Optical micro- and nano-manipulations · Optical tweezers

1 Introduction

The possibility of using azimuthal Walsh filters, derived from the orthogonal set of

azimuthal Walsh functions, has been proposed to manipulate the far-field diffrac-

tion patterns of a rotationally symmetric imaging system. Starting with the defini-

tion of Walsh functions, this research work reports the diffraction characteristics of

azimuthal Walsh filters placed on the exit pupil plane when computed analytically

at the far-field plane. The transverse intensity distributions along the far-field plane

show asymmetrical patterns due to the phase asymmetries introduced by these filters.

Azimuthal Walsh filters may be used as unique pupil plane filters for tailoring 2D

and 3D transverse intensity distributions near the focal plane of the imaging system.
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2 Walsh Functions

Walsh functions [1] form a complete set of normal orthogonal functions [2] over

a given finite interval (0,1) and take the values of either +1 or −1 within the pre-

specified domain, except at finite points of discontinuity where the value of the

function is zero. The order of the Walsh function is equal to the number of zero

crossings or phase transitions within the specified domain. Walsh functions have

the interesting property that an approximation of a continuous function over a finite

interval by a finite number of base functions of this set leads to a piecewise constant

approximation to the function [3]. Walsh filters of various orders may be obtained

from the corresponding Walsh functions by realizing values of +1 or −1 with 0 or

π phase respectively.

2.1 Azimuthal Walsh Functions

Azimuthal Walsh function Wν(θ) of index ν ≥ 0 and argument θ within a domain

(0, 2π), over a sector bounded by 0 and 1 as inner and outer radii, respectively, is

defined as [4]:

Wν(θ) =

γ−1
∏

m=0

sgn

[

cos

(

νm2m θ

2

)]

(1)

where the integer ν can be expressed in the form:

ν =

γ−1
∑

m=0

νm2m (2)

νm are the bits, 0 or 1 of the binary numeral for ν and 2γ is the largest power of 2

that just exceeds ν.

The orthogonality condition implies:

∫ 2π

0

Wν(θ)Wℓ(θ)dθ =
1

2
δνℓ (3)

where δνℓ is the Krönecker delta defined as:

δνℓ =| 0, ν �= ℓ

|1, ν = ℓ (4)

Manipulating the values of νm, the azimuthal Walsh functions of different orders,

namely zero and above, can be generated [5].
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Fig. 1 Polar plot of azimuthal Walsh functions, Wν(θ), for ν = 0, 1, 2 and 3

Figure 1 shows the polar plots of azimuthal Walsh functions for orders ν = 0, 1,

2 and 3. The darker region of the circle is having transmittance +1 and the lighter

region is having transmittance −1.

2.2 Azimuthal Walsh Filters Derived from Azimuthal Walsh

Functions

Azimuthal Walsh filters derived from azimuthal Walsh functions also form a set of

orthogonal phase filters that takes on the values +1 or −1 corresponding to the phase

values of 0 or π. Order of these filters is given by the number of phase transitions

within the angular domain of (0, 2π). Azimuthal Walsh filter can be represented
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by sector-shaped aperture bounded by constant inner and outer radii with varying

angles θ1 and θ2 within the domain (0, 2π). The values of inner and outer radii are

taken as R1 = 0 and R2 = 1. In general, azimuthal Walsh filters can be considered

as combination of binary phase filters or azimuthally varying zone plates which are

having unique properties of introducing phase factors to the interacting light beam.

3 Analytical Formulation of 2D Intensity Distributions

at Far-Field Plane Due to Azimuthal Walsh Filters Placed

on the Exit Pupil Plane

The schematic diagram of a rotationally symmetric imaging system with azimuthal

Walsh filter placed on the exit pupil plane is shown in Fig. 2a.

The normalized coordinates for a point, P on the pupil is (r, θ), where r = ρ/R,

ρ is the radial distance of P from the centre of the exit pupil, and R is the radius of

the pupil as depicted in Fig. 2b. The numerical aperture of the pupil plane can be

expressed as:

p =
2π

λ
(n sin α)ξ (5)

where α is the angle subtended by the pupil plane at the centre of the far-field plane

and (n sin α) is the image space numerical aperture, n is the refractive index of the

image space and λ is the operating wavelength.

Each azimuthal Walsh function, Wν(θ) for ν = 0, 1, 2, 3, … can be considered

to be consisting of 2N no. of sectors where the value of N depends on the order of

ν. For zero-order azimuthal Walsh filter, W0(θ), the no. of sector is 1. For first-order

azimuthal Walsh filter, W1(θ), the no. of sectors is 2. For second-order azimuthal

Walsh filter, W2(θ), the no. of sectors is 3. For third-order azimuthal Walsh filter,

Fig. 2 a Schematic diagram of a rotationally symmetric imaging system; b A point P on the exit

pupil plane and a point Q on a transverse far-field imaging plane
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W3(θ), the no. of sectors is 4, and so on. The value of transmission T in each of these

sectors is either +1 or −1, depending upon the phase factor 0 or π.

Far-field amplitude distribution for azimuthal Walsh function, Wν(θ), can be cal-

culated as [6–8]:

A(p, ζ ) =

N
∑

s=0

Ts

[

Cs(p, ζ ; θ) − iSS(p, ζ ; θ)
]

(6)

where CS(p, ζ ; θ) and SS(p, ζ ; θ) are the real and imaginary parts of A(p, ζ ) [5] at

the far-field plane and T s is the transmission factor of the pupil function given by:

Ts =

N
∑

s=0

eikψs (7)

Over the sth sector of Wν(θ), the value of kψs is 0 or π, if Wν(θ) = +1 or −1,

respectively.

The corresponding intensity distribution, I(p, ζ ), can be calculated as:

I(p, ζ ) =

[

N
∑

s=0

Ts

[

Cs(p, ζ ; θ)
]

]2

+

[

N
∑

s=0

Ts

[

Ss(p, ζ ; θ)
]

]2

(8)

The normalized intensity point spread function at the far-field plane IN (p, ζ ) is

given by:

IN (p, ζ ) = I(p, ζ )
/

I(0, 0) (9)

where I(0, 0) is the intensity distribution at the origin of the far-field plane, where

p = 0, ζ = 0.

4 Results and Discussions

The azimuthal Walsh filter Wν(θ) of order ν = 0, 1, 2, 3, … is placed on the exit

pupil of a rotationally symmetric imaging system (Fig. 1), and the complex amplitude

distributions on a transverse far-field plane are computed from (6). The inherent phase

asymmetry imposed by azimuthal Walsh filters placed on the exit pupil plane leads

to asymmetrical amplitude point spread function in the far-field plane [9].

Normalized transverse intensity distribution along the far-field plane, IN (p, ζ )

with the variation of reduced transverse distance, p along azimuthal variation of

ζ has been shown for azimuthal Walsh filters from 0 to 9. The 2D normalized

intensity variations along with contour plots are shown for each individual order

of azimuthal Walsh filter. Except for zero order, the normalized intensity distribution
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Fig. 3 The normalized

intensity distribution at

far-field plane due to

zero-order azimuthal Walsh

filter on the exit pupil

against reduced transverse distance shows asymmetrical variation along different

azimuths.

Figure 3 shows the normalized transverse intensity distribution along the far-field

plane for zero-order azimuthal Walsh filter on the exit pupil, which is the Airy pattern

with no azimuthal dependence. The normalized intensity distribution with the central

maxima at the origin of the far-field plane with magnitude one is illustrated in Fig. 3.

Tables 1 and 2 enlist azimuthal Walsh filters Wν(θ), for orders ν = 0, 1, 2, 3,

…, 9 along with their respective 2D intensity distributions at the far-field plane

with the corresponding contour plots. The contour plots corresponding to intensity

distribution have been colored, to highlight the position of the peak or maximum

value compared to other values of intensity. The yellow color represents the location

of peak values or maxima of the intensity distribution patterns obtained for any

particular order ν. It is apparent from 2D IPSF that the central dark region of the

intensity distribution spreads out as order ν increases.

The 3D view of intensity distribution of the diffracted beam of light can be gener-

ated from the 2D pattern, as presented for zero-order azimuthal Walsh filter, W0(θ) in

Table 3. The intensity distribution is showing central maxima with alternate dark and

bright concentric rings of diminishing amplitude arranged in a symmetric fashion

about the centre and is independent of azimuthal variation along the far-field plane.

The central yellow patch in the contour plot corresponds to the location of peak value

or the maxima of the intensity distribution.

The 3D intensity distribution of the diffracted beam of light generated from 2D

pattern for first-order azimuthal Walsh filter, W1(θ), is presented in Table 4. The inten-

sity distribution is asymmetric showing dependence on azimuthal variation along the

far-field plane with central minima. The yellow patches in the contour pattern show

the locations of peak values or the maxima of the intensity distribution. It is seen that

the peak values are located at both sides of the origin.
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Table 1 Azimuthal Walsh filters Wν(θ) for orders ν = 0, 1, 2, 3 and 4 and their 2D transverse

intensity distributions on far-field plane

Order  Corresponding 

azimuthal Walsh 

filters 

2D  IPSF Contour IPSF Scale

0

1 

2

3 

4

5 Discussions and Further Scope of the Study

We have used MATLAB 2017a platform for the advance level computation to gen-

erate high-quality images for the far-field diffraction pattern due to different orders

of azimuthal Walsh filters. Practical implementation of these filters may be achieved

by using high-speed spatial light modulators [10], where the in situ generation of

different orders of azimuthal Walsh filters is possible and combinations of lower

order filters to achieve higher orders may be explored. Further scope of research
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Table 2 Azimuthal Walsh filters Wν(θ) for orders ν = 5, 6, 7, 8 and 9 and their 2D transverse

intensity distributions on far-field plane

Order  Corresponding 

azimuthal Walsh 

filters 

2D  IPSF Contour IPSF Scale

5 

6

7 

8

9 

includes efficient use of azimuthal Walsh filters near the focus of an imaging sys-

tem to cater the needs of complex imaging required for advanced microscopy, 3D

imaging, lithography, optical superresolution, optical tomography, to name a few.

A very promising application of azimuthal Walsh filters may be in the field of

optical micro- and nano-manipulations, where a tightly focused 2D or 3D light dis-

tributions of fundamental or higher order modes are required for investigating the

spin orbital interaction (SOI) of light [11, 12] in optical tweezers (OT) within the

refractive index stratified media [13, 14]. This can be used to produce a gradient
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Table 3 Azimuthal Walsh filter W0(θ) for order ν = 0 and its 3D view of 2D transverse intensity

distribution at the far-field plane

Order Corresponding 

azimuthal Walsh 

filters

Contour 

IPSF

3D view of IPSF generated 

from 2D

0

Table 4 Azimuthal Walsh filter W1(θ) for order ν = 1 and a snapshot of the 3D transverse intensity

distribution at the far-field plane

Order  Corresponding azimuthal 

Walsh filters

2D IPSF Contour IPSF

3D view of IPSF generated from 2D

force trap [15] for manipulating particles of sizes comparable to a single atom up to

100 µm without any mechanical contact.
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Self-adaptive Speckle Pattern Based 3D

Measurement System

Danish Khan and Min Young Kim

Abstract Speckle size plays an important role in speckle-based 3D measurement

systems. In real-time systems, frequent speckle size variation may be required as

the object goes out of the specified range or the camera aperture has to be adjusted

to observe the optimal speckle size on the image plane. In this paper, we present

a system that adapts itself to achieve the desired speckle size when the measuring

distance is changed. The system uses a motorized stage to vary the distance of the

diffuser and the observation plane to change the speckle size which is calculated in

real time. The performance of the proposed system is compared with the conventional

speckle pattern and the result indicates that the proposed speckle method substantially

improves the optimal range of the measurement system.

1 Introduction

The use of speckle pattern for three-dimensional (3D) shape acquisition is justified

and well proven. A number of commercial 3D sensors such as Microsoft Kinect,

Prime Sense, and Intel Real Sense exploit some kind of speckle pattern to retrieve the

geometrical 3D information. Among different types of speckle patterns, the speckles

generated by a coherent laser light are widely adopted in stereo photogrammetric

systems [1–3]. The laser light reflected from a surface with variation in thickness

(rough surface) produces a grainy pattern due to the interference of the scattered

waves. This pattern is known as laser speckle pattern and assists in establishing

the correspondence between the stereo pairs. Speckle size is an important factor to

change the appearance of the pattern and determines the range and resolution of the

3D measurement systems [3–5]. Depending on the employed algorithm, an optimal
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speckle size is required for the accurate and dense 3D reconstructions. A number of

factors depend on the speckle size, such as the radius of the focused laser spot, the

roughness of the diffuser, aperture, and focal length of the imaging system. These

conditions can be optimized to achieve the required speckle size at a certain distance.

Nevertheless, the speckle size also depends on the distance at which it is imaged by a

camera. When the object goes out of a specified range, the spatial resolution has to be

compromised or else manually changing the speckle size is required. Furthermore,

the objects with different reflectance property exhibit different results on the speckle

size estimation. Even at the same distance, the adjustment of speckle size is required

when different objects are measured. A typical approach to change the speckle size is

to change the distance between the rough surface and the observation plane. In real-

time systems when the objects are dynamic or continuously moving, maintaining the

speckle size is a strenuous task and often disturbs the hardware setup prompting to

the recalibration of the system.

To cope with the aforementioned issue in speckle-based 3D acquisition systems,

we present the concept of self-adaptive speckle pattern (SASP). The pattern maintains

the optimal speckle size (defined by the user) during the measurements when the size

changes due to any reason.

2 Proposed System for SASP

Figure 1 depicts the optical configuration of the proposed SASP in conjunction with

a stereo vision system. The laser beam is focused on a ground glass diffuser using a

lens to generate the speckle pattern on the measuring object. The speckles observed

on the measuring object can be mathematically described as

σo =
λZ

D
(1)

where Z is the distance from the diffuser to observation plane, D is the diameter of

the illuminating area, and λ is the wavelength of the laser.

The speckle size can be adjusted by altering the Z distance in Fig. 1. For tuning

the speckle size on the go, the diffuser is fixed on a mini motorized precision linear

stage (PI-M-111) connected to a DC motor controller. The stage can be moved in the

backward and forward direction within the range of 25 mm. Any one image from the

stereo pair can be used to calculate the speckle size. On the basis of the calculated

speckle size, the stage can be moved to the position where the optimal speckle size

can be achieved. After achieving the optimal speckle size, the 3D coordinates of

the object can be extracted by the stereo camera system. This paper only deals with

adjusting the speckle size for 3D measurement. The 3D measurement process is not

the scope of this paper.
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Fig. 1 Hardware setup for the proposed system

3 Real-Time Speckle Size Calculation

The average speckle size can be estimated by calculating the autocovariance func-

tion of the digitized intensity speckle pattern [6]. The full width at half maximum

(FHWM) of the Gaussian fit to the sum of the normalized autocorrelation function

provides the average size of a speckle. This method works best when the entire image

is full of speckles with no dark background. If the large part of the image is without

the speckles, it will have a high peak in the center with little fluctuation elsewhere.

The average speckle size cannot be estimated in such a case. The raw images acquired

from the cameras in laser speckle-based systems contain a substantial amount of dark

long-range background as the object containing the speckles covers only some part

of the image. Dekiff et al. calculated speckle size at the exact center patch of 512 ×

512 pixels of the speckle image [5]. In real-time systems where objects are moving

or constantly changing, the measuring object may not be in the middle of the image.

They can be located at any position, and to calculate the speckle size in real time, the

part of the image containing only the speckle pattern is desired. For this purpose, a

framework is developed which comprises the following steps:

1. Binarize the grayscale image using the following condition:

IB(i, j) =

{

1 for I(i, j) ≥ t

0 for I(i, j) < t
(2)
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where IB(i, j) is the pixel value at the (i, j) position after binarization, I(i, j) is the

pixel value at the (i, j) position before binarization and t is the threshold.

2. Extract the largest blob in the binarized image using the connected components.

3. Calculate the centroid of the largest blob.

4. By using the centroid location of the binarized image, extract the 200 × 200 or

300 × 300 patch from the original grayscale image around the centroid.

Figure 2 shows the example of extracting the image patch to calculate the speckle

size containing only a speckle pattern. The image of the measuring object shown in

the figure is acquired with the projected speckle pattern. It can be seen that the large

part of the raw image is black and it is not suitable to calculate the speckle size. There

is an abrupt change in the intensities of the background and the object. The intensity

of pixels representing the object is greater due to the speckles and the intensity of

the background pixels is always less than 10 as the images are captured without the

ambient light in the dark environment. Hence the binarization of the image with the

threshold of 5–10 in (2) easily segment out the object with some noise. Extracting the

largest blob yields only the object without the background noise. Once the object is

clearly segmented from the background, the centroid of the object can be estimated

using the center of mass. A window of 300 × 300 pixels is extracted around the

centroid which yields the speckle image to estimate a fair speckle size.

Fig. 2 Real-time speckle size calculation
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4 Experiments and Results

To verify the workability of the SASP, first, the speckle size is calculated at five

different distances (30, 50, 70, 90, and 110) cm with the fixed diffuser. As can be

seen in Fig. 3a, there is an instant decrease in the speckle size as the target moves

from 30 to 50 cm. The speckle size is decreasing as the distance is increasing. This is

due to the fact that the speckles have low brightness and contrast with the increasing

distance. To maintain the brightness of the speckle at different distances, the camera

aperture has to be adjusted. After calculating the speckle size with the fixed diffuser,

the SASP is tested and the speckle size is measured at the same distances as the

fixed pattern. In contrast to the fixed pattern, the variation trend of speckle size by

the SASP is stable and it maintains the optimal speckle size which was defined to be

7–9 pixels in this case.

To realize the effect of SASP on 3D measurements, the 3D point clouds of the

same object are extracted at the above stated five distances using the stereo pairs. A

method is used which requires only one stereo pair to extract the 3D point cloud [3].

The number of 3D points acquired by both SASP and the fixed pattern is compared

and shown in Fig. 3b. The plot of 3D points with respect to distance suggests that the

optimal range for the fixed speckle pattern is 50–90 cm. The number of 3D points

is very less at the distance of 30 cm and it starts to decrease again after the target

moves away from the 90 cm. By the same plot of the SASP, we can assume that the

SASP improves the performance of the 3D measurement system considerably. The

numbers are in between 10,500 and 9000 at the range of 50–110 cm. At the distance

of 30 cm, the numbers are slightly reduced but better than the fixed pattern.

Figure 4 shows the 3D shape of the object acquired at 110 cm by both systems.

The density of the object is clearly better when acquired by the SASP. It can be said

that the SASP increased the range of the measurement system by allowing optimal

3D acquisitions at different distances.

Fig. 3 Comparison of fixed pattern versus SASP, a speckle size at different distances, b no. of

3D points at different distances
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Fig. 4 3D shape acquisition at 110 cm, a fixed pattern, b SASP

5 Conclusion

Like an autofocus system in modern digital cameras adjusts the camera lens to

obtain the focus on the subject, the proposed system adjusts the speckle size to get

the optimal 3D reconstructions of the measuring object. The result demonstrates that

the optimal measurement range of the 3D measurement system can be extended by

employing SASP. This can improve the density of the 3D models and robustness to

object change in any laser speckle-based 3D measurement system. As the method

uses only one image to calculate the speckle size, the proposed SASP can also be

used in single camera systems.
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Fabrication of an Adaptive Micro Fresnel
Mirror Array

Binal P. Bruno, Ruediger Grunwald and Ulrike Wallrabe

Abstract We present in this paper the design and fabrication of a miniaturized

array of piezoelectrically tunable Fresnel mirrors, which can be used to generate

propagation invariant and self-healing interference pattern. The mirrors are actuated

using a circular piezoelectric actuator, and the resulting change in the tilting angles

of the mirrors changes the widths of the interference patterns generated. The array

consists of four Fresnel mirrors arranged in 2 × 2 configuration with each mirror

having an area of 2 × 2 mm2. The achievable mirror angle ranges from −10 to +10

mrad.

1 Introduction

A Fresnel mirror consists of two mirror segments, inclined at a small angle to each

other. The tilt of the mirrors results in the generation of an interference pattern when

illuminated with a coherent light source. The two mirrors split the collimated laser

beam into two coherent overlapping light sheets, resulting in the generation of an

interference pattern propagating along the optical axis [1]. The resulting pattern,

which can also be regarded as a 2D Bessel beam, is propagation invariant and self-

healing and the size of the patterns depends on the tilting angle between the mirrors

and the wavelength of the illuminating light source. Adaptive Fresnel mirrors were

applied to adaptive pulse autocorrelation [2] and to generate laser-induced periodic

surface structures [3].

In this paper, we present further development of the first tunable Fresnel mirror

designed by Brunne et al. [4] by reducing the size of the mirror from 5 to 2 mm and
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fabricating a 2 × 2 array of them. In Sect. 2, we describe the working principle and

the results from the mechanical design and simulation of the device. The fabrication

process discussed in Sect. 3 is followed by the mechanical characterization of the

mirror array in Sect. 4. The results are summarized and further improvements are

discussed in Sect. 5.

2 Design and Simulation

A tunable Fresnel mirror consists of two movable mirror segments that meet at the

center line of the device. Upon actuation, the deflection of the mirrors is changed

which alters the mirror angle. The two mirrors, made from a silicon wafer coated

with aluminum, are fixed on a soft silicone (PDMS) layer and are actuated by a

piezoelectric bimorph bending disk attached to the PDMS layer (Fig. 1a, b). When

an electric field is applied to the piezo disks, they undergo a sperical deflection, which

acts as a pressure load on the PDMS layer. As a result, the two mirrors are pulled

downwards as shown in Fig. 1c, and as the mirrors themselves are stiff, they maintain

their planar surface thereby. The maximum achievable mirror angle depends on the

thickness of the silicon wafer, the piezoelectric material used, the geometry of the

hinge, the thickness of the PDMS base layer, and Young’s moduli of the PDMS at

the hinges and base.

The array of Fresnel mirrors presented here consists of four Fresnel mirrors, each

with a mirror area of 2 × 2 mm2, arranged in 2 × 2 configuration as can be seen

in Fig. 1a. The individual mirrors are made from a silicon wafer with a thickness of

200 µm and feature an area of 1 × 2 mm2 each. To facilitate the tilting movement

of the mirrors, the hinge geometry was designed to be trapezoidal with a hinge

width as narrow as possible on the mirror side. The mirrors are actuated using four

circular piezo bimorphs, each with a thickness of 240 µm. For simplicity, a single

Fresnel mirror was simulated in COMSOL Multiphysics with quarter symmetry.

The diameter of the individual actuators was chosen using a parametric sweep with a

trade-off between the achievable mirror angle and the pitch of the array. The Young’s

Fig. 1 a 3D model of the 2 × 2 array of Fresnel mirrors, each having an area of 2 × 2 mm2. The

actuation principle of the Fresnel mirror at cross section (A–A′) of the mirrors is sketched in b at

0 V and c at 200 V
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Fig. 2 a Plot showing the change in the mirror tilt and displacement as a function of Young’s

modulus of the PDMS filled in the mirror hinges, normalized to the respective maximum values.

b Downward displacement and tilting of the mirrors upon actuation

modulus and the Poisson ratio of the silicone are taken from the materials library

of COMSOL. A simple linear model is sufficient for simulation since the expected

strain levels are small, in the range of <10% [5].

The thickness and stiffness of the PDMS base layer largely affect the achievable

mirror angle. By doing a parametric sweep, a thickness of around 300 µm at Young’s

modulus in the range of 500–700 kPa was found to provide optimal performance. In

the case of the mirror hinges, the main parameters to consider are Young’s modulus of

the PDMS filled in the hinges and the geometry of the hinge. The fabrication process

(KOH etching) limits the geometry of the hinge to the dimensions of 280 µm on the

backside and 7 µm on the mirror side. Moreover, two possible situations could occur

according to the stiffness of the hinges. If the stiffness of the hinge is too large, the

rotation about the hinge is suppressed resulting in low tilting angle, and if the stiffness

is too low, the out of plane translational displacement dominates the rotation of the

hinge. The variation in the tilting angle and the downward deflection normalized

to their respective maximum values with regard to Young’s modulus of the hinge

PDMS is shown in Fig. 2a. The maximum mirror angle is achieved when the hinge

has a stiffness of 2.7 MPa. A PDMS with Young’s modulus of 1.5 MPa was chosen

for fabrication because of the availability of the material. With this configuration, the

maximum achievable mirror angle was simulated to be in the range of ±12 mrad,

which is 98% of the value at the maximum, and the downward displacement of the

mirrors amounts to 4 µm.

3 Fabrication

The fabrication process starts with the manufacturing of the mirror hinges. A 400 nm

layer of SiO and 110 nm of SiN is deposited on a 200 µm thick silicon wafer using

thermal oxidation and LPCVD process, respectively. The SiN and SiO layers act as

the etch mask for the KOH etching process. The oxide and nitride layers at the hinge
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openings on the backside are removed by reactive ion etching with a layer of AZ1518

photoresist acting as an etch mask. The wafer is then etched using KOH to achieve a

trapezoidal hinge geometry. Afterward, a 300 nm thick aluminum layer is deposited

on the front side of the wafer to get a reflective optical surface. The aluminum layer

is covered with a layer of UV curable tape to protect the mirror surface during the

subsequent processing (Fig. 3).

The piezo actuator is fabricated from two 120 µm thick sheets of PZT from

Ekulit GmbH. The upper and lower piezo sheets are cut into a circular shape with a

radius of 16 mm and four circular contact notches are cut into the lower sheet using

UV laser (Trumark 6330 from Trumpf Laser GmbH) (Fig. 4a). The two sheets are

glued together using high-temperature epoxy (HTG-240), and the electrodes for each

mirror in the array are separated by hatching as shown in Fig. 4b. The PDMS base

layer made of RTV23 by Neukasil, with Young’s modulus of 600 kPa, is fabricated

directly on the bimorphs using a negative mold (Fig. 4c).

Individual 2 × 2 Fresnel mirror arrays are separated from the Si wafer by using

UV laser. The mirror arrays are cleaned in an ultrasonic bath in deionized water,

the backside of the hinges are treated with an adhesion promoter (Dow Corning 92-

023), and the hinges are filled with PDMS (RTV615 from Momentive Performance

Materials) with Young’s modulus of 1.5 MPa. The SiN and SiO underneath the

aluminum layer prevent creeping of the PDMS to the front side of the mirror. The

piezo bimorph actuator with the silicone base layer is aligned and attached to the

backside of the mirror while PDMS is being cured (Fig. 4d). After curing, the piezo

bimorph is laser structured from the backside to separate and decouple the individual

actuators for each mirror, and the mirrors are made free to move around the hinges

Fig. 3 Cross section of a mirror hinge after cleanroom fabrication

Fig. 4 Process steps in the fabrication of Fresnel mirror array. The laser structured piezo sheets

(a) which are glued to form a bimorph (b). Fabrication of PDMS base layer on the bimorph (c).

Attaching the mirror chip (d) and separating the hinges and the individual bimorph actuators (e)
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Fig. 5 Mirror holder (a and b) and the mirror mount with the protection circuit (c) for the Fresnel

mirror array

by separating those from the front side (Fig. 4e). Now that the mirrors are free to

move, the UV tape on the front side is exposed to UV light and peeled off to reveal

the mirror surface. The finished mirror array is carefully aligned and glued to a laser

structured FR4 PCB substrate (Fig. 5a) for easier handling and providing electrical

connections.

4 Mechanical Characterization

The device is mounted on a custom mount (Fig. 5c), which also contains an electrical

protection circuit that prevents the depolarization of the piezo sheets. The circuit

limits the voltage against the direction of polarization to 33% of the coercive field

strength where it is safe to operate [6]. The deflection of the mirrors is measured

for electric fields in the range of ±2 kV/mm using a profilometer equipped with a

confocal distance sensor while actuating at 1 Hz sinusoidal signal. The angle between

the device plane and the mirror plane is evaluated for each applied electric field from

the measured surface.

The tilt angle as a function of the electric field is shown in Fig. 6a. A negative

tilt angle denotes the mirrors deflecting downwards. The deflection range reaches 22

Fig. 6 a The mirror angle as a function of the applied electric field for all mirrors in the array.

b The defined pre-deflection in the mirror angle generated by depolarization and repolarization of

the piezo bimorph actuator
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mrad, which is close to simulated results. However, each mirror shows a different,

undesired pre-deflection. Typically, only negative angles are required for application,

which reduces the deflection range in the symmetric case by 50%. To overcome this

problem, a pre-deflection can be defined by depolarizing the piezo sheets before

gluing and finally repolarizing the piezo by applying an electric field higher than the

coercive field strength. The effect of this remanent strain in the piezo bimorphs is

shown in Fig. 6b. Using this method, we were able to increase the range of usable

angles from 10 to 15 mrad.

5 Summary and Outlook

In this paper, we presented the design and fabrication of an array of Fresnel mir-

rors. The device was optimized using FEM simulations, which showed a maximum

achievable mirror deflection of ±12 mrad, and a fabrication process that relies on

KOH etching, PDMS processing, and laser cutting was established. The mechanical

characterization of the fabricated device yielded a similar range of tilt angle. How-

ever, the mirrors showed different pre-deflections among the mirrors of the same

array, which is undesired as the mirrors need to be actuated synchronously. Hence,

each mirror needs to be addressed according to its own voltage dependence. Fur-

thermore, the deflection range is reduced by 50% in the symmetric case as only

negative angles are required for applications. One possible solution to this problem

is to introduce a defined pre-deflection by depolarizing and repolarizing the piezo

actuators. The maximum deflection range can also be increased further by increasing

the electric field against the polarization from 33 to 85% [7].
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Effects of the Roughness in the Optical
Response of a 2DPC That Have Dielectric
or Dispersive LHM Cylindrical
Inclusions: The Triangular Lattice

V. Castillo-Gallardo, L. Puente-Díaz, E. Lozano-Trejo, H. Pérez-Aguilar

and A. Mendoza-Suárez

Abstract In this work, a numerical technique known as integral equation method

(IEM) was used to model the optical response of two-dimensional photonic struc-

tures of hexagonal lattice with rods that have smooth and rough surfaces, under TM

polarization. Photonic structures were modeled by different materials. One of them

was formed with dielectric–dielectric media and the other with dielectric–dispersive

LHM media. We found that the optical response was modulated by the roughness of

the surface of the inclusions. We also observed that the scattering patterns depend

on the type of photonic structure and the incidence angle. Additionally, when we

consider the two-dimensional photonic structure with rough surfaces, we approach

a real physical system and this causes changes in the reflective optical properties.

This property is very useful and has multiple applications in waveguides, filters,

omnidirectional mirrors, beam splitters, and so on.

1 Introduction

Photonic crystals (PCs) are periodic arrays of different materials in one (1DPC), two

(2DPC), and three dimensions (3DPC) with unit cells, whose magnitude is on the

order of the wavelength of the light [1]. The properties of PCs have been the subject

of much research in the last few years because of its potential to develop completely

optical integrated circuits [2], or optical sensors [3]. In 2DPCs periodicity occurs in

two directions, while in the other it is invariant. One of the purposes of this type of

material is to control the reflection and/or transmission of light through its structure

by the diffraction phenomenon. The reflective optical properties of the 2DPC depend

on the type of periodicity, geometry of the inclusions, the refractive index contrast,

and the filling fraction of the photonic structure [4].

V. Castillo-Gallardo · L. Puente-Díaz · E. Lozano-Trejo · H. Pérez-Aguilar (B) ·
A. Mendoza-Suárez

Facultad de Ciencias Físico-Matemáticas, UMSNH. Avenida Francisco J. Múgica S/N, C.P. 58030

Morelia, Michoacán, Mexico

e-mail: hiperezag@yahoo.com

© Springer Nature Singapore Pte Ltd. 2019

A. Martínez-García et al. (eds.), Progress in Optomechatronic Technologies,

Springer Proceedings in Physics 233, https://doi.org/10.1007/978-981-32-9632-9_5

37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9632-9_5&domain=pdf
mailto:hiperezag@yahoo.com
https://doi.org/10.1007/978-981-32-9632-9_5


38 V. Castillo-Gallardo et al.

When proposing a PC, it is necessary to study the optical response of the system.

This has been done by numerical simulation calculations using the integral equation

method (IEM) [5]. The IEM is based on the Green’s second integral theorem applied

to the Helmholtz’s equation, in which a set of coupled integral equations is obtained as

functions of the field and its normal derivative evaluated in the contours that separate

the regions of the system. In order to have a finite sampling of points, the contours

are divided into small regions, Δs. So the coupled equations are approximated by

sums that result in an inhomogeneous matrix system, whose solution determines the

source functions. With these source functions, the optical response is obtained.

In the last decade, several physical systems have been studied in which the rough-

ness of surfaces is analyzed, such as scattering of light by rough surfaces [6–10],

optical dispersion loss in waveguides [11], coherence effects in propagation through

1DPC [12], corrections to electromagnetic Casimir energies [13], among others.

However, there is no evidence of a numerical study of the surface roughness in

a 2DPC, despite the fabrication of photonic crystal structures that present certain

irregularities in the structure [14–16]. All numerical calculations of photonic bands

of metal/dielectric 2DPC have been considered with smooth surfaces [17]. For this

reason, we are interested in exploring the consequences of having roughness on

the walls of inclusions of a 2DPC. In this work, the IEM is used to calculate the

optical response of 2DPCs of the hexagonal periodicity with cylindrical inclusions

with smooth and rough surfaces, under TM polarization. The results show that the

roughness of the surfaces modulates the optical response, and the scattering patterns

depend on the type of photonic structure, the wavelength of the beam of illumination,

and the incidence angle.

The structure of the paper is organized as follows: In the next section we give

a brief explanation of the IEM applied to a finite 2DPC. Section 3 summarizes the

results for a finite 2DPC of hexagonal lattice formed by cylindrical inclusions with

smooth and rough surfaces, under TM polarization. Finally, in Sect. 4, we state the

conclusions of this work.

2 Theoretical Approach

In previous works, the IEM has been developed to calculate band structures associated

with infinite 2DPC [18, 19]. However, in practice, a 2DPC has a finite length. The

IEM is also suitable to calculate the distribution of the electromagnetic field in the

near and far region for a 2DPC truncated. Let us consider the problem of calculating

the reflectance of a 2DPC with finite length that is illuminated with an incident field

Ψinc(r, t) = Ψinc(r)e
−iωt . Figure 1 shows the diagram of a finite 2DPC of hexagonal

lattice composed by cylindrical inclusions with rough surfaces. Regions 1 and q are

characterized by a (real) refractive index n1,q =
√

ε1,q(ω), and regions 2 to q − 1 are

characterized by the corresponding refractive indices nj = ±
√

εj(ω)μj(ω), which

involve the material’s properties and are given in terms of magnetic permeability μj
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Fig. 1 Scheme of a finite

2DPC to apply the IEM

through the integration

contours are indicated by the

dashed curves. R1 and Rq

represent the regions

enclosing the incident and

transmission media,

respectively

and electric permittivity εj, where both of these functions depend on the frequency ω.

The sign appearing in the refractive index equation must be taken as negative when

considering an LHM and positive when the medium is a dielectric material. We now

provide a brief description of the method for calculating the scattered fields. Details

that complement the presentation can be found in [5, 7].

Applying Green’s integral theorem, the field in region 1 can be expressed as:

Ψ (1)(r) = Ψinc(r) + 1

4π

M
∑

j=1

∫

Γj

[

∂G1(r, r′)

∂nj

Ψ (1)(r) − G1(r, r′)Φ(1)(r)

]

ds′, (1)

where Ψinc(r) represents the incident field, and the sum of the integrals represents the

scattered field. ∂/∂nj is the normal derivate operator, G1

(

r, r′) is a suitable Green

function in the region R1. The source functions Ψ (1)(r) and Φ(1)(r) represent the

values of the field and its normal derivative evaluated on the surface, respectively.

Following the same steps for region j, the field Ψ (j)(r) can be expressed as:

Θj(r)Ψ
(j)(r) = 1

4π

M
∑

j=1

∫

Γj

[

∂Gj(r, r′)

∂nj

Ψ (j)(r) − Gj(r, r′)Φ(j)(r)

]

ds′, (2)
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where Φj(r) is unity for points inside medium j, and zero otherwise; Gj

(

r, r′) is the

Green function for medium j.

Mendoza-Suárez et al. calculated the discrete approximations of the two different

integral terms appearing in (1) and (2) [18]. Moreover, considering the conditions of

continuity of the field and its normal derivative along the different contours Γ q, the

system of equations for a 2DPC of finite length can be expressed as:

Na
∑

n=1

(

δmn(1) − N
(1)

mn(1)

)

Ψn(1) + f1

f2

Na
∑

n=1

L
(1)

mn(1)Φn(1) = Ψ inc
m , (3)

−
Na
∑

n=1

N
(2)

mn(1)Ψn(1) +
Na
∑

n=1

L
(2)

mn(1)Φn(1) −
Nb
∑

n=1

N
(2)

mn(1)Ψn(1)

+
Nb
∑

n=1

L
(2)

mn(1)Φn(1) + · · · −
Nq
∑

n=1

N
(2)

mn(1)Ψn(1) +
Nq
∑

n=1

L
(2)

mn(1)Φn(1) = 0

, (4)

Nb
∑

n=1

(

δmn(2) − N
(3)

mn(2)

)

Ψn(2) + f3

f2

Nb
∑

n=1

L
(3)

mn(2)Φn(2) = 0, (5)

Nc
∑

n=1

(

δmn(3) − N
(3)

mn(3)

)

Ψn(3) + f3

f2

Nb
∑

n=1

L
(3)

mn(3)Φn(3) = 0, (6)

. . . ,

Nq−1
∑

n=1

(

δmn(q−1) − N
(3)

mn(q−1)

)

Ψn(q−1) + f3

f2

Nq−1
∑

n=1

L
(3)

mn(q−1)Φn(2n−1) = 0 (7)

and

Nq
∑

n=1

(

δmn(q) − N
(4)

mn(q)

)

Ψn(q) + fq

f2

Nq
∑

n=1

L
(4)

mn(q)Φn(q) = 0, (8)

where n(j), j = a, b, …, q is used to denote the different integration paths Ŵa, Ŵb,

…, Ŵq, and n = 1, 2, …, Nq denotes their corresponding points resulting from a

given partition. m indicates the mth point [observer’s coordinates r = (xm, ym)] along

the contour Ŵq. We called Nq the number of points taken along the corresponding

contour Ŵq. The matrix elements N
(p)

mn(q) and L
(p)

mn(q) are given in [18]. Additionally,

quantity f j is given by:

fj =
{

μj for E polarization,

εj for H polarization.
(9)

Thus, (3)–(8) constitute an inhomogeneous system of 2
∑q

p=1 Np linear equations,

which can be solved numerically to determine the source functions (the field and its
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normal derivative) along Ŵq contours. With these functions it is possible to obtain

the scattered field.

The far-field amplitude is given by:

A(θS, ω) =
∫

Γq

[

−i
ω

c

(

n̂
′
q · r̂

)

Ψq

(

r′) −
∂Ψq

(

r′)

∂ n̂
′
q

]

× exp
(

−i
ω

c
r′ · r̂

)

ds′, (10)

with r̂ = (− cos θs, sin θs). Then the differential reflectance coefficient can be

obtained by:

∂R

∂θs

= h|A(θs, ω)|2, (11)

where h is a normalization factor that depends on the incident wave. In the case of

an incident Gaussian wave, this factor is h =
(

2(2π)3/2gk cos θ0

)−1
, g being the

1/e half-width of the modulus projected on the plane x = 0, and k represents the

wave number. The reflectance as a function of the frequency is obtained by one’s

integrating over all the scattering angles in the incident region. That is,

R(ω) =
π/2
∫

−π/2

∂R

∂θs

dθs. (12)

In a similar way, it is possible to apply an analogous procedure to determine the

far-field amplitude in the transmission zone to calculate the transmittance.

3 Optical Response of a Finite 2DPC

The optical response of a two-dimensional photonic structure consisting of a periodic

array of parallel dielectric cylindrical inclusions embedded in background dielectric

material (in both cases, vacuum), whose intersections with a perpendicular plane

form a hexagonal lattice, is presented in this section. The rough surface profile on

the inclusion wall of circular cross-section is obtained by means of a realization of

a Gaussian-correlated random process that obeys a negative exponential probability

density function (PDF).

Optical properties of dispersive LHM are given by the dielectric function:

ε(ω) = 1 −
ω2

p

ω2
(13)

and the magnetic permeability
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μ(ω) = 1 − Fω2

ω2 − ω2
0

, (14)

where the plasma frequency is ωp= 10 c/D, the resonance frequency is ω0= 4 c/D,

and the LHM filling fraction is F = 0.56 [20]. Here the speed of light in vacuum is c,

and lattice parameter is D. The region where the LHM presents a negative refraction

index is within the frequency range ωp < ω < ωLH with ωLH = ω0/
√

(1 − F).

In our analysis, D = 1 µm was considered. With this, the plasma and resonance

frequencies (in reduced units) are ωp = 1.592 (λ = 628 nm) and ω0 = 0.637(λ =
1.569 µm), respectively [18].

Reflectance and transmittance with scattering patterns for a photonic structure

with 500 (5 × 100) dielectric circular cylinders are shown in Fig. 2a–c. Similarly, a

photonic structure with 720 (6 × 120) dispersive LHM circular cylinders is given in

Fig. 2d–f.

Fig. 2 Reflectance (R) and transmittance (T) as a function of the incidence angle of a photonic

structure with a 500 dielectric cylinders and d 720 dispersive LHM cylinders, under TM polarization.

Photonic structures were illuminated with reduced frequency beams ωr = 1.176 (λ = 850 nm) and

ωr = 0.636 (λ = 1.57 µm), respectively. Scattering patterns of each photonic structure for b and

e normal incidence, and c and f incidence at 30°. The solid curves correspond to smooth inclusions

surfaces and the dashed lines represent rough inclusions surfaces
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In Fig. 2a, d, the optical response of the 2D photonic structure with smooth and

rough surfaces has been compared. The dashed curves correspond to system with

rough surfaces and the solid curves for smooth surfaces. In this case, the roughness

was modeled with parameters of the correlation length lc = 0.05λ and the standard

deviation of heights σ = 0.01λ. In both cases, the filling fraction f = 0.10 was used.

Photonic structures were illuminated with a Gaussian beam. The 1/e half-width of

the modulus of the incident Gaussian beam projected onto the center of the structures

was g = 12 µm with TM polarization. For these cases, the optical reflectance and

transmittance are modulated due to the roughness of the surface of the inclusions.

However, the scattering patterns remain unchanged, as shown in Fig. 2b, c, e, f. Thus,

scattering patterns depend on the type of photonic structure and the incidence angle.

4 Conclusions

Using the integral method, it was possible to study the propagation of electromagnetic

waves through truncated periodic photonic structures. This provided the opportunity

to model the reflectance and transmittance with the scattering patterns of a couple of

two-dimensional photonic structure consisting of a periodic array of parallel dielec-

tric rods of circular cross-section embedded in the background dielectric material.

We found that the optical response was modulated by the roughness of the surface

of the inclusions. We also observed that the scattering patterns depend on the type

of photonic structure and the incidence angle. This property is very useful and has

multiple applications in waveguides, filters, omnidirectional mirrors, beam splitters,

and so on.
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Nano-antennas Excitation with Visible
Light and Their Observed Response
with a Confocal Microscope in the THz
Range

Daniel Luis Noriega, Fernando Mendoza Santoyo,

Jorge Mauricio Flores Moreno, Javier Méndez-Lozoya

and Francisco Javier González

Abstract A confocal microscope was used to observe the electromagnetic field
produced from a cluster of nano-antennas excited with visible light. The experimental
results show the dynamic behavior of the iron oxide nanoparticles deposited over the
nano-antennas cluster.

1 Introduction

Antennas have been used for over a century to control the emission and reception of
many types of electromagnetic radiation. The re-escalation of said antennas to smaller
sizes gave birth to devices, like the optic nano-antennas, that can focus farther than
the diffraction limit; this allows seeking and highlighting for better optic processes,
like high harmonic generation [1], fluorescence [2, 3], Raman scattering [4, 5] and
infrared absorption [6, 7].

It is well known that the metallic particles maintain resonance plasmonic modes
in visible wavelengths, making them natural optic antennas [1, 8]. The objective of
this research work is to characterize qualitatively the dynamic behavior of super-
paramagnetic nanoparticles by exposing them to an electromagnetic field generated
by excited nano-antennas of the bowtie type. Particles which are reduced to smaller
sizes than their magnetic domain (or close to it) manifest a property called superpara-
magnetism. The said particles are highly susceptible to magnetic fields. They do not
precipitate once they are monodispersed in a fluid, and if the exterior magnetic field
is removed, they demagnetize; also, they have a native strength to not agglomerate
by themselves [9].
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The confocal microscopy is a technique which increases the optic resolution and
contrast of an image by using a pinhole that obstructs the light that is out of the
focal plane. This results in a system that not only discriminates field of view over
the focal plane but it also permits depth selection inside of the specimen under
observation. To form the image, the confocal microscope relies on a scanning system
in which a laser illuminates a small section of the specimen and a sensor retrieves
the information; then the laser moves to the next section of the sample over the same
focal plane (typically, with mirrors mounted on a piezoelectric transducer) and the
sensor retrieves the information of the new section. The process repeats until all the
desired part of the image is reconstructed (within the required field of view). Through
digital image processing the information of each section of the sample is stitched
together and a digital image of the specimen under study is acquired [10].

2 Methodology

We used iron oxide Fe3O4 nanoparticles (Np) with a size of 50–100 nm scattered
in an immersion fluid (no polar) by means of an ultrasonic bath. Then, 20 µl of the
immersion fluid with the dispersed Np was deposited over the substratum of the THz
nano-antennas (Na). The Np were forced to get close to the substratum with two
neodymium magnets, with the aim to increase the density of Np in the Na vicinity,
given that the electromagnetic field produced by the Na affects only the Np that are
located a few micrometers from the said Na. After the magnets were removed, the
substratum was irradiated with two wavelengths, one for observation (λo = 543 nm)
and one for excitation (λe = 1 µm). Images of the process were captured with the
help of a confocal microscope.

3 Results

Figure 1 presents a series of images with a field of view of 21 × 23 µm where the
concentration of Np was 0.42 g/l. The images were taken along an interval of 20 min.
Figure 2 shows the same area over the substratum, with the same Np, but now we
turn off the λe, so the Np enter a period of relaxation of ~20 min, with the aim to
check if the behavior observed in the Fig. 1 is triggered solely by the λe and not by
the λo. As can be seen in Fig. 2, there is no observable phenomenon, other than the
slight fading of circles.
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Fig. 1 Images of substratum being irradiated by both λe and λo in a time of: a t ≈ 0 min. b t ≈ 7
min. c t ≈ 14 min. d t ≈ 20 min. Inside the red square we can observe the formation and dispersion
of circles
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Fig. 2 Substratum without λe at a time: a t ≈ 0 min. b t ≈ 7 min. c t ≈ 14 min. d t ≈ 20 min
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4 Conclusions

In this preliminary research set, as a proof of principle, we observed a rearrangement
of the Np when the substratum was irradiated with the λe, but the same phenomenon
did not repeat when the λe was absent, which make us think that the λo by itself is
not enough to excite the Na. The observed response of the Np to the electromagnetic
field produced by the Na is slow and not always the same (as the one presented
here). As future work, we intend to improve the experimental methodology until the
dynamic clustering of the Np due to the electromagnetic field generated by the Na
is repeatable. We will also characterize the dynamics of the Np as a result of the
electromagnetic field from the excited Na.
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Acousto-Optic Dispersion Applicability
to Plastic Auto-Part Color
Characterization

Jose Amilcar Rizzo Sierra, Cesar Isaza, Ely Karina Anaya Rivera,

Jonny Paul Zavala de Paz and Julio Mosquera

Abstract Acousto-optic dispersion occurs when light interacts with a translucent

material in which a sound-induced spatial distribution of its refractive index is

present. That diffracted light can then be analyzed for different properties of the

source. The experimental and theoretical basis of the phenomena were proposed in

early twentieth century, mainly by Brillouin and Raman, respectively. Over time,

acousto-optics has transited towards applied technology such as image processing

in military applications. In this paper, we propose an acousto-optic image acquiring

system to study plastic auto-parts color characterization via hyperspectral imaging.

Current methodologies regarding the same subject use mainly colorimeters, which by

default cannot provide the same amount of spectral information than an acousto-optic

system could gather. Therefore, a distinctive potential of acousto-optic technology

lies within the subject of plastic auto-parts cosmetic corrosion (PACC) characteriza-

tion, term which would refer to the study of undesirable changes in color (in plastic

auto-parts) due to time and exposure.

1 Introduction

Auto-parts industry is one of the most important industrial sectors in Mexico. In

2016 figures it represented 2.8% of its gross domestic product and 16.9% of its total

manufacture activity, and the country consolidated itself as the 7th world’s largest

auto-parts producer in 2017. The industry has shown an overall growth of more

than 40% from 2008 to 2016. That represented an approximate growth from 9.5 to

16.9% of the manufacture sector GDP in that time frame [1, 2]. That dynamic has
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brought intense research and development activity in Mexico related to the sector

as well, both in private and public institutions, in a much needed and developing a

supporting role to the industry. One of the current concerns that more technology

and economy-savvy customers have been expressing to automotive industry relates

to undesirable cosmetic or aesthetic changes due to time and exposure on all kinds

of plastic auto-parts used for both interior and exterior application in motor vehicles.

It is understood that this represents one of the most important factors upon which

buying decisions are made by actual customers, complementing usual factors such

as vehicle performance, security, communication capabilities, and technology inte-

gration features, along with a numerous list of others. Facing that, the automotive

industry has had to develop standards and protocols to ensure its processes can come

up with products with sufficient quality to meet these and other consumers’ criteria.

For example: research, development, and testing of plastic materials which retain

their cosmetic properties in terms of color for at least a period of time equivalent to

the engine/chassis warranty is one of the goals within this subject. Besides being one

of the customer’s main concerns regarding automotive aesthetics perceptions and

requirements, the subject has itself importance as well, since industrial treatments to

plastic materials which happen to prove themselves to fulfill cosmetic requirements

could affect other material properties as well, such as mechanical ones. Additionally,

currently typically used standards to validate a new material before incorporating it

to production lines lack of proper technical measurement for the optical aspects

defining key properties in the context of plastic auto-parts cosmetics, such as color.

One important aspect to consider is that current tests employed in the industry are,

in one stage or another, based on human naked eye observations, prone to different

types of methodological subjectivity, as investigated in [3, 4]. Thus, we propose in

this paper a new methodology to study changes in automotive plastic components

using acousto-optic filtering of the light coming from them. The technology has the

ability to work with a wide range of the light spectrum; from the near infrared to the

ultraviolet [5–16]. Images are acquired at a reflectance versus wavelength resolution

that gives hyperspectral and polarization information about a particular material, the

last aspect complementing the information that can be gathered by means of solid

state integrated sensor based spectroscopy technologies such as those used in ecol-

ogy/botany [17–21], and recently proposed proof of concept new technologies [14,

22–24]. Some of these non acousto-optics tunable filter (AOTF) based technologies

are specifically referred or used as Colorimeters [25, 26], representing the main data

gathering devices currently supporting the automotive industry on the subject of this

paper.
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2 Related Works

2.1 Plastic Auto-Parts Studies and Standards

With the development of automotive industry, measurement standards and method-

ologies for auto-parts quality control monitoring have been evolving as well. Specifi-

cally related to this paper are the methodologies used to assert and evaluate cosmetic

corrosion of auto-parts. While there’s ample literature on the subject of cosmetic cor-

rosion in metallic auto-parts (with or without coatings), that’s not so much the case

for plastic auto-parts. Cosmetic corrosion in this context widely means undesired

changes in appearance, color, and finish in auto-parts, such as exterior and interior

painting and plastic applications. Different methodologies used to study the subject

as been proposed and used in [27–29]. As methodologies, these can be roughly cat-

egorized as follows: (a) open environment non-accelerated or accelerated exposure

tests, and (b) open environment laboratory simulated non-accelerated or accelerated

exposure tests. Among the studied components are steel auto-parts, with or without

utility coatings [30–33]. However, the main objectives of those tests are related to

security requirements compliance rather than quality or long term cosmetic corrosion

performance of the auto-parts. In the last years, with respect to auto-parts cosmetic

corrosion, vehicle manufacturers have had to develop their own study methodologies

due to progressive customer awareness and demands on automotive cosmetics. Some

of them resulted in the development of standards such as ISO9227, for salt spray cor-

rosion. Other examples are: Renault ECC1 D172028, Volvo VICT VCS1027, 149,

Volskwagen PV1210, General Motors GM9540P, and Daimler Chrysler KWT-DC

[34]. It must be noticed that within their test methodologies, each manufacturer imple-

ments proprietary strategies to emulate variables intervening in cosmetic corrosion

such as those related to environmental pollutants, temperature, relative humidity, and

test duration or cyclic exposure patterns to simulate different time periods of natu-

ral exposure. Other standards implemented by the automotive industry, in this case

to study changes in plastic auto-parts are: ASTM D1435-13 (standard practice to

study the exterior wear of plastics), ISO 877.2-2009 (methodology to study sunlight

exposure in plastics), ASTM G7 (methodology to perform environmental exposure

tests to nonmetallic materials), ASTM G24 (methodology to emulate glass filtered

sunlight exposition), ISO 877.2-2009 (sunlight exposure methodology in plastics),

ASTM G7 (methodology to perform environmental exposure to nonmetallic materi-

als), ASTM G24 (methodology to perform sunlight exposure through glass), ASTM

G113 (methodology to study the durability of nonmetallic materials to natural or arti-

ficial environmental exposure), ASTM G141 (guide to consider variability of factors

involved in nonmetallic material exposure tests), ASTM G147 (methodologies for

the conditioning and handling of nonmetallic materials during natural of artificial

environmental exposure tests). On the other hand, plastic auto-parts have been sub-

jected to quality tests similar to those performed in metallic auto-parts. Particularly,

with respect to synthetic (plastic) upholstery auto-parts [35]. Automotive industry

has been raising production quality standards since its beginnings. That has begun to
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be coupled with demands from a new generation of customers requiring more than

mechanical reliability and performance in automotive industry, opening the doors to

different high impact market factors such as quality and cosmetic corrosion properties

of plastic auto-parts used in contemporary mass produced vehicles.

2.2 Acousto-Optics Related Work

To our current awareness, there is no literature on the application of acousto-optic

imaging to the problem of plastic auto-parts cosmetic corrosion. However, is not far-

fetched to consider that the technology is appropriate to study the subject since it has

found application, among others, in signal processing [5, 6], image processing [7,

8], and analytical chemistry [9]. Hyperspectral acousto-optic imaging has also found

application in ecology/botany [20], and cultural heritage monitoring and preserva-

tion [15]. There are also AOTF-based spectroscopy technology proposals such as

[14, 16]. Generally speaking, acousto-optic filtering based technologies are the fun-

damentals of technologies applicable in different fields where its ample informational

gathering possibilities from objects of study are required, such as fluorescence mul-

tidimensional spectrometry, and multi-wavelength thermal lens spectrometry [10].

Therefore, is not unreasonable it could prove to be instrumental with respect to the

problem at hand.

3 Materials and Methods

3.1 Image Acquisition System

Figure 1, top presents the experimental setup of the image acquisition system

employed, while Fig. 1, bottom presents a simplified schematics of its functioning

principle. Light coming from the studied object is concentrated through a magnifica-

tion lens as a confocal optic element before being introduced to a tellurium dioxide

(T eO2) crystal which will act as an acousto-optic tunable filter (AOTF). Before that,

a sound wave has to be propagated across it, in order to change its refractive index

in a controllable manner. That’s achieved by transducer and absorber coupled to

the crystal to produce, guide, and absorb the sound wave propagating through it.

The characteristics of that sound wave, which as said determine the refractive index

disposition of the crystal, are controlled in turn by an RF generator followed by an

RF amplifier. The RF signal produced by the generator is programmed and con-

trolled by a computer interfaced to it. When being excited to a specific frequency via

the transducer, the crystal will diffract light at an specific wavelength Bragg regime

diffraction, producing +1, 0, and −1 diffraction order hyperspectral images [13, 14].
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Fig. 1 Top: Experimental setup of the AOTF image acquisition system used. Components: light

source (1), plastic auto-part (2), confocal optical element (3), T eO2 crystal acoustic enclosure -

AOTF- (4), CCD camera (5), RF amplifier (6), RF generator (7), computer (8), oscilloscope (9).

Bottom: functioning principle simplified schematics of the AOTF-based image acquisition system

employed. Light from the object gets selected in narrow wavelength bandwidths by the T eO2

crystal while its refraction index changes according to the acoustic wave propagating through it.

The control of the former is done via the computer interfaced RF generator signal sent over the

transducer
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Fig. 2 Schematics of the light propagation in the acousto-optic tunable filter image acquisition

system

As described in those references, the sound wave traveling through the crystal

modulates its refraction index n with an spatial period equal to the sound wavelength:

Λ =
us

f
(1)

where Λ, us , and f are the sound wave spatial period (wavelength), phase velocity,

and frequency, respectively. This occurs due to the Bragg selectivity condition, which

states that the diffracted light wavelength by the crystal obeys the equation:

λ =
2nusin(θi )

f
(2)

u, θi , and n are the sound wave’s group velocity, light’s angle of incidence with

respect to the crystal optical axis, and integer order maximum, respectively. Momen-

tum conservation implies that (see Fig. 2):

Ki ± Ka = Kd (3)

where i , a, and d stand for incident, acoustic, and diffracted, respectively. θ refers

to angles, and K refers to wave vectors. The magnitudes of those wave vectors are:

Ki =
2πni

λ0

, Kd =
2πnd

λ0

, Ka =
2π

Λ
(4)

λ0 is the vacuum optical wavelength. Refraction indexes ni and nd can be obtained

as follows:

ni = no (5)
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Table 1 Summary of the characteristics of the AOTF image acquisition system components

employed

Component Manufacturer/Reference Main characteristics

Light source PLT/1X5W 12 V−5 W−33 Lumens

Plastic auto-part N. A. N. A.

Confocal optical element TOKINA/KCM-Z Zoom: 0.8 − 4.0×

Focal distance: ∼ 96 mm

Enclosed AOTF N. A./T eO2 crystal Range: 350–800 nm

Resolution: ∼ 1 nm

CCD camera DFK/23G274 GigE Len 2/3 Mount C

RF amplifier Isomet/503C-3 Range: 80 − 130 MHz

Gain: ∼ 36 dB

RF generator TTi/TGR 1040 Range: 10 − 103 MHz

Min. Increment: 1 KHz

Output amplitude:

10−4 − 500 mV

Output impedance: 50 �

Computer HP/HP-8200 SFF-20122 Intel Core I5–8gb Memory

Oscilloscope Instek/GDS-2072A Range: 1 ns/div – 100 s/div

nd =

[

cos2(θd)

n2
o

+
sin2(θd)

n2
e

]−1/2

(6)

no and ne are the ordinary and extraordinary refraction indexes in the direction

perpendicular to the crystal optical axis. Images of the +1 diffraction order will then

be acquired by a CCD camera, and passed to the computer for processing. Table 1

presents a summary of the AOTF image acquisition system’s main characteristics by

component.

3.2 Dataset

Several experimental runs were conducted on two different plastic auto-parts under

the same lighting and RF signal patterns sent into the acoustic transducer in order

to drive the AOTF. For each experimental run, a different area of the auto-part was

targeted by the system. That produced data acquisition under the same conditions in

terms of the spectral sweep performed in all the experiments conducted. Therefore,

a total of six datasets under the same conditions were obtained. In terms of lighting,

during the experimental runs the laboratory was kept only with the illumination

produced by the chosen light source. The RF signal generator was programmed
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in order to generate frequencies directly related to wavelengths between 400 and

700 nm. The power of the signal applied directly to the acousto-optic tunable filter

was of 2 W. The system was set up to acquire one spectral image per second. Thus,

a full sweep over the visible spectrum was acquired in 100 s.

4 Methodology to Characterize Plastic Auto-Parts

We propose a straightforward methodology to characterize plastic auto-parts via our

AOTF image acquisition system, based on the informational characteristics present

in the topology of the reflectance versus wavelength curve of the plastic auto-part,

obtained experimentally. The system provides us with an equally spaced spectral

sweep of 100 data points over the visible range (400–700 nm). We can attempt to

visualize the reflectance versus wavelength curve by means of another geometri-

cal space whose topology allow us to both store and infer relevant information on

the plastic auto-part in terms of color. Therefore, in our case data from the AOTF

acquiring system comes as 100 ordered couples of wavelength versus reflectance

coordinates. That is, (λi ; Ri ): i = 1, 2, 3, . . . , 100. We can use the first one as an

angular coordinate via the transformation:

θi = (λi − 400) × (π/150) (7)

That way, the spectral range of the obtained data is mapped into an angular space

of 0 ≤ θ ≤ 2π Rad. As for the second one, we can use it as a radial coordinate nor-

malized to its maximum dataset value. That is: ri = Ri/Max(Ri ). We can propose

also another coordinate (zi ) with a parameter closely related to color in this context,

the area under the curve of reflectance versus wavelength, that is, zi =
∫

λ
R(λ)dλ.

Considering our datasets, it is preferable to perform this last calculation numerically

(trapezoidal numerical integration was used on the non-transformed ordered cou-

ples), because it is a more direct approach than obtaining a suitable interpolation

curve and then integrating it. The physical interpretation of this last coordinate for

normalized reflectance would then be the fraction of electromagnetic energy reflected

by the plastic auto-part along the entire visible spectrum (400–700 nm).

The new representation will then be equivalent to a discrete scalar field on cylin-

drical coordinates defined in such a way that its plot drawn at z = 0 represents the

entire topological information of the reflectance versus wavelength curve of an spe-

cific plastic auto-part, which can be taken as a pattern and compared to others. On

the other hand, its surface plot height (z �= 0) will represent, as said, the fraction of

electromagnetic energy reflected by the plastic auto-part having that specific topo-

logical (R vs. λ) signature over the entire visible spectrum. That is, zi = C(θi , ri ):

with zi =
∫

λ
R(λ)dλ. C stands for an hypothetical plastic auto-part “color signature”

function, usable for characterization.

Figures 3, 4 and 5 show what we found for the studied auto-parts in terms of

this proposed color signature representation. Each auto-part studied has a definite
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Fig. 3 Comparison of the discrete color signature functions obtained for the gray and black auto-

parts used. Different colors were used to depict the ordered triplets zi = C(θi , ri ) for each auto-part,

just for visualization purposes. This image emphasizes on the differences between both signatures

in terms of the (closed polygonal) shapes of their r versus θ curves, i. e., on the contour differences

of those curves if their ordered couples (θi , ri ) were depicted on their respective z =
∫

λ
R(λ)dλ

planes. The color bar on the right, besides being the height of each contour, represents the fraction

of the electromagnetic energy reflected by the auto-part along the entire visible spectrum sampled

(400–700 nm). This means that the one depicted in blue is the black auto-part

Fig. 4 Visual comparison of the discrete color signature functions obtained for the gray and black

auto-parts used. Dark-gray and blue dots belong to the gray and black auto-parts, respectively
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Fig. 5 2D visual comparison of the discrete color signature functions obtained for the gray and

black auto-parts used without the third coordinate (z =
∫

λ
R(λ)dλ). These discrete plots represent

the topological re-mapping of their respective R versus λ curves (i. e., their color signatures)

functional and geometrical representation in terms of its current color at the time of

the experiments (see Fig. 5). The data gathered via the AOTF-based system provides

enough information of the auto-part’s R versus λ curve topology to propose a definite

color signature, as described in the precedent paragraphs. That’s possible due to the

spectral range and resolution of the experimental sampling provided by these devices

in comparison to others. Each color signature can be expressed as a distinctive color

function with enough information to study its potential changes related to plastic

auto-part cosmetic corrosion.

5 Experimental Results

Figures 6 and 7 present a comparison between experimental results for light

reflectance on two auto-parts, black and gray in visual color, with datasets pro-

vided by a colorimeter setup operated by Centro Nacional de Metrología (CENAM,

México’s authority in industry-related standards and measurements), and our AOTF

setup as described in Sect. 3.1. As appreciated on those figures, the data acquired

by means of the AOTF system has good correspondence with CENAM’s data and

provides ten times more spectral information on a given auto-part. Differences in the

curves for the low reflectance black auto-part can be attributed to two main factors.

First, the quality of the light source used, which in the case of CENAM’s data cor-

responds to a commercial grade colorimeter light source, introducing less noise to
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Fig. 6 Reflectance comparative for a new plastic auto-part in black color. Colorimeter and AOTF

setup sample the wavelength range in 30 parts (green diamonds) and 100 parts (red crosses) respec-

tively

Fig. 7 Reflectance comparative for a new plastic auto-part in gray color. Colorimeter and AOTF

setup sample the wavelength range in 30 parts (green diamonds) and 100 parts (red crosses),

respectively
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the experiments than our light source. And second, the fact that our system worked

close to the limits of our CCD camera sensitivity, having this way more room to

unwanted noise due to that as cause well. Nevertheless, the data clearly shows the

capacity of AOTF-based systems to complement the spectral information of plastic

auto-parts gathered by other means. This gives rationale to the use of these systems in

the context of color study in general, and, in particular, color study related to plastic

auto-part cosmetic degradation.

6 Conclusion

An AOTF-based image acquiring system was setup in order to gather hyperspectral

data on plastic auto-parts. Discrete reflectance versus wavelength data on the auto-

parts employed was compared to analogue data from a commercial grade colorimeter

used by México’s Institutional authority on measurements and standards (CENAM);

showing good correspondence and complementary informational capacity on the

full wide visible spectrum experimentally accessed by the AOTF system. The AOTF

acquired data was then analyzed in order to propose a straightforward color signature

definition of the auto-parts based on the specific topological information of their

R versus λ curves coupled to their overall reflectance over the full sampled visible

spectrum. A couple of examples were shown in detail. All this gives rationale to the

applicability of acousto-optic dispersion data gathering into plastic auto-part color

characterization.
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Using Deep Learning to Estimate User

Impressions of Designs for 3D

Fabrication

Koichi Taguchi, Manabu Hashimoto, Kensuke Tobitani and Noriko Nagata

Abstract This paper proposes a method for applying three typical human impres-

sions directly into product designs to fabricate products using 3D printers. The

method automatically estimates human impressions of the three-dimensional shape

of an item in terms of three representative sensibilities: “hard–soft,” “flashy–sober,”

and “stable–volatile.” This technique can be used for new 3D fabrication processes

that reflect the designer’s intentions directly into the shapes of products. To esti-

mate the impressions of the shape of an object, we need to draw strong correlations

between impressions, which are psychological factors, and the aspects of the shape

of the object, which are physical factors. The method uses deep learning effectively

to address this issue. The object being evaluated is first converted to a set of images

by photographing it from 20 surrounding directions. This image set is used as input

data for deep learning with parameters of human impressions of the object as super-

visory signals. In experiments, we used original dataset of three-dimensional objects

of a car with assigned impressions that had been quantified using the semantic dif-

ferential (SD) method. The correlation coefficients between impressions estimated

using this method and the supervisory signals for all the datasets were about 0.70 for

“hard–soft,” about 0.61 for “flashy–sober,” and about 0.67 for “stable–unstable.”
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1 Introduction

Various kinds of three-dimensional printers have been developed, and their cost has

decreased. Thus, we can now use them not only in factories but also at home. Fur-

thermore, a useful database of three-dimensional models has been prepared, and

everyone can utilize it via the Internet. “Personal fabrication (production using

three-dimensional printers by individuals)” will likely change the traditional way

of manufacturing by mass production at factories. Enabling “personal fabrication”

will require skillful modeling techniques using CAD systems to make the desired

three-dimensional objects. However, not everyone has such skills. Therefore, we pro-

pose a method for using impression factors to provide support in modeling complex

three-dimensional objects. To design a shape of models based on impressions, we

need to associate the impressions and shape of three-dimensional models. As such,

we propose a method for estimating human impressions of an object to be used in

supporting such modeling technologies like an expert of CAD.

Normally, we would consider that impressions of an object would be determined

holistically based on shape, color, and material, but for this research, we have assumed

that the shape as a dominant factor in determining the impressions of objects based

on a method from Tobitani et al. [1]. We also defined three types of impressions of

objects as particularly important: “hard–soft,” “flashy–sober,” and “stable–unstable.”

Taguchi et al. [2] calculated the relationship between features and impressions

using multiple regression analysis. However, it can be used only for the “hard–soft”

impression factor because the features have been optimized for a specific impression.

Designing which features and classifiers to optimize for various impressions is dif-

ficult. In this research, we propose a method to estimate impressions of “hard–soft,”

“flashy–sober,” and “stable–unstable” automatically using a deep neural network

(DNN) for only the shape of a three-dimensional model. Two types of convolutional

network (CNN) are used currently in the field of object classification. One type is

multi-view architectures, while the other is volumetric architectures. Qi et al. [3] ana-

lyzed the challenges of object classification on three-dimensional data using these

two types of CNNs. As a result, the multi-view CNN architectures were proven to

be more accurate than volumetric in object recognition. In addition, a person can

only recognize an object from a certain viewpoint, one at a time. Therefore, we use

a multi-view CNN architecture to estimate impression factors in this method.

The remainder of this paper is organized as follows. The quantification of impres-

sion factors to the objects is described in Sect. 2. The proposed method to estimate

the impression factors is presented in Sect. 3. Experimental results and analysis are

provided in Sect. 4. Finally, the conclusion and discussion are given in Sect. 5.
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Table 1 Various bipolar

adjectives (impression

factors)

Bipolar adjectives (impression factors)

ordered–chaotic connected–disconnected

stable–unstable dynamic–static

active–passive healthy–unhealthy

excitable–calm relaxed–tense

soft–hard smooth–rough

distinct–vague weak–strong

blunt–sharp intense–mild

delicate–rugged cheerful–cheerless

flashy–sober heavy–light

2 Quantification of Impression Factors

The relationship between impression factors and three-dimensional shape needs to

be clarified in order to enable intuitive manipulation of three-dimensional shapes

using an impression. Tobitani et al. [1] defined the rating scale for three-dimensional

shapes using the semantic differential method to quantify sensitive bipolar adjectives

(impression factors). The average values of 10 people were calculated in the SD

method for every 18 bipolar adjectives. The 18 bipolar adjectives for this experiment

are shown in Table 1.

In this experiment, conditions such as background, materials, lighting, and so on

were kept constant, and the range of impression coefficients was −3.0 to 3.0. We

analyzed using major factor analysis (PFA) and Varimax rotation. According to the

literature, the impression coefficients of the three-dimensional shape can be expressed

by three bipolar shapes: “hard-soft,” “flashy-saw,” and “stable-unstable.” The exper-

imental dataset was abstract objects manufactured by a professional designer. When

generating these three-dimensional shapes, the bipolar adjectives mentioned above

were presented as guidelines for shape design. Therefore, we focused on these most

relevant impression factors for the three-dimensional shapes.

3 Impression Estimation Method

The flow of our method is shown in Fig. 1.

Our method uses a deep learning convolutional network with multi-viewpoint

images to estimate human impressions of three-dimensional object. This method

includes both the learning and estimation modules. The method is assumed to have

supervised learning, so the three-dimensional models and ground-truth (impression

factors) need to be made to correspond. In the learning module, we used the semantic

differential (SD) method [4] to estimate values for the impressions of each object,

and we used these values as supervisory signals. Incidentally, they are based on the
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Conversion of 3D models to multi-view images Estimation of human impressions by deep neural network

multi-view images

Deep 

Neural 

Network

softness

flashiness

stableness

Fig. 1 Flow of our method for estimating impression factors

contents of Sect. 2. The input data for the network were the multiple images taken

across viewpoints. Figure 2 shows an example of virtual viewpoints set around a

three-dimensional object.

The multi-view images represent three-dimensional shapes using multiple views

of three-dimensional objects that were generated by rendering. The virtual viewpoints

of plurality were installed around the objects. In this study, the input data consisted of

a set of images of the objects taken from 20 directions spaced equally around them.

Therefore, the input data were grayscale images taken from 20 viewpoints. Here, an

area in which a three-dimensional model did not exist was defined as the background

and supplemented with a numerical value. The network consisting of impression

estimations was achieved using this image set as the input for deep learning and the

training to minimize the difference between the estimated results and the supervisory

signals. However, in our method, there is a scale invariance due to transformation of

Viewpoints (vertex of regular dodecahedron) rendered multi-view images

Fig. 2 Virtual viewpoints set around a three-dimensional object and the rendered images
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Multi-view images

View

pooling
CNN2

CNN1

CNN1

CNN1

“softness”

“flashiness”

“stableness”

viewpoints 
Estimation results of impressions

Fig. 3 Constitution of the network

three-dimensional objects to multi-view images. Therefore, we unified the size of the

three-dimensional object presented to the subject when quantifying the impression of

a person with respect to a three-dimensional object by SD method [4]. The network

is shown in Fig. 3.

Our method consists of two stages: the first stage is with five convolutional layers

and three pooling layers and the second stage is with a view-pooling layer, which

integrated the multi-viewpoint image, and three fully connected layers. The error

function used was softmax, and the optimization method used was Adam [5].

4 Experimental Results of Impression Estimations

In our experiments, we used the SD method [3] to associate supervisory signals

with three-dimensional objects. For the objects, we used ModelNet40 [6] in specific

classes: a car, vase, and chair. Each three-dimensional object was evaluated by 20–40

people, and the −3 to 3 was used for the supervisory signals. In the experiments,

the proposed method was evaluated using correlation coefficients. The experimental

datasets were evaluated using 20 three-dimensional objects randomly. Figure 4 shows

two distributions of relationships between the estimated results and the supervisory

signals. The blue dots represent the results of the previous method, and the red dots

Car Datasets
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stable－unstablesoft－hard flashy－sober

Estimation results

supervisory signals supervisory signals

supervisory signals

Estimation results Estimation results

Fig. 4 Relationships between the estimated results and supervisory signals
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Table 2 Correlation

coefficients between

estimation results and

supervisory signals

Datasets Correlation coefficients for impressions

Hard-soft Sober-flashy Unstable-stable

Car 0.70 0.61 0.67

represent the results of our new method. Also, Table 2 shows the estimation results

and correlation coefficients of the supervisory signals.

The supervisory signal in Fig. 4 is an average value evaluated by 20–40 people.

The correlation coefficients between impressions estimated using this method and

the supervisory signals for all the datasets were about 0.70 for “hard–soft,” about 0.61

for “flashy–sober,” and about 0.67 for “stable–unstable.” As a result, the proposed

method confirmed a strong correlation with each impression. When we analyzed

three-dimensional objects with large difference between estimate results and super-

visory signals, the variation in supervisory signals for the three-dimensional object

was large.

5 Conclusion

We proposed a method for automatically estimating three typical human impres-

sion factors, “hard–soft,” “flashy–sober,” and “stable–unstable,” which were obtained

from objects by analyzing the shapes of three-dimensional models. The results of

the experiment show that the correlation coefficients between the impressions esti-

mated using this method and the supervisory signals for the original datasets of car

used were about 0.70 for “hard–soft,” about 0.61 for “flashy–sober,” and 0.67 for

“stable–unstable.”

In future work, we will clarify the impression structure of people and estimate

using the RGB image, because our method cannot consider the texture and material.
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Classification of Electromagnetic
Spectrum in the Visible Range Using
Machine Learning

Gonzalo Vargas, Jose A. González and Mauricio Ortiz

Abstract Spectrophotometers are instruments that measure parameters of samples

as a function of the wavelength and work with a source of broad spectrum light a

diffractive element and a detector. Those instruments are widely used in chemistry,

physics and medicine labs, among others. The design of a spectrophotometer in the

visible range of the electromagnetic spectrum is presented in this work and consists

of a white LED, a holographic grating and a Samsung camera as a detector; the

spectrum generated by placing a liquid sample in the spectrophotometer is analyzed

by three different artificial intelligence algorithms: artificial neural networks (ANNs),

convolutional neural networks (CNNs), and support vector machines (SVMs). These

types of algorithms are part of the machine learning techniques that are used to solve

classification and regression problems, for example, facial and speech recognition,

efficient searching engines and medical diagnostic, among others. In this manuscript,

these algorithms were implemented to determinate which one is the best to classify

the samples, considering the accuracy and execution time.

1 Introduction

UV-Vis spectrophotometer uses UV radiation from 80 to 400 nm and visible light

from 400 to 800 nm to determine some properties of samples, such as absorbance,

transmittance and reflectance, among others. For instance, the spectrum of the sub-

stance can be obtained by scattering, using a diffractive element, usually, a holo-
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graphic diffraction grating and then the Beer–Lambert equation [1] can be used to

determine the concentration of the sample by its absorbance. Instead of this approach,

we study the relationship between the spectra and the concentration of the sample

using machine learning methods.

Conventional computing is characterized by developing a mathematical formation

of the problem, obtaining an algorithm to implement a solution, coding the algorithm

for a specific problem, and finally executing that code. As it has been observed, this

process is very successful in solving and simulating complex mathematical models

and to perform repetitive, fast and well-defined tasks. Machine learning is part of

artificial intelligence that focuses on developing techniques that allow computers

to “learn” [2]; this learning process occurs through programs capable of generaliz-

ing behaviors from information provided in the form of examples. Therefore, it is

an induction process of knowledge. There are different algorithms within machine

learning such as decision trees, genetic algorithms, artificial neural networks, con-

volutional neural networks, support vector machines, among others. Computations

based on machine learning are characterized by being massively parallel, adaptive,

highly interconnected, and tolerant to noise. In general, neural networks and support

vector machines have been used in applications in the area of e image processing

and computational vision [3], specifically in pattern recognition analysis. In this

manuscript, we implement artificial and convolutional neural networks and support

vector machines in order to determine which of these is the best algorithm to clas-

sify the concentration of the samples with the best accuracy and with the minimum

execution time.

2 Experimental Method

Standard spectrophotometers focus the polychromatic light of the source in a

monochromator. The monochromator has, as the main components an input slot,

an element to scatter light in its composition by wavelengths, and an output slot

which allows the user to select the desired wavelength. That monochromatic light

goes through the sample and reaches the detector. Photometric measurements are

made based on the relationship between the intensity of the light reaching the detec-

tor when the sample is interposed and when it is not. Based on the basic design of

a spectrophotometer, an optical array is shown in Fig. 1. It was designed to obtain

the spectrum of some samples, described below, which consist of an LED extracted

from a Philips model 92900II237, a holographic grating of 930 lines/mm located at

58° with respect to the LED (this angle was selected by the characteristics of the grid

[4]), and a Samsung camera of 14 MP.

The substances to be analyzed are water with green vegetable dyes at 1.78%, blue

at 2%, and red at 2% of the McCormick brand. For these samples, we dilute the

original dyes in water, with a relation of 1.25 mL of dye per 500 mL of water. After

that, the variation in concentration was the following; the highest concentration is

only the diluted dye with a total volume of 3000 µL, the next sample is constructed
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Fig. 1 Shows the

experimental arrangement to

obtain electromagnetic

spectrum

removing 20 µL of the vegetable dye and replacing it with the same amount of water.

For every 10 samples, the amount of dye replaced was 50 µL instead of 20 µL. Fifty

samples were produced per color obtaining a total of 150 samples with different

concentrations. For future references, the highest concentration of dye will be called

sample number 50 while the lowest concentration will be called number 1. One of

the spectrums obtained with this arrangement is shown in Fig. 2.

The next step is to quantify if the variations in the samples are perceptible for a

calibrated instrument. For this reason, all the samples were analyzed with the Perkin-

Elmer λ-35 spectrophotometer of the optics laboratory to study the behavior of the

transmittance. Some ratios of the transmittance with respect to wavelength obtained

by the spectrophotometer are shown in Fig. 3.

Once the image information was obtained and analyzed by a calibrated instrument,

the classification of the samples was carried out in relation to their color and con-

centration with three different classification algorithms which use machine learning

(ML) techniques: artificial neural networks (ANN), convolutional neural networks

Fig. 2 Shows one of the one

hundred and fifty samples

obtained with the

arrangement shown in Fig. 1
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Fig. 3 Ratio between the

transmittance versus

wavelength obtained with the

Perkin-Elmer l-35

spectrophotometer

(CNN), and support vector machines (SVM). These algorithms are described in the

next section.

3 Classification Methods

ML algorithms use computational methods to “learn” directly from databases without

requiring a certain equation as a model, this learning process is known as training [2].

The adaptability of the algorithms improves as the number of samples for training

increases. These models can be used to solve regression or classification problems

[2]; in this work we will talk about ML methods to solve classification problems;

A classification problem consists of associating an input to a category (from two or

more categories), which contains elements that have similar characteristics; these

categories are called classes.

The artificial and convolutional neural networks were programmed in the Google

platform called TensorFlow [5] while the algorithm for vector support machines was

developed using LIBSVM library [6].

3.1 Artificial Neural Networks

The design of artificial neural networks is based on the behavior of biological neural

networks. An ANN can be defined as a nonlinear function that converts an input into a

given output. The exact form of the transformation is governed by a set of parameters

called weights whose value can be determined based on a set of examples. The process

of determining the values for the parameters is often called learning, and it can be a
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computationally intense task [7]. However, once the weights are set, the data can be

processed quickly by the network.

An ANN consists of layers of neurons fully connected to each other to assign

the inputs with predetermined outputs; the intermediate layers of neurons are called

hidden layers. The network is trained by iterative modifications on the weights [7]

that interlace the layers in order to map the inputs to a correct output. A basic model

of an ANN is shown in Fig. 4.

In this work, the input data will be arranged such as the one shown in Fig. 5. To

obtain this arrangement, it is necessary to know that the images that were obtained

are in RGB format; this means that each image consists of three channels, (one for

each color, red, green, and blue). These channels, that can also be thought of as

matrices, were averaged to obtain a grayscale image. After this, the resulting image

was reduced in width by a total of 300 pixels to finally average it in its height; the

result is shown in Fig. 5.

Fig. 4 Basic structure of a

simple ANN

Fig. 5 Input data for the

artificial neural network
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The network has the purpose to classify the images by their color and concentra-

tion. With this in mind, three ANNs were built: the first to perform the classification

by color and the other two to classify by the concentration. Therefore, in the first

ANN, the output will be obtained by three neurons representing the three different

colors. For the concentration, two ANNs were constructed and trained to quantify

the capacity of the algorithms to recognize two variations in the concentration; the

first one will try to identify variations of 50 mL and the second variations of 20 mL

in the concentration. With this in mind, the first ANN has five neurons in the output

layer, representing the variations of 50 mL for every 10 samples, whereas the second

ANN has 10 neurons in the output layer.

Once the inputs and outputs of the network are obtained, we need to figure out

the rest of the network configuration, i.e., how many hidden layers and how many

neurons per hidden layer will be implemented. For this, we use the cross-validation

method [8]. There are several free parameters to perform the implementation of net-

works, so our approach consists of leaving the number of hidden layers fixed to three

and varyingthe number of hidden neurons. Table 1 shows the configurations of the

network and Fig. 6a shows the cross-validation results for the first classification in the

Table 1 Relationship

between the network

configuration and the result

obtained during the

cross-validation

Color First layer Second layer Third layer

Purple 100 100 100

Green 250 100 100

Sky Blue 250 250 100

Orange 250 250 250

Yellow 500 250 250

Dark Blue 500 500 250

Red 500 500 500

Fig. 6 a Results of the cross-validation for an ANN. b Fits of the curves presented in (a) by

logarithm functions
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concentration for the blue color. The same process is carried out for the classification

by color and for the other classifications in the colors by concentration. Finally, in

order to determine which one is the best configuration, we use a logarithmic fit as

the one shown in Fig. 6b.

3.2 Convolutional Neural Networks

CNNs work like the ANNs, by dividing their computational processes by layers.

While the ANNs process the information using hidden layers, the CNNs perform the

input propagation by three different layers: the first one, known as the convolution

layer, the second one called the pooling layer, and the last one is known as the fully

connected layer [9].

It is known that CNNs have great efficiency when processing a big quantity of

information contained in the input data, for instance, they have better results during

image classification problems. However, the images of the spectra obtained in our

case (see Fig. 2), have dimensions of 980 by 860 pixels; therefore, analyzing this

information would require a very large number of operations for each processing

layer. To avoid this problem, the images were reduced to a size of 28 by 28 pixels as

shown in Fig. 7, it shows that the structure of the image is not affected.

The classification that is intended to be done with the CNNs is the same as with

the ANNs, so the outputs that represent the classes are the same, that is, three output

neurons for the classification by color, five for the first classification by concentration

and 10 for the second classification. As we did for the ANNs, we have chosen the

best configuration for CNN using cross-validation. For instance, how many layers of

convolution and pooling are required? Or which is the size and the number of filters

in the convolution layer? We decide to maintain two layers of convolutions and two

Fig. 7 Reduction of the images for the CNN input, a original size image (980 by 869 pixels) and

b the down-sampled image (28 by 28 pixels)
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Fig. 8 a Result of the cross-validation for a CNN and b the adjustment of the curves using a

logarithm fit

Table 2 Relationship between the convolutional layer configuration and the colors shown in Fig. 8

Color Filter size Number of filters in the first layer Number of filters in the second

layer

Purple 3 × 3 24 58

Green 5 × 5 24 58

Sky Blue 7 × 7 24 58

Orange 3 × 3 32 64

Yellow 5 × 5 32 64

Dark Blue 7 × 7 32 64

Red 3 × 3 40 70

Black 5 × 5 40 70

Mousse 7 × 7 40 70

layers of pooling while the quantity and size of the filters are determined with the

cross-validation. The results on the first classification in the concentration for the

blue color are shown in Fig. 8. Table 2 shows the dependence on the results and the

configuration of the CNN using the colors presented in Fig. 8. The same procedure

was carried out for the other classifications.

3.3 Support Vector Machines

The last classification algorithm we will use is the support vector machines (SVMs)

which aim to solve a classification problem as shown in Fig. 9. The way the SVMs

classify a 2D linear separable problem is by selecting a straight line that separates
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Fig. 9 Example of how a

class plane can be selected

with an SVM

the elements into two classes: green and red. To determine which is the best line that

separates the data, the criterion of maximum distance between the line and the points

is used. In general, this leads to a problem of quadratic optimization [10].

When the problems are complicated and are not linearly separable, SVMs work

in a larger dimensional space, projecting the data using nonlinear functions in such a

way, that the problem can be solved in a linear way in the new space. In those cases,

the straight lines are hyperplanes and the dimensionality of the space is increased

using nonlinear functions. In order to solve the quadratic optimization problem of the

hyperplane, it is only necessary to define the norm in the final space, this is known

as kernel. The most used kernel is the radial base function kernel (RBF) whose

expression is

K(x, z) = exp
(

−γ‖x − z‖∧2
)

where x and z are points in the original space. This kernel is used in the classification

of our images.

The inputs and outputs used in this case will be the same as the ones used for

the CNNs, taking advantage that these type of algorithms support a large number of

elements in the input data. As before, it is necessary to determine which parameters

are ideal for the SVM. The parameters to be determined are the constant g of the

RBF kernel and a constant in the optimization of the hyperplane named C. Again,

the method used to determine these parameters is cross-validation. The results for

the first classification on the concentration for the blue color are shown in Fig. 10.

Each color represents an accuracy corresponding to a combination of values of g and

C. The same procedure was carried out for the other classifications.
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Fig. 10 Cross-validation to select the best values of g and C for the SVM

4 Results and Conclusions

Once the cross-validation was done to determine the optimal configurations for all

the classification algorithms, the next step was to carry out the training. The best

configurations for the algorithms are shown in Table 3. Finally, the results of the

accuracy achieved with each algorithm for the different classifications are shown in

Table 4. The accuracy achieved by the neural networks was estimated considering

the logarithm fit, as shown in Figs. 6 and 8.

In order to decide which method is better, instead of using classification accuracy,

we consider the computational time used during the cross-validation or during the

training. With that criterion, the SVM takes advantage due to the shorter time required

in both processes. Another important advantage of using SVMs is that when they are

Table 3 Optimal configuration for each algorithm in the classifications made

Classification ANN CNN SVM

Colors 100 per layer Size 7 × 7—24—58 γ = 0.25 C = 0.25

F.C.a Blue Color 250 per layer Size 5 × 5—40—70 γ = 0.015625 C = 0.0078125

F.C. Red Color 250 per layer Size 7 × 7—24—58 γ = 1.0 C = 0.0625

F.C. Green Color 250—250—50 Size 3 × 3—40—70 γ = 0.015625 C = 0.0078125

S.C.b Blue Color 100 per layer Size 7 × 7—40—70 γ = 0.0625 C = 0.0078125

S.C. Red Color 250—250—50 Size 7 × 7—24—58 γ = 0.0625 C = 0.0078125

S.C. Green Color 250—250—50 Size 3 × 3—40—70 γ = 0.0078125 C = 8.0

aFirst Classification by Concentration
bSecond Classification by Concentration
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Table 4 Accuracy achieved

with each algorithm for the

different classifications

Classification ANN (%) CNN (%) SVM (%)

Colors 100 100 100

F.C.a Blue Color 100 100 100

F.C. Red Color 80 100 100

F.C. Green Color 100 70 90

S.C.b Blue Color 50 80 80

S.C. Red Color 90 100 80

S.C. Green Color 70 60 70

aFirst Classification by Concentration
bSecond Classification by Concentration

Fig. 11 Design of the

device created to obtain

images of electromagnetic

spectrums more efficiently

implemented with the LIBSVM library executables, the algorithms can be applied

not only to python but also to Java or MatLab. Under these criteria, the SVM was

chosen as the best option to deal with this problem.

In the literature, an analysis for the determination of the concentration of a sub-

stance using artificial intelligence has not been carried out to date. For this reason,

a device was constructed, shown in Fig. 11, which will allow obtaining electromag-

netic spectra in a faster and more efficient way. A greater number of samples will

help improve the algorithms for classification by increasing the number of elements

with which the training and prediction process will be carried out.

It is important to mention that the minimum efficiency required by the industries

to buy equipment at a global level is approximately 98%, efficiency that was almost

obtained for all the colors in the first classification by concentration. By being able to

obtain spectra quickly and efficiently, using the designed device, a greater variation

in the concentration orders could also be made to take the algorithms to the limit

and determined in which variation of concentration we obtain the best results for

each algorithm. On the other hand, a combination of algorithms for classification

could also be the solution to reach the minimum efficiency required to market our
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spectrophotometer design. Based on the results shown, there is no doubt that the

algorithms developed in conjunction with a device will be sufficient to help determine

the concentration of a particular substance in the future.
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Piezo-Actuated Adaptive Prisms
for Optical Scanning

Florian Lemke, Pascal M. Weber, Ulrike Wallrabe and Matthias C. Wapler

Abstract We present two different piezo-actuated adaptive prisms with apertures

≥8 mm based on a tiltable glass window on top of an optical fluid. In the first prism,

we realized a simple monoaxial scanner based on a lever principle. In our second

design, we extended the scanning to two axes using three individually controllable

piezo cantilevers. We were able to prove the concept for continuously adjustable

variable prisms and achieved a tilt angle up to ±3.7° with a response time of 36 ms.

1 Introduction

While novel microscopes use focal power adaptive lenses for focusing and aberration

correction along the z-axis [1, 2], scanning perpendicular to the beam path requires

one-dimensional (1D) or 2D scanners [3]. These scanners normally work with tilting

mirrors, leading to a complex beam path and a bulky setup. Furthermore, most of

the scanners operate in resonance, which enables high scanning rates and enhanced

deflection angles, but does not allow for a continuous measurement at a static position.

Existing transmissive prism concepts, based on liquid crystals [4] or electrowetting

[5], provide only monoaxial scanning or a noncontinuous scanning in steps for two

dimensions.

For continuous actuation, to enable static measurements and to reduce the beam

path complexity using a transmissive instead of a reflective scanner, we developed

and characterized two different adaptive prisms. The basic concept is based on a

tiltable rigid glass substrate that is located on top of a flexible chamber filled with an

optical fluid and is actuated using piezo bimorph bending beams (Fig. 1). The two

different configurations (Fig. 2) provide mono- or biaxial scanning ability and will

have different scanning speeds and scanning angles.
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Fig. 1 Cross section of design 1 (monoaxial) shows the working principle of both prisms: a piezo

bimorph deflects the glass window, what leads to a tilt. An incident light beam refracts according

to Snell’s law, when the chamber contains a fluid (n �= 1)

Fig. 2 a Monoaxial prism and b biaxial prism including the direction of positive/negative bending

movement (red/white arrows) for tilt in one example direction

2 Design

The first design is a monoaxial prism with a lever actuation principle (Figs. 1 and

2a) that we actuate using a piezo bimorph actuator with length Lpiezo = 21 mm and

a rather large width Wpiezo = 10 mm. For a given piezo thickness tpiezo = 120 µm, a

piezoelectric coefficient d31, and an applied symmetric voltage V, we can approximate

the deflection D at the tip of the beam (neglecting forces) and the corresponding tilt

angle α:

D ≈
L2

piezod31V

t2
piezo

, α ≈ arcsin

(

D

L lever

)

. (1)

The lever in combination with the high force of a rather wide beam leads to a high

deflection angle, with the drawback is that it provides only monoaxial scanning. We

choose Llever = 4.5 mm for our prototype with a glass window of 11 mm, but this

can be changed to adjust the maximum deflection angle.

Our second design (Fig. 2b) uses three piezo bimorph beams with Lpiezo = 21 mm

and Wpiezo = 5 mm, enabling biaxial scanning. The beams tilt at three points along the

circumference of a circular glass window (diameter d = 9 mm) using elastic hinges

that are integrated into the fluid chamber. The top glass now tilts approximately
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Fig. 3 Prototypes of the

monoaxial prism (left) and

the biaxial prism (right) with

their holders and electric

circuit boards

around the center point, reducing the mass of the displaced fluid and setting Llever

essentially to half of the aperture.

3 Fabrication

We first detach piezo sheets from sound buzzers (Ekulit) with an exceptionally

high d31 = 487 pm/V [6] and laser structure them. After that, we glue these to

bimorph bending beams, using hard polyurethane (shore hardness 80D). Then, we

glue these parts to the silicon frame and to the molded fluid chamber made from soft

polyurethane (shore hardness 50 A). Subsequently, we close the chamber with a glass

substrate from the bottom and we add the upper glass window. Finally, we inject the

optical fluid (paraffin oil, n = 1.48) into the chamber using syringes. Figure 3 shows

the working prototypes in their custom-made holder that provides electrical contacts

as well.

4 Measurement and Evaluation

We measure the deflection of the top glass by scanning with a confocal distance

sensor to obtain the tilt and actuation speed. To determine the maximum deflection

angle, we use a quasi-static sinusoidal actuation to avoid the creeping effects of the

piezo. For both prisms, we apply voltages with a phase delay of 180° to the upper

and lower piezo to bend the beams, limited between Vmin = −50 V and V max =
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150 V to avoid depolarization and electrical breakdown. For the measurements, we

aligned our devices according to Fig. 4, so that the monoaxial prism bends along

the x-axis. The biaxial prism bends along the x-axis for the actuation of beam 3.

Actuating beams 1 and 2 tilt the glass in the direction of 120° or 240° in respect to

the x-axis, respectively.

The measurement results in Fig. 5 show that the lever prism tilts as expected only

along the x-axis, with an approximately linear voltage dependence and a total tilt

angle of 7.4°.

We actuated the biaxial prism by bending the piezo beams upwards (upper piezo:

150 V/lower piezo: −50 V) and downwards (−50 V/150 V) in all possible combina-

tions. In Fig. 6, we show the deflection angle for a linear voltage sweep from one of

the abovementioned states to the opposite in a polar plot. The dashed lines show the

inverse actuation of two beams (one up/one down, and vice versa), while the third

beam is inactive (0 V/0 V). The solid lines show actuation of all three beams (two

up/one down, and vice versa) at the same time. The voltage-dependent curves look

similar to Fig. 5, and the actuation of one single beam gave less deflection and is

not shown for this reason. In comparison to Fig. 5, we see only a small hysteresis in

Fig. 6. This indicates that even if the tilt angle shows hysteresis, the direction of the

tilt is nearly free of hysteresis.

Fig. 4 Alignment of the monoaxial and biaxial prisms with beam numbers for the measurement

(top view)

Fig. 5 Tilt angle of the

monoaxial prism as a

function of the applied

voltage
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Fig. 6 Tilt angles for possible combinations of two (dashed) or three (solid) simultaneously actu-

ated beams from one maximal deflection to the opposite maximal deflection: The numbers indicate

the active beams with their starting condition for the voltage of the top piezo

Then, we postulated a voltage trajectory that outlines the working range by suc-

cessively approaching all maximal deflection points. First, we bent deflected beams

1 and 2 in positive direction and beam 3 in negative direction (Fig. 7, point 1). Then,

we bent beam 2 in negative direction (point 3) passing the neutral state of beam 2

(point 2). Subsequently, beam 3 and then beam 1 are bent to their opposite direction

as well (points 4–7). Completing the cycle back to the starting point (points 8–12),

we operated the prism in its maximum tilt angle range. The results in Fig. 7 show

Fig. 7 Tilt angle and direction for a voltage trajectory outlining the operating region of the biaxial

prism (solid line, maximal deflection points for three beams with applied voltages in gray and for

two active/one neutral beam in white) and circular voltage trajectory (dashed line)
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Fig. 8 Normalized

deflection for a voltage step

from minimal to maximal

deflection (step applied at

time t = 0 s)

that the minimum working range is 2.0° in the direction between the beams and the

maximum range is 2.6° along the tilt directions of the beams. The small increase in

the maximum deflection angles in Fig. 7 compared to Fig. 6 is caused by hysteresis

and creep effects.

There appears a small misalignment of the axes by 8.8° and beam 2 achieves

16.2% less displacement than the other beams. The dashed line shows a circular

rotation that results from applying a sinusoidal voltage with phase shifts of 120°

to the different beams. In Fig. 8, we find that the response time from 0 to 90% of

the maximum deflection is 36 ms for the monoaxial prism and for the biaxial prism

59 ms for a tilt along the x-axis actuating beams 1, 2 and 3 and 82 ms along the

y-axis actuating beams 1 and 2. The drop times are similar.

5 Conclusion and Outlook

We successfully demonstrated the proof of concept for two continuously adjustable

adaptive prisms with one- and two-dimensional scanning ability with apertures of

11 and 9 mm, respectively. We found that the monoaxial prism achieved the highest

scanning angle of 7.4° and gave the shortest response time of 36 ms. By adjusting

the critical dimensions of the different designs, for example, the lever length Llever

or the width of the fixation point to lower counteracting forces, we can improve both

prisms toward higher tilt angles or speed in the future.
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6D Object Pose Estimation for Robot

Programming by Demonstration

Mohammad Ghahramani, Aleksandar Vakanski and Farrokh Janabi-Sharifi

Abstract Estimating the position and orientation (pose) of objects in images is a
crucial step toward successful robot programming by demonstration using visual task
learning. Currently, a number of algorithms exist for detecting and tracking objects
in images, including conventional image processing methods and the state-of-the-
art methods based on deep learning architectures. However, the problem of accurate
estimation of 6D poses of objects in a sequence of video frames still poses challenges.
In this paper, we present a novel deep learning method for pose estimation based
on data augmentation and nonlinear regression. For training purposes, thousands of
images associated with views of different poses of an object are generated based
on a known CAD model of the object geometry. The trained deep neural network
is employed for accurate and real-time estimation of the orientation of the object.
The object position coordinates in the demonstrations are obtained from the depth
information of the scene captured by a Microsoft Kinect v2.0 sensor. The resulting
6-dimensional poses are estimated at each time frame and are employed for learning
robotic tasks at a trajectory level of abstraction. Robot inverse kinematics is applied
to generate a program for robotic task execution. The proposed method is validated
for transferring new skills to a robot in a painting application.

1 Introduction and Literature Review

One of the most important mechanisms by which we acquire new skills is through
visually observing teachers (or parents, peers) while they perform the skill [1]. The
robot programming by demonstration (PbD) paradigm is motivated by this learning
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approach among humans and refers to transferring the required skill information
from a human teacher to a robot by demonstrating skills examples [2–5]. The skill
learning process in robot PbD encompasses several steps, and it typically involves
sensory perception of teacher’s demonstrations, representation of recorded actions
into a suitable form for analysis, mathematical modeling of the demonstrations,
planning and generalization, generation of a robot program, and reproduction of the
skill by the robot learned [5, 6]. Each of these steps introduces various challenges
and contributes to the overall complexity of the development of robot PbD systems
that can learn generic tasks by observation.

The phase of perception of human demonstrations encompasses detecting, track-
ing, and estimating the position and orientation of relevant objects for accomplishing
the required task goals. Object detection and tracking have been investigated in many
works in the published literature, and subsequently, numerous approaches have been
proposed to address these problems based both on conventional [7] and deep network
architectures [8, 9]. The recent progress in deep artificial neural networks has led to
the development of robust models for detection and tracking of objects in images and
videos; in general, this subfield of machine learning has achieved enormous success
in other related image processing tasks, such as image classification, segmentation,
filtering, synthesis, etc.

The problem of 6-dimensional (i.e., 6D) poses estimation of objects in images
represents a more challenging aspect of the phase of perception of demonstrations
in robot PbD. To tackle this problem, numerous research works employed sensory
systems to directly measure the pose of objects from a set of sensors (e.g., optical,
inertial, and electromagnetic) attached to the object of interest or to the demonstra-
tor’s body [10–12]. However, such approaches suffer from the use of intrusive mark-
ers and/or wires, which affect the natural movements of the human teacher during
the task demonstration. Conventional image processing algorithms have also been
employed for pose estimation with artificial markers or labels attached to preselected
locations on the object of interest [13]. Similarly, a body of work employed concepts
from computer vision for pose estimation, e.g., homography transformation [14];
however, most of these approaches require prior knowledge of the object geometry
and related dimensional information. Other studies employed deep network architec-
tures for pose estimation, where a database of training images is created by manually
annotating the data, i.e., the images captured from a particular view of the object are
labeled with the known pose information [15]. These approaches impose constraints
on the total range of object orientations because the generated database of the object
images should contain many classes of orientations in order to cover various poses
of the object.

The presented article introduces a general framework for object pose estimation
in RGB-D images. It employs a Microsoft Kinect v2.0 sensor for capturing the
demonstrations of a human teacher in the context of robot PbD. The approach uses
a data augmentation technique to create a dataset of images of an object of interest
that is manipulated by the demonstrator for achieving the task goals. A deep neural
network model for pose estimation is designed, and it is trained on the set of images,
where the output of the network is the orientation of the object in each image. The
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position of the object is obtained from the point cloud range information provided by
the Kinect sensor. More specifically, an image tracking algorithm is used to extract
the object’s position coordinates in the RGB plane of the stream of Kinect images,
and the corresponding points in the depth plane are utilized for the coordinates of
the object in the 3D space.

The pose estimation method is integrated into a robotic system for object painting.
The painting task is repeated multiple times by a human demonstrator in front of the
vision sensor. The pose estimation of the painting gun at each time step is aggregated
into a set of object trajectories. A trajectory learning approach based on a Gaussian
mixture model is employed for modeling the set of demonstrated trajectories, and
subsequently, a Gaussian mixture regression is applied for generating a generalized
task trajectory [3]. And finally, during the task execution, the robot learner manipu-
lates the painting gun along the sequence of 6D poses of the generalized trajectory
in order to paint the object.

2 Proposed Method

The proposed method is incorporated into an alpha version prototype of a system
for robot PbD via visual learning [16]. The system prototype is currently being
validated for learning various industrial and service robotic tasks. An overview of
the steps for skill transfer to a robot for a painting task is presented in Fig. 1. A human
demonstrator uses a painting spray gun to paint an object, and the aim is that the
robotic system be made to learn the required trajectory of the spray gun and reproduce
the painting task. The information flow is depicted in Fig. 1a. The first step pertains to
a demonstration of the task by the human teacher, where the demonstrator performs
the task multiple times in front of the robot learner (Fig. 1b). For the perception of
the demonstrated task examples, a Kinect camera is employed, and it can be seen

Learning from multiple demonstrations 

Task Perception 
(Image acquisition, 

Object Detection, Tracking, 
Pose Estimation) 

Demonstration 
Modeling 

(GMM) 

Generalization 
(GMR) 

Robot
Reproduction 

(Control) 

(a) 

(b) (c) (d) (e) 

Fig. 1 a Overview of the steps in the proposed robot PbD method. b Demonstration of the painting
task in front of a Kinect sensor. c Detection of the object of interest in an image. d Example of a
synthetic image for pose estimation. e Reproduction of the painting task by the robot
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in the lower portion in Fig. 1b. Next, image processing algorithms are applied for
detection and tracking of the object of interest in the sequences of acquired images
by the Kinect sensor. An image frame with the object of interest (i.e., the painting
spray gun) detected is shown in Fig. 1c. Afterwards, a pose estimation method is
implemented on the stream of RGB-D images, in order to extract the trajectory of
the spray gun for each demonstration (Fig. 1d). The next step involves modeling of
the multiple trajectories of the spray gun. For this purpose, a Gaussian mixture model
is used to encode the density of the set of trajectories into a parametric probabilistic
model. A generalized trajectory of the task is generated by employing a Gaussian
mixture regression. Finally, the generalized trajectory is transferred to the robot for
the reproduction of the task. The painting spray gun is grasped by the robot’s gripper,
and the robot is controlled to guide the spray gun along the generalized trajectory to
paint the object. The robot execution is illustrated in Fig. 1e.

2.1 Pose Estimation

The focus of this study is on the step of pose estimation of the object of interest
in robot PbD. The proposed approach for pose estimation entails creating a dataset
of synthetic images of the object of interest and designing a deep artificial neural
network for calculating the orientation of the object in RGB-D images.

2.1.1 Dataset

To generate a dataset of images of the object of interest, first, we used Autodesk
ReCap® [17] to create a 3D CAD model of the object. This software was selected
due to the ability to produce an accurate model of the object geometry by just pro-
viding several photos of the object captured from different viewpoints on a simple
background. Another reason for selecting Autodesk Recap is because it offers a
free academic license. The obtained model of the painting spray gun is displayed
in Fig. 2a. Afterwards, we employed the MATLAB Java Robot library to control
Autodesk 3D MAX® [18] (free academic license) to synthesize a large number of
images of the CAD model of the object taken from various angles. The database
consists of over 10,000 views of the object corresponding to variations of the Euler
angles (yaw, pitch, and roll) values in increments of five degrees. The graphical
environment of Autodesk 3D MAX and a set of synthetically generated images cor-
responding to different Euler angles are depicted in Fig. 2b, c. The resulting dataset
of images is further augmented by generating images at various scales of the resolu-
tion of the original images as well as by introducing artificial illumination variations
to the original images.
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Fig. 2 a A screenshot of the resulting model of the painting spray gun obtained in Autodesk
ReCap. b A screenshot of the object model and different viewing angles in Autodesk 3D MAX.
c Examples of the resulting images from Autodesk 3D MAX, where the viewing orientation of the
object expressed in yaw, pitch, and roll angles is indicated above each image

2.1.2 Network Architecture

We employed a pre-trained VGG16 neural network model [19] and performed trans-
fer learning to calculate the orientation of the object. VGG16 was originally designed
for image classification, and it consists of a stack of 13 convolutional and five pooling
layers, followed by three fully connected layers, and a softmax classification layer.
The size of the convolutional filters in most of the layers is 3 × 3 pixels with a stride
of 1, whereas several layers use convolutional filters of size 1 × 1. The pooling layers
perform a max-pool operation on 2 × 2 pixel size windows with a stride of 2. The
fully connected layers have 4096 hidden units. ReLU activation functions are used
for all layers in the network. The network was trained on the Image Net dataset for
classification of images with 1,000 different classes.

For the transfer learning on the created dataset of images of the painting spray gun,
we used the base model of the VGG16 network consisting of the convolutional and
pooling layers. A top model then is added that replaces the last three fully connected
layers of the VGG16 network. More specifically, one fully connected layer with 1024
hidden units is added, with ReLU activation functions, and a dropout of 0.25. Finally,
another fully connected layer with 3 units is added. The outputs of the last layer do
not include an activation function since they directly correspond to the three Euler
angles: yaw, pitch, and roll.

To train the network parameters, pairs of images and Euler angles of the object
orientation are employed as inputs to the network. The parameters in the layers of the
base model are set to remain constant (i.e., they are “frozen”), and only the parameters
of the newly added top model are trained on our dataset. The network is trained
to match the provided images and the respective object orientation by iteratively
reducing the mean squared error between the predicted and the true values of the
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Euler angles. The size of the input images is 360 × 360 pixels. Adam optimizer is
utilized for training with a batch size of 20 images.

During testing, new images that are not presented during the training phase are
forward propagated through the network to calculate the Euler angles. Figure 3
presents the performance of the network for estimating the yaw, pitch, and roll angles
of 1,000 randomly selected images of the painting gun. The horizontal axes in the
figures correspond to the testing set of 1,000 images and the vertical axes present
the values of the angles in degrees. The blue dots in the figure denote the ground
truth values of the object orientation angles that were inputted into the Autodesk
3D Max software for the image generation. The black stars are the predicted values
of the Euler angles by the neural network. In most cases, the model was able to
accurately estimate the value of the orientation angles. For the pitch and yaw angles,
the predicted values match very closely the true values of the angles. The overall
accuracy for the yaw angle is slightly smaller than that of the pitch and roll angles;
we believe that it is due to the geometry of the object, which provides a lesser number
of discriminative attributes when seen from different views around the yaw angle.
The average root-mean-squared deviation between the true and predicted values of
the yaw, pitch, and roll angles is 11°, 2°, and 7°, respectively.

Fig. 3 From top to bottom, values of the yaw, pitch, and roll angles for a test set of 1,000 random
image samples. The blue dots denote the true values of the orientation angles, while the black star
marks denote the predicted values of the orientation angles by the neural network
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Fig. 4 a The used robot and the painting gun. b Reproduction of the painting task by the robot.
c A view of the painting gun from a camera mounted on the upper arm of the robot

2.2 Task Learning and Robotic Reproduction

The position coordinates of the spray gun are obtained directly from the depth streams
of the Kinect sensor. The combination of the 3D positions from the depth image and
the 3D orientations from the neural network for each time step of the acquired videos
produces 6D time series data of the object trajectory. The trajectories from multiple
demonstrations are first encoded with a Gaussian mixture model. Next, a Gaussian
mixture regression is applied to the probabilistic model of the demonstrated examples
to generate a generalized trajectory of the painting task.

The generalized trajectory is transferred to a six-degrees-of-freedom desktop
Denso robot for the reproduction of the painting task. The robot and the spray gun
are depicted in Fig. 4a. An inverse kinematics algorithm is implemented for calculat-
ing the time series of the robot joint angles for following the generalized trajectory.
Before the actual task execution, we covered the robot with a protective layer, to
prevent damage from the paint spray. A photo from the robot executing the painting
task is shown in Fig. 4b (the video is available at the link in [16]). A view of the
painting task from a camera mounted on the upper arm of the robot is displayed in
Fig. 4c. QuaRC toolbox for open architecture control is used for control of the robot
during the task execution [20].

3 Summary

An approach for pose estimation of an object in images acquired with an RGB-
D vision sensor is presented. The proposed method employs a deep convolutional
neural network for calculating the orientation of the object. A large set of images
of the object corresponding to different poses are synthetically generated, and the
dataset is used for training the network parameters. The position of the object is
extracted from the collected depth information by employing an image processing
algorithm. The object poses for a sequence of RGB-D images are employed for
trajectory learning in robot programming by demonstration. The method is validated
on a task of painting an object. A set of teacher demonstrations are observed by a
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robotic learning system and are used for inferring the trajectory of a painting gun
tool, and subsequently, for the reproduction of the painting task by the robot.
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Visual Memory Construction
for Autonomous Humanoid Robot
Navigation

A. López-Martínez, F. J. Cuevas and J. V. Sosa-Balderas

Abstract A visual memory (VM) is a topological map that represents an environ-
ment as a direct graph of key images. Thus, visual information acquired from cameras
onboard the robot are the only data to construct the map. This work presents the con-
struction of a VM suited for the humanoid robot navigation framework. Additionally,
a genetic algorithm that estimates the epipolar geometry is proposed to tackle the
problem of image matching used within the VM construction process. Experimental
results using a humanoid robot dataset are presented to validate the efficacy of our
approach. Further, the solution for image matching based on the proposed genetic
algorithm was compared with RANSAC.

1 Introduction

The strategies to improve the navigation capabilities of humanoid robots result in
great interest in robotics. Thus, great efforts have been made to propose an efficient
navigation framework for autonomous humanoid robots. These frameworks include
different tasks such as mapping the environment, localizing the robot within the
map, and planning path strategies for navigation. This work tackles specifically the
problem of mapping the navigation environment.

Maps of environments for robot navigation can be classified into three categories:
Metric representations, topological representations, and hybrid representations that
include both metric and topological information. Topological maps, contrary to met-
ric maps, relieve the computational burden of extracting and storing metric and 3D
information. Furthermore, for wheeled robots, a topological map encodes sufficient
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information, since reconstructing the robot’s path or having 3D information is not
necessary within a vision-based navigation framework [1–5].

Given the advantages of topological maps, the aim of this work is to propose
the construction of a topological representation of the environment that uses only
2D information provided by a camera onboard a humanoid robot. This topological
map, called visual memory (VM), was first proposed for wheeled robots [6, 7]. A
VM is a collection of images ordered in a direct graph. The motivation behind the
VM paradigm is to imitate the human behavior when navigating in an unknown
environment for the first time. Humans memorize the key images first time when
an environment is explored, in order to later use these references as landmarks for a
future navigation task within the same environment [6].

As stated earlier, the VM strategy has been mainly exploited for navigation of
wheeled mobile robots. Unfortunately, less effort has been made to construct a VM
for humanoid robot navigation. A particular problem related to this type of robots
involves images with blur effects, due to the inherent dynamic balance and the unde-
sired sway motion introduced by bipedal motion. In the following subsections, we
discuss the elements of the VM.

2 Visual Memory Navigation Framework

The proposed approach tackles the task of constructing an accurate and efficient
representation for the navigation environment. An efficient representation is the one
that enables a complete navigation framework; that is it permits a fast and easy
localization, and allows a simple, yet robust path planning. Our proposed VM attains
these goals by representing an environment with a direct graph which considers the
environment topology. Within the map, the nodes of the VM are the key images that
encode 2D data, and that represent relevant positions in the environment. The edges,
on the other hand, describe the relationships between nodes.

The proposed VM can be used within a vision-based navigation framework for
humanoid robots, regarding both robot localization and path planning. To localize
the robot within the VM, the data provided by the VM is enough to qualitatively
solve the robot localization given the current image from the robot’s camera. The
robot is localized when the “more similar” key image (in the VM) to the current
image is found; this is an image retrieval task. For instance, a proposed appearance-
based localization method finds the most similar key image with respect to the current
image in terms of common visual information using the bag-of-visual-words (BoVW)
approach [8].

To plan a path, a desired key image associated to the desired robot location is
set as a target. Then, the visual path planner returns the sequence of key images to
reach the desired location. Finally, to navigate, different approaches can be used.
For instance, the work in [9] uses visual servoing to control a Nao humanoid robot.
Further, in the case of dynamic environments, the proposed VM can be used with
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an adequate navigation framework that deals with changes in the VM that were not
initially present [10].

Having briefly described how our VM can be used within a vision-based naviga-
tion framework, we now describe the construction of our proposed VM.

3 Construction of the Visual Memory

The whole framework for the VM construction as proposed in this work is shown
in Fig. 1. First, the robot is operated manually to capture a training video of the
environment. Then, an off-line process consisting of different steps is carried out:
(i) Frame extraction. From the training video, a set V = {I1, I2, . . . , In} containing
all frames is obtained. (ii) Key image selection. From the set V, a smaller set Vk =

{Ik1, Ik2, . . . , Ikm} that contains only key images is obtained. (iii) Graph construction.
The last step involves grouping key images (nodes) that share a common location,
like a corridor or a room. We make this step manually to finally construct the VM.
These steps are now described in detail.

Frame extraction is the first off-line process. The aim of this step is to extract the
whole set of frames within the training video. It is noted that, since the training video
is acquired manually, the quality of the VM depends on the expertise of the user. The
better the training video (i.e. the more the environment is explored), the better is the
VM. In other words, the number of key images in the VM is directly linked to the
human-guided path complexity.

The aim of the second step, the key image selection step, is to extract key images.
First, to tackle the problem of images with high motion blur due to humanoid move-
ments, we remove the images for which the variance of the Laplacian of Gaussian
(LoG) is below a threshold, commonly σ 2(LoG) = 10 [11]. This also allows us to
discard images with low textures. Once low-quality images have been filtered out,
the remaining images are processed in order to select key images.

Two conditions must be optimized for key image selection: (1) The overlap
between key images Ik1 and Ik1+1 must be maximum; and (2) the number of frames
between key images Ik1 and Ik1+1 must be maximum. Additionally, two hypotheses

Fig. 1 Visual memory construction. a Environment to map. b The robot is operated manually to
obtain the set of training images. c A reduced number of key images are selected from this set.
d Finally, the key images are grouped together to form a connected graph, that is the visual memory
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must be considered for key image selection: (1) Two key images Ik1 and Ik1+1 must
contain a set Pi of matched key-points. The cardinality of the set must be enough to
compute a vision-based control law for navigation. Also, for control purposes, the
authorized motions during the learning stage are assumed to be limited to those of
a humanoid robot. Hence, Hypothesis 2 is respected: There must be a possible path
between the position of capture of image Ik1 to the image Ik1+1.

As already stated, a VM is a graph where the nodes encode key images obtained
during a learning phase. The weight of an edge, on the other hand, represents the
cost of traveling from a node to one of the adjacent nodes. In [9, 10], the authors set
the weight of an edge to be in terms of the number of matched interest points and the
amount of rotation between neighboring key images. Thus, the more matches there
are between nodes, or key images, the lower the cost will be. Also, the more rotation
there are between nodes, or key images, the greater the cost will be. In [6, 7], on
the other hand, the weights of the edges are unitary, and the cost of a path between
nodes is given by the number of key images in the route. In these works, an edge
connection between two nodes exists if a minimum number of point correspondences
is achieved to relate neighbouring nodes.

We use the epipolar geometry to satisfy the conditions for key image selection,
and to describe the relationships between nodes; that is to find the weights of the
edges. To this end, we propose a genetic algorithm (GA) that validates the image
matching.

3.1 Image Matching

The image matching process consists of three main operations: (1) features detection,
(2) features description, and (3) optimal matching. In our approach, for the first and
second step of the matching process, we used the SURF detector and descriptor,
since its complexity is O(log(N)) and is invariant to scale, rotation, and illumination.
Then, we match the descriptors by computing the Euclidean distance between them.
After that, we authenticate the matches with the epipolar constraint using a GA that
estimates the essential matrix E.

The epipolar geometry describes the relation that exists between two images
viewing the same scene. These two images could have been obtained by moving
a camera at two different locations and taking pictures from two viewpoints, or by
using two cameras, each of them taking a different picture of the scene. Let there be
a set of N good matched points between the images a and b. The 2D image positions
of these points are denoted in homogeneous coordinates as Pa =

(

xia , yia , 1
)T

in the

a image, and Pb =
(

xib , yib 1
)T

in the b image. These positions are related by the
epipolar geometry as follows:

PbT

FPa = 0, (1)
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where the F matrix is also known as the fundamental matrix and can be computed
with a set of good matches using the eight-point algorithm as described in [12].

The essential matrix E is the specialization of the fundamental matrix to the case
of normalized image coordinates.

E = KT FK, (2)

where K is the calibration matrix. The E matrix has fewer degrees of freedom and
additional properties, compared to the F matrix. When the position in the world of
the cameras is known, it may be verified that E can be computed by:

E = [t]R. (3)

Equation (3) codifies the position of the camera, where R is the rotation matrix and
t is the translation vector of a given camera pose. A geometric constraint between
images allows the process of points matching to be robust. We propose a GA to
estimate E, and in consequence estimate the overlap of two consecutive images.
Also, since the rotation between frames can be obtained from the epipolar geometry,
we use this information to set the weights of the nodes as in [9, 10].

3.1.1 Stereo Matching Using the Essential Matrix Estimated

with a Genetic Algorithm

To encode the chromosomes, each individual is represented by a fixed length of binary
string as: chromosome =

[

Φ, θ,ψ, tx, ty
]

, where each variable is allowed within a
specific range: Φ, θ,ψ ∈ [0, 2π ], and tx, ty ∈ [−5, 5]. Thus, each chromosome
encodes an E matrix using Eq. (3). The production of new chromosomes from old
ones is achieved through the application of the genetic operators: selection, crossover,
and mutation. An iterated application of genetic operators is repeated to reach the
final solution to the problem.

The selection operator aims to choose a set of individuals from a population at
a given time. This operator selects those individuals with the best fitness value and
puts them in the mating pool. The crossover operator exchanges genes from a pair
of chromosomes and creates a new offspring. To compute the operator, a random
pair of individuals from the mating pool is chosen; also, a crossover point is chosen.
All the data of the first parent before the crossover point is copied to the offspring,
and then the rest of the data of the second parent after the crossover point is copied
to the offspring. After the crossover operation is performed, the mutation operator
is executed. Mutation changes randomly the new offspring. For binary encoding we
can switch a few randomly chosen bits from 1 to 0 or from 0 to 1.
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The parameters for the GA are as follows: Population size, 100; crossover rate,
0.95; mutation rate, 0.01; elite size, 15. A Boltzmann fitness scale was used to control
pressure selection. To score solutions, a fitness function is proposed as follows. We
first extract the epipolar lines from the E matrix encoded by the chromosome. Then,
the fitness value is the sum of points that deviate less than a predefined threshold (T
= 1 pixels) from its corresponding epipolar line.

4 Experiments and Results

The proposed approach was evaluated using the CIMAT-NAO-A dataset, which has
been used in related works [8, 11]. The dataset is publicly available in http://personal.
cimat.mx:8181/~hmbecerra/CimatDatasets.zip, and contains 399 different images
with blur effects and low textures. Figure 2 shows sample images from the dataset,
and the key images selected by our algorithm. The image matching solution based
on a GA was compared with a heuristic method call Random Sample Consensus
(RANSAC). Both methods were compared with the odometry of the robot, and the
results demonstrate that the GA obtains a lower error than the RANSAC method,
as shown in Table 1. To compute the error, we represent the solution (camera pose)
found by each method with the Rodrigues formula.

Fig. 2 Topological map for the dataset CIMAT-NAO-A. a Sample images from the dataset. b Train-
ing sequence; key images are highlighted in blue

Table 1 Comparison
between GA and RANSAC
approaches (mean values)

GA RANSAC

Rotation error (degrees) 1.18 1.34

Angle error between vectors (degrees) 0.24 0.28

Validated matched points 875 821

http://personal.cimat.mx:8181/%7ehmbecerra/CimatDatasets.zip


Visual Memory Construction for Autonomous Humanoid … 109

5 Conclusions

In this work, an environment representation was presented using only visual infor-
mation. Further, a GA was proposed to tackle the problem of image matching. The
results obtained with a humanoid walk dataset show that the proposed approach effi-
ciently describes the environment. Consequently, an adequate VM is constructed.
Our proposed VM allows humanoid localization and path following entirely based
on 2D information by taking advantage of geometric constraints that can provide
the estimated translation and rotation required by the controller, such as the epipolar
geometry, the homography for planar and no planar scene, or the trifocal tensor.

References

1. Z. Chen, S.T. Birchfield, Qualitative vision-based mobile robot navigation, in Proceeding of

ICRA (2006), pp. 2686–2692
2. O. Booij, Z. Terwijn, Z. Zivkovic et al., Navigation using an appearance-based topological

map, in Proceeding of ICRA (2007), pp. 3927–3932
3. J. Ido, Y. Shimizu, Y. Matsumoto et al., Indoor navigation for a humanoid robot using a view

sequence. Int. J. Robot. Res. 28(2), 315–325 (2009)
4. A. Diosi, S. Segvic, A. Remazeilles et al., Experimental evaluation of autonomous driving

based on visual memory and image-based visual servoing. IEEE Trans. Intell. Transp. Syst.
12(3), 833–870 (2011)

5. H.M. Becerra, C. Sagues, Y. Mezouar et al., Visual navigation of wheeled mobile robots using
direct feedback of a geometric constraint. Auton. Robots 37(2), 137–156 (2014)

6. J. Courbon, Y. Mezouar, P. Martinet, Indoor navigation of a non-holonomic mobile robot using
a visual memory. Auton. Robots 25, 253–266 (2008)

7. J. Courbon, Y. Mezouar, P. Martinet, Autonomous navigation of vehicles from a visual memory
using a generic camera model. IEEE Trans. Intell. Transp. Syst. 10(3), 392–402 (2009)

8. N.G. Aldana-Murillo, J.B. Hayet, H.M. Becerra, Comparison of local descriptors for humanoid
robots localization using a visual bag of words approach. Intell. Autom. Soft Co., 1–11 (2017)

9. J. Delfin, H.M. Becerra, G. Arechavaleta, Humanoid localization and navigation using a visual
memory, in International Conference on Humanoid Robots (Humanoids) (2016), pp. 725–731

10. J. Delfin, H.M. Becerra, G. Arechavaleta, Humanoid navigation using a visual memory with
obstacle avoidance. Rob. Auton. Sys. 109, 109–124 (2018)

11. E. Ovalle, Generación de una memoria visual para la navegación autónoma de un robot
humanoide (2016)

12. R.I. Hartley, A. Zisserman, Multiple View Geometry in Computer Visionm, 2nd edn. (Cambridge
University Press, 2004)



Glucose Concentration Measurement
of a Transparent Sample by Using
a Gaussian Probe Beam with High
Spherical Aberration

Etna Yáñez, Moisés Cywiak and S. Juan Manuel Franco

Abstract We present the results of our technique reported earlier for glucose con-
centration measurement of a transparent sample. The technique is based on an optical
probe beam with high spherical aberration. We report that it is possible to attain better
sensitivity compared to a system that uses a probe beam free of aberrations under
similar conditions.

1 Introduction

Many diseases are associated to abnormal glucose concentration in blood [1, 2], so
it is necessary to carry out further research to develop more accurate instruments for
measurement of glucose concentration. As indicated in [2], it is difficult to attain
reliable measurements, especially in the determination of hypoglycemia, in partic-
ular, for glucose concentration measurement in children and adolescents. This lack
of accuracy is mainly attributed to the fact that, in general, these techniques are
based on methods that offer low signal-to-noise ratios [3, 4]. To alleviate the above-
mentioned limitation, in our previous report, we have presented a technique based
on the diffractive properties of a transmitted Gaussian probe beam with high spher-
ical aberration that propagates through a transparent sample under inspection. We
demonstrated that aberrations contribute to increase of the sensitivity in this type of
measurements [5]. The advantage of this technique is that it does not depend on the
amplitude of a single weak signal as it is based on the profile of the probe beam
that propagates through the sample. In addition, we showed that the system exhibits
a linear response in the range of clinical interest and this linearity is maintained in
spite of small system misalignments. Thus, the proposed technique is in principle
immune to noise, making it highly reliable.
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Fig. 1 The vertex of a singlet focusing lens with central thickness t is placed at a distance z0 from
the waist-plane with coordinate x of a laser Gaussian beam with amplitude distribution �(x). The
observation plane with coordinate xF is located at a distance z1 from the back surface of the lens. A
transparent sample with width w is placed between the lens and the observation plane. The intensity
distribution |�(xF )|2 is recorded by an homodyne detector (a detailed description of the method is
given in [5])

2 Experimental Setup

The optical setup is depicted in Fig. 1. A Gaussian laser beam with amplitude dis-
tribution �(x) propagates through a single focusing lens. The Gaussian waist-plane
beam is placed at a distance z0 of the vertex of a focusing lens so that the spatial
dimensions of the beam are large enough to illuminate a large area of the focusing
lens and at the same time avoid visible truncation of the beam. In this way, a Gaussian
probe beam with high spherical aberration is obtained at the back of the focusing
lens. The aberrated beam propagates through the sample under inspection. The pro-
file of the intensity distribution |�(xF )|2 at the plane of observation is recorded by
an homodyne detector placed at a distance z1 from the back surface of the lens.

3 Results of Measurements

In Fig. 2a–d, it is depicted how at a near vicinity of the back focal plane of a focusing
singlet, spherical aberrations of an illuminating commercially available He–Ne laser
beam with a Gaussian intensity profile are obtained as the distance between the laser
and the focusing singlet (z0) increases.

Contrary to what would be expected intuitively, in a previous report [5], we have
demonstrated that the Gaussian probe beam free of aberrations is less sensitive to
glucose concentration changes as compared with the Gaussian probe beam with high
spherical aberrations.
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0z =100 cm 0z =300 cm

0z =500 cm 0z =700 cm

(a) (b)

(c) (d)

Fig. 2 a–d Increase of spherical aberrations at a vicinity of the back focal plane of a focusing
singlet, illuminated by a commercially available laser beam with a Gaussian intensity profile as a
function of (z0)

The proposed technique is based on measuring the vertical height of the primary
side-lobes of the normalized aberrated intensity profiles at the plane of detection
as a function of glucose concentration. Figure 3a–b depicts how the primary side-
lobes heights of the aberrated intensity profiles increase as a function of the index
of refraction of the sample. We remark that this increase is linear. In turn, in a small
region of interest, where the instrument is calibrated, the index of refraction of the
sample is also a linear function of glucose concentration.

Figure 4 depicts experimental normalized aberrated intensity profiles at the plane
of detection. The system was calibrated for three glucose concentrations C A =

0 mg/dl, C2 = 200 mg/dl and C4 = 400 mg/dl. As the system exhibits a linear
response in left and right primary side-lobes, a simple rule of three can be applied on
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n=1.330

 n=1.332

(a) (b) 

(c) 

n=1.331

Fig. 3 a–c Increments of the heights of the primary side-lobes of the detected probe beam as the
index of refraction increases in the sample under inspection. z0 = 500 cm, �n = 0.001 which
corresponds to approximately changes of 500 mg/dl between samples (the concentration changes
are exaggerated for visualization purposes)

either side to determine in a simple manner an unknown concentration. It is only nec-
essary to perform two known glucose calibrated measurements before determining
with high accuracy the concentration of an unknown sample.

We want to emphasize that due to the linear response of the system, the results of
the proposed technique are simple to use in clinics, hospitals and clinical laboratories.
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Fig. 4 a Normalized experimental intensity profiles for three different sample concentrations CA

= 0 mg/dl, C2 = 200 mg/dl and C4 = 400 mg/dl. b Corresponds to a zoom of (a)

4 Conclusions

We demonstrated analytically and experimentally that a Gaussian probe beam with
high spherical aberration is more sensitive than a Gaussian probe beam free of aber-
rations for glucose concentration measurements. We demonstrated experimentally
that the system has a linear response in a range of interest with high repeatability
and stability, making this system feasible for glucose concentration measurements
of transparent liquid media. As the system exhibits a linear response, an additional
advantage is that the system is still reliable even over slight misalignments.
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Satellite Image Processing for Retrieving
Historical Solar Irradiance Data Within
the Mexican Territory

Juan M. Callejas-Cornejo, Manuel I. Peña-Cruz

and Luis M. Valentín-Coronado

Abstract Solar resource assessment is a key subject for the viability and implemen-
tation of solar power plants. Solar sensors measure irradiance locally, but high cost
of these specialized sensors makes their implementation through all the Mexican ter-
ritory difficult. Satellite images provide a valuable tool for the determination of solar
irradiance through image processing. In this work, an algorithm for the estimation of
global solar irradiance based on determining the cloud index through pixel analysis
is implemented for the central region of Mexico.

1 Introduction

Solar radiation that reaches the top of the atmosphere and reaches the surface of
the earth depends on different variables, that is, the factor of atmospheric transmis-
sion, available albedo and atmospheric pollution. Solar sensors (radiometers) mea-
sure components from the solar radiation reaching the earth. Direct solar irradiance
(DNI) is the component that comes directly from the sun without any deviation from
the atmosphere (pyrheliometers). Diffuse solar irradiance (DHI) is what reaches the
earth’s surface due to the deviation or scattering of direct solar rays from the sun;
commonly, caused by clouds, gases and particles in the atmosphere (shadowed pyra-
nometers). Both components comprise the global solar irradiance (GHI) and can
be measured by pyranometers sensors. However, these sensors measure solar irra-
diance locally, and its implementation through all the Mexican territory has been a
difficult task historically due to cost and maintenance [1]. Owing to this, satellite
imaging provides a valuable tool for the analysis of cloud behavior and solar irra-
diance assessment [2]; by replacing traditional radiometers with pixel information
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Fig. 1 Satellite image and pixel area equivalence of the zone of interest. Aguascalientes, Ags.,
Mexico [3]

from the satellite camera, a significant improvement can be achieved by providing
higher resolution maps for the Mexican territory, thus making solar technology more
cost competitive (see Fig. 1). In this work, only GHI will be addressed for central
region of Mexico.

2 Methodology

GOES is a satellite sent to the exosphere by the US National Weather Service (NWS)
program in 2016. The objective of the satellite is to provide information flows in the
form of images for weather forecast, storm tracking and meteorological research [3].

Taking advantage of the geostationary satellite capabilities, careful analysis of the
information provided by the camera is required. Pixel information contains intensity
values in the RGB channels. This has to be related accordingly depending on whether
there is cloudiness present in the region of interest. Water vapor affects directly the
solar irradiance passing through the atmosphere, so greater accumulation of water
vapor (clouds) in the atmosphere reduces the irradiance reaching the ground sensor.
This can also be observed in the pixel intensity level of the image in the region
of interest. The value of each pixel depends on its brightness, intensity, noise and
color/gray level that the cloud is scattering back to the camera [4]. By this relationship,
an irradiance measurement can be inferred from (1)–(5):

GHISAT−TIME = GHISAT − (GHISAT × CFTIME) (1)

GHISAT−TIME is the global horizontal irradiance calculated by the model (Wm−2).
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GHISAT = Ktm(R_G_B)
∗ GHCsky ∗

(

0.0001 ∗ Ktm(R_G_B)
∗ GHCsky + 0.9

)

(2)

GHCsky =

[

cg1 × Io × cos(z) × e−cg2×am×[fh1+fh2×(T1−1)]
× e0.01×am1.8

(3)

GHCsky is the global horizontal irradiance from clear sky (Wm−2), (cg1 and cg2)
are the experimental parameters according to [5], (Io) is the extraterrestrial solar
radiation, (z) is the solar zenith angle, (am) are the coordinates mass of air, (fh1 and
fh2) are the experimental parameters according to [5] and (T 1) is the Linke turbidity
coefficient.

The Ktm(R_G_B)
values of a particular RGB can be defined as:

Ktm(R_G_B)
=

[

2.36 ∗ Ci5
(RGB)·

]

−

[

6.2 ∗ Ci4
(RGB)·

]

+

[

6.22 ∗ Ci3
(RGB)·

]

−

[

2.63 ∗ Ci2
(RGB

)·

]

−
[

0.58 ∗ Ci(RGB
)

]

+ 1 (4)

with

Ci(RGB
) =

α − αmin

αmax − αmin
(5)

where Ci corresponds to cloud index and α is the pixel channel intensity of the camera
for a particular region of interest.

CFTIME corresponds to a correction time factor that is applied to the pixel irradi-
ance values due to the albedo scattering reaching the satellite camera from early to
late hours of the day (see Table 1).

An algorithm developed by the CIO is connected via remote communication
with UNAM’s National Laboratory of Earth Observation (LANOT by its Spanish
acronym) [3]. Images are provided by the satellite at a 15-min interval and stored
in the CIO’s database. The region of interest of Aguascalientes city (coordinates:

Table 1 Correction factor
(CFTIME) related to time

Time CF

08:00:00 a.m. 0.36

09:00:00 a.m. 0.33

10:00:00 a.m. 0.20

11:00:00 a.m. n/a

12:00:00 p.m. n/a

01:00:00 p.m. n/a

02:00:00 p.m. n/a

03:00:00 p.m. n/a

04:00:00 p.m. −0.15

05:00:00 p.m. −0.51

06:00:00 p.m. −0.75
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Fig. 2 Pixel zone of interest (approximately 1456 km2), corresponding to Aguascalientes city,
Ags., Mexico (coordinates: 21°50′40.4′′N—102°20′34.8′′W)

21°50′40.4′′N—102°20′34.8′′W) is identified (see Fig. 2) and processing of GHI
using (1)–(5) is carried out. Data are compared with a scientific-grade solarimetric
station (GHI SOLYS) located at the same region of interest.

3 Results

The results presented here are based on selecting different cases of cloudiness for
the selected region (21°50′40.4′′N—102°20′34.8′′W) in order to test the algorithm
in different scenarios.

3.1 Scenario I: Sunny Day

The results presented here are based on June 4, 2018 in Aguascalientes City, for a
sunny day scenario.

From Fig. 3, green circles represent the output response of global horizontal irra-
diance from total clear sky calculated analytically; this means a zero cloudiness day.
Blue line represents the irradiance output response from the solarimetric station and
red line represents the output response of the global horizontal irradiance calculated
by the model according to the applied digital image processing.

A very good agreement is found between the irradiance values obtained by the
GHISAT−TIME and the solarimetric station data. Maximum differences of irradiance
can be noticed at 11:00 a.m. and minimum differences can be noticed at 8:00 a.m.
according to Table 2.
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Fig. 3 GHISAT−TIME versus GHI SOLYS: comparison between solar irradiance numerical model
versus data from the solarimetric station on a sunny day

Table 2 GHISAT−TIME

versus GHI SOLYS and its
difference throughout a sunny
day in Wm−2

Time GHI SAT GHI SOLYS Difference

08:00:00 a.m. 396.48 412.80 16.32

09:00:00 a.m. 523.37 551.90 28.53

10:00:00 a.m. 733.23 760.10 26.87

11:00:00 a.m. 1025.4 956.00 69.36

12:00:00 p.m. 1050.7 1026.00 24.71

01:00:00 p.m 1014 1046.00 31.99

02:00:00 p.m. 902.34 964.00 61.66

03:00:00 p.m. 872.4 889.00 16.60

04:00:00 p.m. 680.58 707.40 26.82

05:00:00 p.m. 485.82 442.20 43.62

06:00:00 p.m. 240.27 267.90 27.63

The difference in irradiance for each particular hour of the sunny day scenario is
observed in Table 2.

3.2 Scenario II: Partly Sunny Day

The results presented here are based on May 4, 2018 in Aguascalientes City, for a
partly sunny day scenario.

Figure 4 shows that the behavior of the model presents a good trend, although
there are some hours that the calculated irradiances differ slightly from the measured
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Fig. 4 GHISAT−TIME versus GHI SOLYS: comparison between solar irradiance numerical model
versus data from the solarimetric station on a partly sunny day

Table 3 GHISAT−TIME

versus GHI SOLYS and its
difference throughout a partly
sunny day in Wm−2

Time GHI SAT GHI SOLYS Difference

08:00:00 a.m. 315.72 281.50 34.22

09:00:00 a.m. 465.6 413.30 52.30

10:00:00 a.m. 662.95 394.40 268.55

11:00:00 a.m. 896.82 890.00 6.82

12:00:00 p.m. 754.48 509.50 244.98

01:00:00 p.m. 551.61 792.30 240.69

02:00:00 p.m. 478 579.50 101.50

03:00:00 p.m. 566.25 881.00 314.75

04:00:00 p.m. 408.76 381.20 27.56

05:00:00 p.m. 272.97 183.30 89.67

06:00:00 p.m. 119.69 165.30 45.61

data. Maximum difference value is observed at 3:00 p.m. while minimum value is
observed at 11:00 a.m.

The difference in irradiance for each particular hour of the partly sunny day
scenario is observed in Table 3.

3.3 Scenario III: Cloudy Day

The results presented here are based on May 13, 2018 in Aguascalientes City, for a
cloudy day scenario.

Figure 5 shows that on a cloudy day the behavior of the model presents a good
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Fig. 5 GHISAT−TIME versus GHI SOLYS: comparison between solar irradiance numerical model
versus data from the solarimetric station on a cloudy day

trend, but maximum error margins are slightly higher than previous cases. In par-
ticular, 1:00 p.m. shows the biggest irradiance difference throughout the day, with a
value of 330 Wm−2, while the minimum difference occurs at 8:00 with 9 Wm−2.

The irradiance difference for each particular hour of the cloudy day scenario is
observed in Table 4.

Table 4 GHISAT−TIME

versus GHI SOLYS and its
difference throughout a partly
cloudy day in Wm−2

Time GHI SAT GHI SOLYS Difference

08:00:00 a.m. 357.63 366.90 9.27

09:00:00 a.m. 443.35 516.30 72.95

10:00:00 a.m. 708.28 489.30 218.98

11:00:00 a.m. 878.26 801.00 77.26

12:00:00 p.m. 937.03 1042.00 104.97

01:00:00 p.m. 770.68 1101.00 330.32

02:00:00 p.m. 643.87 552.00 91.87

03:00:00 p.m. 685.7 857.00 171.30

04:00:00 p.m. 458.03 194.90 263.13

05:00:00 p.m. 172.71 50.65 122.06

06:00:00 p.m. 61.061 106.40 45.34
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3.4 Scenario III: Full Cloudy Day

The results presented here are based on May 16, 2018 in Aguascalientes City, for a
full cloudy day scenario (Fig. 6).

It can be noticed that similar trend behavior as in previous cases is observed, and
that the overall performance has a good agreement with the measured data, but there
are some particular hours where the model irradiance differs significantly from the
solarimetric station. In particular, mid-day presents the highest disagreements values.

The irradiance difference for each particular hour of full cloudy day scenario is
observed in Table 5.

Table 6 presents the average error for particular weather scenarios. It can be

Fig. 6 GHISAT−TIME versus GHI SOLYS: comparison between solar irradiance numerical model
versus data from the solarimetric station on a full cloudy day

Table 5 GHISAT−TIME

versus GHI SOLYS and its
difference throughout a full
cloudy day in Wm−2

Time GHI SAT GHI SOLYS Difference

08:00:00 a.m. 320.03 372.10 52.07

09:00:00 a.m. 411.79 560.50 148.71

10:00:00 a.m. 658.92 811.00 152.08

11:00:00 a.m. 954.85 1040.00 85.15

12:00:00 p.m. 947.22 975.00 27.78

01:00:00 p.m. 956.45 576.00 380.45

02:00:00 p.m. 585.69 254.10 331.59

03:00:00 p.m. 303.94 524.50 220.56

04:00:00 p.m. 376.58 708.20 331.62

05:00:00 p.m. 178.36 113.70 64.66

06:00:00 p.m. 58.515 126.60 68.09
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Table 6 Daily average
GHISAT−TIME versus GHI
SOLYS error: weather
scenarios (percentage)

Weather Average error (%)

Sunny day 5

Partly cloudy day 28

Cloudy day 51

Completely day 42

seen that the algorithm behaves with good concordance for sunny days and partially
cloudy days. Nevertheless, there is still much room to improve when heavy amount
of clouds are present in the atmosphere.

Considering that the uncertainty from specialized sensors varies from around 5 to
10%, expressed in terms of irradiance which range from 50 to 100 Wm−2 typically, the
developed tool presents good behavior overall. However, a more exhaustive analysis
needs to be carried out in order to determine why such differences are present when
heavy cloudiness appears at mid-day hours.

4 Conclusions

The developed tool is capable of generating historical solar irradiance values for the
Mexican territory by processing pixel information and correlating it with the cloudi-
ness factor with good agreement when compared to a scientific-grade solarimetric
station. The model behaves with outstanding agreement when sunny or partly sunny
days are present. However, when heavy clouds are present, the model tends to over-
estimate the solar irradiance for mid-day hours (1:00 p.m.–4:00 p.m.) in particular.
This phenomenon has to be studied more thoroughly, as the dynamic range of the
satellite camera might not be able to identify cloud pixel intensity values correctly
and new adjusting parameters need to be proposed.

Although the algorithms presented here has room to improve, this implementation
might become a valuable tool for generating historical solar irradiance maps for the
Mexican territory and providing certainty for the solar power industry, paving the
way to a more reliable solar national technology.
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Toward the Development of a Low-Cost
High-Precision Instrumented Mini-Solar
Sensor

Arturo Díaz Ponce, Ruben Garrido, Manuel I. Peña-Cruz,

Luis V. Coronado, Iván Salgado Transito, Fernando Martell

and Samantha A. Cajero Roodriguez

Abstract In this work the development of a low-cost solar sensor capable of locating
the position of the sun through photosensors is presented. In addition, the sensor is
integrated with the instrumentation to provide the data for a solar position algorithm.
As preliminary results, we present the methodology followed for the development of
the sensor, as well as the theoretical characterization carried out through the Tonatiuh
software.

1 Introduction

A good solar tracker for concentrating solar power (CSP) systems is a key element
for achieving maximum efficiency. In practice, there are two ways of locating the
position of the sun with respect to an observer on earth: (i) solar location in open
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loop and (ii) solar location in closed loop. In the first case, the estimation of the
position is made through the solar coordinates that require some input parameters,
such as the observer’s geographical position, date, time, altitude and orientation,
among others. Open-loop solar tracking systems have the advantage of not being
affected by cloudiness. However, it is essential to provide these systems with the
necessary instrumentation to obtain the input parameters in real time. On the other
hand, closed-loop solar systems use photosensors, and although these systems are
more complex, they achieve a high solar tracking precision. Therefore, they are used
when accuracy is paramount, for instance in CSP systems. It is also worth mentioning
that in recent years, hybrid solar tracking systems have been proposed. In these
systems, an algorithm based on the solar coordinates provides rough tracking, and
a closed-loop tracking photodiode-based sensor allows for fine tracking. One of the
most precise commercial solar sensors is the MASS SENSOR from Solar MEMS
Technologies, which measures direct solar radiation (DNI) and provides the sun-ray
angle for close-loop control, while the azimuth and elevation for open-loop control.
Besides, this sensor has a low power consumption of about 34 mA. Furthermore, the
MASS SENSOR has a magnetometer to guide the tracking system to the magnetic
south or north and an accelerometer to measure the inclination of the tracking system
structure with respect to a horizontal reference frame. The above features make this
sensor useful in open-loop and hybrid solar tracking. Nevertheless, its price is high
(e1250, VAT not included) and it is not advisable for developing low-cost CSP
systems.

On the other hand, a large number of solar sensors have been reported in previous
works [1] and each one has different characteristics depending on its application.
In this paper we present the development of a solar sensor integrated by a quadrant
of photodiodes, an accelerometer, a magnetometer, an altimeter, a barometer and a
temperature sensor, which provide the necessary data to carry out open-loop and
hybrid tracking without using external instrumentation.

2 Methodology

The development of the proposed sensor is divided into two parts. The first part con-
sists of using a commercial quadrant of photodiodes QP5.8-6 TO (5.8 mm2 quadrant
PIN detector), shown in the inset of Fig. 1, for determining the apparent position of
the sun. The QP5.8-6 TO produces a current proportional to the incoming sun radi-
ation. It consists of four separate P on N silicon photosensitive surfaces. This device
is chosen because of their high sensitivity, small gap and low dark current. To detect
only direct radiation from the sun, the QP5.8-6 TO is covered by a plastic cap with a
1 mm hole, as shown in Fig. 1. Every photodiode Fi of the detector, where i = 1–4 is
the photodiode number, produces a current IFi proportional to the incident radiation,
which is subsequently converted into a voltage VFi by a transimpedance quad ampli-
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Fig. 1 Four quadrant
photodetector QP5.8-6 TO

fier SLG88104 [2]. With the photodiode configuration, shown in Fig. 1 and (1) and
(2), the ideal position occurs when the tracking system places the sensor perpendic-
ular to the sun’s rays; then the following equalities hold VF1 = VF2 = VF3 = VF4;
that is x = 0 and y = 0. On the contrary, when the sensor is not perpendicular to the
sun, a voltage difference between the photodiodes is generated, which is detected by
a controller driving the tracking system until the solar sensor is placed at its ideal
position.

x =
(VF1 + VF3) − (VF2 + VF4)

VF1 + VF2 + VF3 + VF4
(1)

y =
(VF1 + VF2) − (VF3 + VF4)

VF1 + VF2 + VF3 + VF4
(2)

The second part of the mini-solar sensor consists of a microcontroller (µC)
PIC18f2550 that processes the signals from all the elements that are part of the
sensor (see Fig. 2): a single chip MPU-9250 with a built-in three-axis gyro, a three-
axis accelerometer and a thermometer, whose characteristics are shown in Table 1,
a BMP280 barometric pressure sensor and a QMC5883 L module that indicates
the direction of the magnetic north with the objective of referencing the tracking
structure. The experimental prototype, including the instrumentation of the designed
sensor, is shown in Fig. 3. The communication between the microcontroller and the
module is done through the communication protocol I2C.
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Fig. 2 General
configuration of the solar
sensor with the tracking
system

Solar sensor

MPU9250 

BMP280 

Photodetector  

QMC5883l 

μC

Solar tracker

Table 1 Characteristics of
the MPU9250 + BMP280
sensors

Power supply 3–5 V

Gyroscopes range ±250, ±500, ±1000, ±2000°/s

Acceleration range ±2, ±4, ±8, ±16 g

Field range ±4800 uT

Pressure range 300–1100 hPa

Fig. 3 Experimental
prototype including the
instrumentation

μC

MPU9250 

BMP280 

QMC5883l  

Using the data provided by the elements of the proposed sensor, a solar tracking
algorithm described in [3] is implemented in a µC in order to perform a hybrid solar
tracking without the use of other external sensors. It is worth mentioning that the
cost of the proposed sensor is less than 130USD, which is a lot cheaper than the cost
of high-precision commercial solar sensors [4]. Figure 4 shows the proposed design.
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Fig. 4 Design of the
proposed sensor Photosensor

Instrumentation

3 Results

Until now we have developed the first solar sensor prototype. The theoretical charac-
terization of the sensor is carried out using the Tonatiuh ray tracing software. Figure 5
shows the optical analysis of the solar sensor in a perpendicular position with respect
to the sun’s rays; that is, when the conditions x = 0 and y = 0 are fulfilled (see Fig. 6).
On the other hand, Fig. 7 shows the analysis of maximum field of view (FOV) of
the proposed sensor. As a result of the analysis, we found that it is possible to locate
the position of the sun at an angle maximum deviation between the normal of the
sensor and the sun’s rays of 30°; that is, FOV = 30° (see Fig. 8). It is important to
mention that a wide opening angle decreases the accuracy of the sensor. Thus, it is
initially necessary to pre-orient the solar sensor until the sun radiation falls within the
sensor opening angle. The pre-orientation will be carried out through a solar position
algorithm running on the microprocessor.

Fig. 5 Simulation of the
ideal position of the solar
sensor

Photosensor

Plastic cap



132 A. D. Ponce et al.

Fig. 6 Ideal position of the
solar sensor: x = 0 and y = 0

Fig. 7 Field of view of the
designed sensor Sun radiation

Plastic cap

Photosensor

Fig. 8 Maximum FOV
reached by the sensor

4 Conclusion

In this work we have presented the preliminary results obtained in the development
of a low-cost solar sensor. The sensor provides two voltage signals, both proportional
to the angle between the normal of the sensor plane and the sun’s rays. These signals
drive a tracking system whose objective is to position the sensor perpendicular to the
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sun. Furthermore, the proposed measurement unit also includes an accelerometer,
a magnetometer, an altimeter, a barometer and a temperature sensor that feed the
necessary data to carry out hybrid tracking without using external instrumentation.
The implementation of the solar tracking algorithm in the microprocessor is still
under development.

We believe that this sensor will improve the performance of hybrid tracking sys-
tems, reaching the level of precision required in high solar concentration systems at
a low cost.
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Semi-automatic Platform
for Fabry–Perot Microcavities
Construction

Carmen E. Domínguez-Flores, Josué I. Basulto, Daniel López-Cortés

and David Monzón-Hernández

Abstract A semi-automatic and reconfigurable mechatronic stage was designed and
implemented to control precisely the fiber cleaving in the process of manufacturing
Fabry–Perot (FP) microcavities. FP interferometers with a cavity length as small
as 5 µm were used with the system. The theoretical reflectance of the fiber cavities
was studied by the interference phenomenon pattern simulation. Then, a comparison
technique between the experimental and simulated spectra was performed for the
length calculation of the FP cavities fabricated. The optical fiber structures presented
can be used to develop sensor in many fields, ranging from the industrial to sensing
applications.

1 Introduction

Fiber-optic interferometers have intrinsic and important advantages for sensing appli-
cations, including high resolution, good electromagnetic interference immunity, and
fast response, among others. These interesting properties had attracted the study of
many different configurations for diverse applications. The simplest structure is the
fiber-optic Fabry–Perot interferometer (FFPI), which is attractive for its well-known
high sensitivity and its impact on sensing in harsh environment [1]. The FFPI sensors
have been intensively used since the early 1980s for the detection of physical param-
eters, such as temperature, strain, gas phase concentrations, and refractive index [2].
The most common fabrication process of the FFPIs consists of three steps: wet chem-
ical etching, fusion splicing, and cleave. The FFPI structure is simple, in contrast to
fiber Mach–Zehnder and Michelson interferometers where the use of couplers can
potentially obscure the sensor operation and data analysis [3]. In works reported ear-
lier, it has been found that the size and shape of the cavity plays an important role on
the performance of these interferometers [4], making crucial the cleaving technique.
In this work, a cleaving system using a semi-automatic platform for the construc-
tion of micrometric FFPI is proposed and implemented. Several FFPIs with a cavity
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Fig. 1 Basic scheme of a FFPI, consisting of a capillary fiber spliced between two SMFs

length ranging from 5 to 300 µm were fabricated in order to characterize the system
performance; the length of each structure was calculated through the interference
phenomenon simulation [5].

2 Fundamentals of the Fiber-Optic Fabry–Perot

Interferometers (FFPI)

A conventional FFPI sensor consists of a fiber section with special structure (cavity)
sandwiched between two semi-reflecting surfaces, with reflectivity R0 and R1, respec-
tively. The cavity acts as the device-sensing element and the sensitivity depends on
its length; it has been shown that as the length is reduced, the sensitivity is incre-
mented. In a sensor, the sensitivity is one of the most important factors to consider;
in this circumstance, it is very important to have special attention to this parameter
and fabricate the samples in a systematic way.

A typical optical fiber structure is shown in Fig. 1, which is constructed with
a segment of capillary fiber (CF) spliced between two SMFs acting as a reflecting
surfaces and each one with reflectivity R0 and R1. The reflectivity of this kind of
FFPI structure is described by the (1), where ϕ is the initial phase and n0 is the index
refraction of the air.

R = R0 + (1 − R0)
2R1 + 2(1 − R0)

√

R0R1 cos(2kn0L1 + ϕ) (1)

In this work, the FFPIs fabricated were based on this kind of structure.

3 Platform Design and Fabrication

In order to construct a FFPI with a specific cavity length, some variables should be
kept in mind; the most important are the optical fiber alignment, the cleaving process,
and the splice. As the splice depends only on some parameter that can be adjusted
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Fig. 2 Scheme of the semi-automatic platform designed and constructed

in the splicer machine, the other variables should be addressed in a different way.
With this purpose, a cleaving system was designed and implemented. In Fig. 2, a
representation of the portable platform manufactured is shown; this includes two
double-scissor platforms to align the two bases heights for the motorized translation
stages, two fiber-optic holders in order to maintain the alignment and the position of
the fiber, and finally a scissor platform to adjust the cleaver position. It is worth to
mention that all the mechanical components were designed and constructed in the
center facilities.

A fiber cleaver FC-6, Sumitomo Electric was adapted for cleaving. Two compact
motorized translation stages, MTS50-Z8E and THORLABS, with minimal increment
movement of 0.05 µm were used to control the fiber movement; first, to align the
splice with the blade, and second, to set the desired length of the cavity with precision.
An Edmund Optics microscope and a charge-coupled device (CCD) with a resolution
of 640 × 480 pixels were installed for inspection and monitoring of the fiber cleaving
process. With this robust system, it is possible to increment the repeatability in the
manufacture process of the FFPIs, because several variables that affect in a direct
way the device performance can be discarded. To complement the system, a user-
friendly computer interface using the specialized software LabVIEW was designed,
in order to inspect and control the quality of the samples during the fabrication. In
Fig. 3 the interface is presented, and on the screen, an image of the splice (SMF-
CP) aligned with the blade (vertical shaded line) is shown. The integration of the
whole system permits the easy and simple production of FFPIs serially and with a
significant reduction of the error.
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4 Fabrication and Characterization of Fabry–Perot

Cavities

Once the platform was completely assembled and all the components tested, the first
step was to establish the real capabilities of the platform by finding the smallest
cavity able to be fabricated. For this reason, several samples were fabricated with the
following procedure: first, using a previously tested program with optimal parame-
ters, a SMF was spliced to a CF in the fusion machine; subsequently, the fibers were
placed in the platform, where the splice was aligned to the blade of the cleaver (see
Fig. 3) with the help of the motorized translation stages, and from there, the splice
was moved and cleaved at the wanted length; finally, the cavity was closed splicing
another SMF on the other side of the CF segment.

In order to investigate the cavity length, their experimental reflectance was
obtained using an interrogator Si255 of Micron Optics, with a wide range from
1460 to 1620 nm, a coupler, and a photodetector. Then using (1), a spectrum simu-
lation was performed, sweeping the length until it was fitted with the experimental.
The results for three different cavities are shown in Fig. 4, resulting in lengths of:
(a) 7.22 µm, (b) 5.401 µm, and (c) 7.0755 µm, respectively. With this technique,
the cavity lengths were calculated by means of comparing their experimental and
simulated spectra.

The calculated lengths of the smallest cavities fabricated are shown in Table 1.
The results demonstrate that it is possible to build small FP cavities serially with a
standard deviation in the cavity length L1 of 0.97 µm.

Fig. 3 Screen of the computer interface, where a splice aligned with the blade of the cleaver is
displayed
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Fig. 4 Comparison of the measured reflectance with its theoretical approximation, for three dif-
ferent cavities

Table 1 Calculated lengths
of the cavities FP constructed

No. L1 (µm)

1 4.9

2 5.0

3 5.1

4 5.1

5 5.4

6 5.4

7 6.4

8 6.4

9 7.0

10 7.2

11 7.3

12 7.4

Standard deviation 0.9

Mean 6.6
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5 Conclusion

A semi-automatic platform was designed and built to manufacture FP cavities in a
simple and repeatable way. FFPIs were fabricated and the experimental spectra were
compared with the simulated spectra calculated from the interference model. It was
shown that it is possible to build FP cavities up to 4.92 µm. The final cavity length was
estimated comparing the simulated and experimental spectra. This platform allowed
us to fabricate FFPI with potential applications to develop high-sensitivity strain
sensors and other physical variables.
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Adaptive 3D Object Pose Estimation

Through Particle Swarm Optimization

Akbar Assa and Farrokh Janabi-Sharifi

Abstract Estimating the 3D pose of objects is an important problem in vision-based
robotics. Kalman filters are commonly used as efficient solutions to this problem.
However, the performance of these filters deteriorates when system’s noise statistics
are not known a priori. This work proposes an adaptive scheme based on particle
swarm optimization (PSO) to adjust the measurement noise covariance of the filter.
The experimental results confirm the effectiveness of the proposed adaptive solution
for Kalman-based pose estimation with uncertain noise statistics.

1 Introduction

Acquiring the pose of observed objects is a crucial requirement in many vision-based
robotic and computer vision applications, such as visual servoing [1] and augmented
reality [2]. Numerous methods were proposed in the literature to accurately esti-
mate the pose of the objects exploiting the features extracted from images (see, for
instance, [3–5]). However, most of these methods approximate the relative pose of
the objects without considering the measurement noise, induced by the camera and
the image processing algorithms. In contrast, Kalman filters provide accurate estima-
tions despite the uncertainties of the visual measurements and therefore have gained
popularity in computer vision and robotic applications.

While Kalman-based pose estimation algorithms perform well under known noise
statistics, their performance diminishes in the absence of such knowledge. Tradition-
ally, adaptive methods such as multiple model-based schemes [6] and innovation-
based methods [7] are used to simultaneously adjust the noise parameters of the filter
using the observed measurements. However, the former methods combine the esti-
mations of multiple filters each tuned with a set of parameters without adjusting the
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noise parameters, while the latter schemes estimate the noise parameters from the
innovation sequence, assuming the system to be linear. In another group of works,
optimization-based methods, in particular PSO [8], were used to estimate the noise
parameters. These works were focused on adaptation of the process noise, assuming
the measurement noise to be known. However, the measurement noise covariance is
the most important parameter of the filter and its estimation is usually non-trivial.

This work proposes an adaptive extended Kalman filter (AEKF) for camera pose
estimation. The PSO algorithm is adopted to estimate the measurement noise covari-
ance. The PSO method that is used allows multiple samples of the noise covariance to
evolve toward the correct value for the measurement noise covariance. The closeness
of the particles to the true value is measured exploiting the measurement likelihood
function. The experimental results confirm the effectiveness of the proposed AEKF
method for object pose estimation in a robotic application.

2 Pose Estimation and Extended Kalman Filter

To estimate the pose of the object of interest with respect to the camera, the cam-
era images are processed to extract the image features. If the relative position

and orientation of the object are parameterized by Lc
o,k =

[

xc
o,k yc

o,k zc
o,k

]

and

�c
o,k =

[

ϕc
o,k θ c

o,k ψc
o,k

]

, where the latter is the minimum representation of the ori-

entation in terms of Euler angles, the image features may be represented as follows,
assuming point image features and the pin-hole model for the camera,

[

uj vj

]T
= f

[

Ŵc
o(1)Lo

j +xc
o

Ŵc
o(3)Lo

j +zc
o

Ŵc
o(2)Lo

j +yc
o

Ŵc
o(3)Lo

j +zc
o

]T

, (1)

where
[

uj vj

]

is the image coordinate of jth feature point, Ŵc
o(i) is the ith row of

the rotation matrix between the object and camera coordinate frames, Lo
j is the 3D

position of the jth feature in object frame, and f is the camera focal length. Using the
extracted image coordinates as system measurements, a Kalman filter may be used
to estimate the relative pose of the object. For that purpose, the state of the system is
selected as a vector of pose parameters and their time derivatives,

X c
o,k =

[

Lc
o,k �c

o,k L̇c
o,k �̇c

o,k

]

, (2)

The state and its error covariance are initialized through prior knowledge of the
initial pose of the object as follows:

X c
o,0 = X c

o (0), (3)

P0 = P(0), (4)
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where Pk is the error covariance of the state at time step k. Then, at each time step,
first the state and its error covariance are predicted using the dynamics of the system,

X c
o,k|k−1 = FX c

o,k−1, (5)

Pk|k−1 = FPk−1FT + Qk , (6)

where F is the state transition matrix and Qk is the process noise covariance. The
state and its error covariance are then updated using the acquired image measurement
through the camera image at time step k,

Kk = Pk|k−1H T
k (HkPk|k−1H T

k + Rk)
−1, (7)

X c
o,k = X c

o,k|k−1 + Kk

(

Yk − h(X c
o,k|k−1)

)

, (8)

Pk = (I − KkHk)Pk|k−1(I − KkHk)
T + KkRkKT

k , (9)

where h(X c
o,k|k−1) is the measurement function, Hk is the derivative of the mea-

surement function with respect to state prediction, Rk is the measurement noise
covariance, Y k is the vector of image features, I is the identity matrix, and Kk is the
Kalman gain. In order to correctly estimate the object pose, the process and measure-
ment noise covariance matrices (i.e., Qk and Rk) should be known. However, if these
values are not available, they should be estimated using the system measurements.
In this work, the adaptation of the measurement noise covariance exploiting the PSO
approach is suggested, which is explained in the sequel.

3 Particle Swarm Optimization

Particle swarm optimization offers an interesting solution toward finding a proper
value for the measurement noise covariance. In PSO, multiple samples (particles) are
initialized first, and then are evolved through a constant velocity approach (i.e., each
particle is updated through integration of its velocity). The velocity of each particle
is updated iteratively as follows:

vm
i+1 = avm

i + b1r1(p − ρm
i ) + b2r2(g − ρm

i ). (10)

where ρm
i is the position of particle m at iteration i, p is the best particle position in

this iteration, g is the global best particle position, a, b1, b2, r1, and r2 are model
parameters. The particle positions are then updated through integration as follows:

ρm
i+1 = ρm

i + vm
i . (11)
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Each particle represents the diagonal parameters of the measurement noise (i.e.,
Rm

k = diag(xm
k )). The fitness of each particle is measured through its measurement

likelihood, that is,

FIT = P(YK |Rm
k , X c

o,k|k−1)

=

exp

(

− 1
2

(

Yk − h(X c
o,k|k−1)

)T

(HkPk|k−1H T
k + Rm

k )−1
(

Yk − h(X c
o,k|k−1)

)

)

∣

∣(2π(HkPk|k−1H T
k + Rm

k ))
∣

∣

(12)

At each iteration, the best particle position (p) and global best particle position
(g) are found through the FIT function and then the particles velocities and positions
are updated. The updating continues till satisfactory FIT value for the global particle
position is obtained.

4 Experimental Results

The proposed AEKF is used on data collected from a robotic cell, where a robot-
mounted camera is maneuvered around an object with four circular features. The
centers of these features are extracted using a blob detector and used as measurements
of the filter. The robot and camera are both calibrated. The parameters of the filter
are initially set as follows:

F =

[

I6 0.016I6

06 I6

]

, Qk = diag{0, 0, 0, 0, 0, 0, 25, 1, 1, 36, 36, 36}, Rk = 10−6I8,

X c
o (0) =

[

0.01 0.02 0.20 0 −0.02 0.03
]T

, P(0) = 10I12,

where In is the n × n identity matrix. The parameters of the PSO adaptation scheme
are selected as follows: a = 0.7, r1b1 = 0.06, and r2b2 = 0.06.

In the experiment, the pose of the object is estimated using the proposed AEKF and
the estimation results are compared with that of the system without the adaptation
mechanism. The estimation error of each algorithm is measured as the absolute
difference between the estimated pose value and the ground truth, which is obtained
using an optical tracker. The pose estimation error is depicted in Fig. 1. As it can
be seen, the proposed adaptive method could adjust the value of the measurement
noise covariance correctly to enhance the accuracy of the estimations, while the non-
adaptive filter cannot provide accurate result due to lack of knowledge about the
measurement noise covariance.
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Fig. 1 Pose estimation errors using the proposed AEKF as compared to non-adaptive EKF

5 Conclusion

An AEKF was proposed in this work for accurate pose estimation. In the proposed
scheme, the measurement noise covariance was updated using the PSO algorithm,
which resulted in satisfactory results in the experiment. In the future works, the adap-
tation scheme will be extended to encompass a more general form of the measurement
noise as well as other filter parameters.
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Suppression of Kelly Sidebands
and Compression of Soliton Spectrum
Using a Polarization Imbalance
Nonlinear Loop Mirror

Mahrokh Avazpour, Georgina Beltrán Pérez and Evgeny Kuzin

Abstract Cleaning and compressing soliton spectrum is an important part of the
all-optical processing systems. In the present work, we report the suppression of
Kelly sideband as well as compressing the soliton spectrum through a polarization-
imbalanced nonlinear loop mirror (NOLM). The polarization-imbalanced NOLM
has zero transmission at low power signals, which can make it a valuable mechanism
for cleaning of soliton by elimination of noise and Kelly sidebands which are always
present at the output of fiber soliton lasers. Polarization imbalance in the NOLM can
be produced by inserting the quarter wave retarder (QWR) in the loop. Rotation of
the angle of the QWR allows adjustment of the characteristics of the NOLM that
can be used to choose the features that are most adequate to clean solitons with
different pulse duration. As an input source, we used a mode-locked fiber ring laser
with 0.6 ps duration and 1550 nm central wavelength. The results show more than
95% suppression of Kelly sidebands and two times compression of bandwidth. The
maximum transmission of NOLM was 20%. Cleanup of soliton spectrum is possible
using a NOLM as intensity filter without dependence of wavelength.

1 Introduction

In the passive mode-locked fiber laser, the spectrum of solitons is typically accom-
panied by dispersive waves that can produce spectral sidebands, which are explained
well in [1–3]. Sidebands, which are called Kelly sidebands, are because of a construc-
tive interference between the soliton and dispersive waves that happen at frequencies
when phase difference is 2π [4]. The suppression of sidebands is required for many
applications, such as optical sensors and processing [5], optical communication, opti-
cal switching [6–8] and wavelength de-multiplexing [9]. The nonlinear optical loop
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mirror (NOLM), which was first announced by Doran and Wood [10], found to be
a good technique for cleaning of Kelly sidebands [11]. Indeed, this simple system
consists of a coupler with fiber output ports. To operate the NOLM, providing nonlin-
ear phase shift between clockwise (CW) and counter-clockwise (CCW) propagation
through the loop is necessary. This condition can be obtained by adjusting the asym-
metrical coupler to have imbalance of power between CW and CCW signal beams in
the loop [12]. Using a different fiber to make dispersion asymmetry inside the loop
also proved to be efficient [13, 14]. Residual birefringence, which is unavoidable
with the standard fiber, strongly affects the NOLM operation. In the high transmis-
sion at low input power and low transmission at high input power, or in other words,
when there is inversion of transmission, the birefringence can appear [12]. Highly
twisted fiber is suggested to eliminate the birefringence in the loop that keeps the
system simple and reduces the device cost [15, 16]. Polarization asymmetry inside
loop is another measurement technique to operate the NOLM. Using quarter wave
retarder (QWR) inside the loop close to the coupler output is suggested for changing
the polarization from circular to linear for making the polarization imbalance inside
the loop [17]. In this case, the input of the NOLM has circular polarization, and
one of the counter-propagating beams in the loop has a circular polarization but the
other once passed through the QWR has a linear polarization [18]. In fact, nonlinear
phase shift of the linear polarization is 1.5 times bigger than the circular polarized
light [19]. Even with the symmetrical coupler the counter-propagating beams can
produce the phase difference with power-dependent. The angle of QWR, which can
be adjusted between 0 and 0.5, is the cause of low power transmission. The easy
change in the angle of QWR for low power transmission makes this kind of NOLM
useful for some applications, like in all-optical regenerative systems [20], among
others. Considerably, the options of adjustment for switch power which provides
the NOLM with polarization asymmetry are less investigated. One option is the use
of linear polarization input light, where the rotation of linear polarization of input
light permits the modification of nonlinear transmission [21]. Though, by changing
the retardation of the birefringence elements can have one way to adjust nonlinear
characteristic [22].

In the present work, we experimentally investigated the elimination of Kelly side-
bands with adjustment of the nonlinear properties of the NOLM by the use of QWR
in the loop. The solitons with 0.6 ρs duration were used as the input source. They
were generated by a fiber optical ring laser. The result shows that applying 1.7 mW
of input average power is sufficient to get very good suppression of sidebands at
different wavelengths. On the other hand, for 0.9 mW of input average power more
than two times compressing of spectrum was observed at the output of NOLM, and
only the 5% of Kelly sidebands remained.
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Fig. 1 Experimental setup

2 Experimental Setup

The experimental setup used for suppression of sidebands and compression of the
spectrum is shown in Fig. 1. As input pulse we used solitons with 0.6 ps duration
and 1550 nm central wavelength generated by a mode-locked fiber ring laser. The
pulses are amplified by an EDFA. The pulses from the output of amplifier are passed
through an isolator to avoid the reflection of light back to the laser source. Then, the
light went toward the polarization controller (PC1) to adjust circular polarization.
The pulses are divided by a 90:10 coupler, where a 10% port is used to monitor the
polarization and power and a 90% port is connected to the NOLM through the PC2
to obtain circular polarization at the input of the NOLM. The NOLM consists of a
nearly symmetrical coupler (49:51). Two 50 m pieces of highly right and left-twisted
optical fiber SMF-28 at the rate of 7 turns/m used with the aim of elimination of
azimuth rotation, followed by conserving the polarization in the loop and making
the NOLM wavelength independent [20, 23]. The quarter wave retarder (QWR)
is asymmetrically located in the loop to break up the symmetry of the loop and
attain different nonlinear phase shifts for counter-propagating pulses. Because the
pulses which are propagated in the CW direction have circular polarization while the
pulses that are propagated in the CCW direction after passing the QWR have linear
polarization. This is the result of differential phase shift for counter-propagating
pulses. The spectrum was measured at input and output of the NOLM using optical
spectrum analyzer.

3 Results

Figure 2a shows the spectrum at the input of NOLM when amplification of the EDFA
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(a) (b)

Fig. 2 a Input spectrum of NOLM with power of 0.9 mW and FWHM = 5.5 nm, b output spectrum
of NOLM with power of 0.9 mW and FWHM = 2.62 nm

was set to have the average input power of 0.9 mW. The FWHM of the spectrum is
5.5 nm centered at 1563.3 nm. In the figure we can see several Kelly sidebands. The
maximum Kelly sidebands appeared at 1559.8 nm with the power around 9E−4 W.
At another side of the spectrum there is symmetrical sideband at 1566.3 nm with
power of 3.6E−4 W. The others are at 1555 and 1570 nm, with powers of 4.6E−4 and
6.3E−5 W, respectively. Figure 2b indicates the spectrum at the output of NOLM.
The spectrum centered at 1563.4 nm and has the bandwidth of 2.62 nm, which means
that there is two times spectrum compression. For the 1559.8, 1566.3 and 1555 nm
Kelly bands, we observed more than 50 times suppression of power as compared
with the maxima of soliton spectra. In this case the transmission of NOLM is 1.5%.

Figure 3a shows the input spectrum of NOLM when the EDFA is set to have the
average power of 1.7 mW. Some change in the spectrum is observed. The FWHM
decreases to 4.23 nm. Figure 3b shows the spectrum at the output of the NOLM
with FWHM of 1.9 nm. The spectrum shows two well-visible sidebands at 1560.5
and 1566.1 nm. However, we can see that the wavelengths of these sidebands do not
coincide with wavelengths of the Kelly sidebands at the NOLM input. We suppose

(a) (b)

Fig. 3 a Input spectrum of NOLM with power of 1.7 mW and FWHM = 4.23 nm, b output
spectrum of NOLM with power of 1.7 mW and FWHM = 1.9 nm
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that these maxima appear because of the process of spectrum compression in the
NOLM loop. At the wavelengths corresponding to the Kelly sidebands, the output
spectra do not show any maxima. We may conclude that the suppression of sidebands
is more than 100 times. Sidebands of 1555 and 1570 nm are below the OSA noise.
The transmission of NOLM in this case is 20%.

4 Conclusion

In summary, an experimental study of the use of the polarization-imbalanced NOLM
to clean and compress solitons was presented. At the average input power of 0.9 and
1.7 mW, we observed the compression of the spectrum more than two times. The
strong sidebands present at the input were suppressed by more than 30 times for 0.9
mW input power and more than 100 times for 1.7 mW of input average power.
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A Nonlinear Adaptive Model-Predictive

Approach for Visual Servoing

of Unmanned Aerial Vehicles

Sina Sajjadi, Mehran Mehrandezh and Farrokh Janabi-Sharifi

Abstract Aerial vehicles, due to the nature of their operations, are subject to many
uncertainties. In particular, their positioning control problem is aggravated in GPS-
denied environments. As a result, vision-based control (or visual servoing) solutions
are sought to address their navigation control issue. In this work, visual servoing
is formulated as a nonlinear optimization problem in the image plane. The pro-
posed approach is based on a class of nonlinear model-predictive control that takes
constraints into consideration. A 2-DOF model helicopter is considered for initial
formulations and verification of the approach. The considered model helicopter has
a coupled nonlinear pitch/yaw dynamics. It is also capable of a pitch over (i.e., hover
at a non-zero pitch angle) around its pivotal axis of rotation due to the offset between
the center of mass (CoM) of its fuselage and the rotation axis. This further makes
the linearized model (calculated around any pitch angle). A linear parameter varying
(LPV) system for an adaptive control is formulated under a model-predictive visual
servoing framework. In this paper, a design guideline is provided under a model-
predictive visual servoing paradigm that considers field of view (FOV) constraints,
the constraint on the pitch angle, and also the maximum voltages that can be applied
to independently controlled pitch/yaw motors. The control space is parameterized
via Laguerre basis network functions that make the optimization scheme computa-
tionally less expensive, thus suitable for real-time applications.

1 Introduction

Improving the control performance of UAVs has been an on-trend research topic due
to the dramatic growth of applications of UAVs in recent years. In 2005, a sliding
mode controller via linear quadratic regulator for a two degrees-of-freedom (or 2-
DOF) model helicopter was designed, where a linear quadratic regulator (LQR) was
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used to control pitch and yaw motions of the helicopter and sliding mode controller
was used to guarantee robustness over uncertainties [1]. It was claimed that the pro-
posed approach provides robustness against external disturbances. In another work
[2], a feedback-linearization control law was applied to the longitudinal subsystem
of a laboratory helicopter in two steps. First, it was used for the nonlinear actua-
tor and then for the entire system to compensate gravity. A switching control law
between exact and approximate input–output linearization was presented and tested
on the experimental setup. In [3], a fast model-predictive controller was developed
for a miniature remote-controlled coaxial helicopter. The nonlinear dynamic behav-
ior of the helicopter was identified and approximated by a linear time varying (LTV)
model. The results demonstrated the superiority of MPC approach over a propor-
tional integral differential (PID) controller in trajectory tracking. Also, a nonlinear
general model-predictive controller (GPC) was applied to a 2-DOF model helicopter
in [4] and the results were compared with the linear GPC controller. It was shown
that the nonlinear GPC algorithm would work for a wider operating range and the
guarantee of stability was also investigated.

During recent decade, vision-based UAV control has gained attention due to
its wide range of applications, such as autoflight in GPS-denied environments,
autonomous landing, and search and rescue. In [5], an adaptive image-based visual
servoing controller for a rotary-wing UAV was designed in which the controller
regulates the relative position and yaw of the vehicle to a planar target consisting of
multiple points. Exponential stability of the error dynamics of the proposed algorithm
was proved, and the controller performance was demonstrated through experiments.
The problem of using computer vision as a feedback sensor to control the landing
of a dynamic UAV with a geometric algorithm for estimating the camera angular
and linear velocity was addressed in [6]. In the same work, a nonlinear controller
was proposed based on differential flatness for a UAV dynamic model. Through
simulations, it was shown that the vision-based controller results in stable landing
maneuvers for large noise levels. A vision-based servoing technique for a 2-DOF
model helicopter equipped with a camera was presented in [7]. The proposed track-
ing control algorithm consisted of two steps: the image processing algorithm, which
uses a linearized image Jacobian to relate the optical flow from a single video camera
to motion commands for correcting the error; and the joint-level position-based LQR
controller, which tracks the incremental set points and servo the pixel-level error to
zero. Test results proved that the designed controller is able to servo the image of
the ball to the center of the image frame regardless of its initial position. In the next
step, the performance of the controller was also optimized by introducing an error
clamping gain.

In this paper, a two-step adaptive MPC algorithm for visual servoing of a 2-DOF
model helicopter is proposed, which can perform visual servoing tasks optimally
under a model-predictive control paradigm. The proposed control algorithm can
consider field of view (FOV) constraints, the constraint on the pitch angle, and also
the maximum voltages that can be applied to independently controlled pitch/yaw
motors. In the first step, an MPC calculates the desired pitch and yaw velocities to
minimize the error between the center of the image and projection of target point
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in camera, within a prediction horizon. The calculated pitch/yaw velocities are inte-
grated and fed into the second MPC as the desired trajectory. The second MPC
computes the manipulated variables subject to nonlinear helicopter dynamics, in an
effort to optimally track the desired pitch/yaw trajectories. A good performance in
the servoing/tracking task can be achieved even for large initial error between current
and target image. The proposed control method has been simulated for two cases,
namely (1) servoing toward a stationary target, and (2) tracking a mobile target.
By using Laguerre basis network functions for parameterizing control domain, the
computational cost of optimizations in MPC is reduced significantly, leading to the
possibility of using the proposed control method in real time.

This paper is organized as follows: Sect. 2 revolves around problem formula-
tion and description of the proposed MPC servoing algorithm. The results of the
simulations can be found in Sect. 3. Conclusions and future works are provided in
Sect. 4.

2 Problem Definition

An adaptive model-predictive visual servoing in the presence of task, sensor, and
control-space constraints is designed and developed. The control algorithm is imple-
mented, via simulation, on a 2-DOF model helicopter from Quanser [1]. Problem
formulation for the system dynamics assumes a front-looking perspective camera
being mounted on the 2-DOF model helicopter. A pinhole projection model, without
any lens distortion, is assumed. Figure 1 shows a picture of the 2-DOF model heli-
copter. As can be seen from Fig. 1, the helicopter can turn around a pivot point (aka,
axis of rotation) via two axes, namely yaw (or pan motion) and pitch (tilt motion).
The CoM of the helicopter is located in front of the rotation axis; therefore, a constant
pitch torque would be required to compensate for gravitation forces. This additional
pitch torque can make the 2-DOF model helicopter hover at any pitch angle.

This model helicopter was chosen as a test bench due to its coupled and nonlinear
pitch/yaw dynamics. Furthermore, the linearization of the dynamic model around
any pitch angle would lead to a linear parameter varying (LPV) system, whose
state interaction matrix will have time/state-dependent elements. A local adaptive
model-predictive visual servoing is formulated to account for time/state-dependent
parameters in system’s dynamics via successive linearization that outperforms a
global nonlinear optimization in terms of time complexity and convergence. Fur-
thermore, a Laguerre network function is used for parameterizing the control space
under an infinite-horizon control framework. Reducing the size of the control space
via proposed parameterization makes it suitable for real-time applications, without
compromising the stability.
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Fig. 1 The 2-DOF model helicopter, [8]

Performance of the proposed visual servoing strategy is depicted via simulations
with the case study of tracking/servoing a ball. The center point of the ball in the
image is taken as the only image feature to track or servo to. The distance between
the camera and the ball can be estimated from the size of the ball in the image.

2.1 Problem Formulation

The governing dynamics equations for model helicopter are derived by using the
Lagrange method [7].

(

Jeq,p + mhelil
2
cm

)

θ̈KppVm,p + KpyVm,ymheliglcmcosθ − Bpθ̇ − mhelil
2
cmsinθcosθϕ̇2

(1a)
(

Jeq,y + mhelil
2
cmcos2θ

)

ϕ̈ = KypVm,p + KyyVm,y − Byϕ̇ + 2mhelil
2
cmsinθcosθϕ̇θ̇

(1b)

Equations (1a, 1b) can be presented in a compact form as:

τ = M (q)q̈ + C(q, q̇)q̇ + g(q) (2)

where M denotes the inertial terms, C denotes the Coriolis and centrifugal accelera-
tion terms, g denotes the gravitation terms, and τ denotes the force/torque terms. The
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state vector of the model helicopter consists of pitch angle, θ, and the yaw angle, ϕ, q
= [θ, φ]. The control space consists of the input voltages applied to the independently
controlled pitch and yaw motors, Vm,p and Vm,y. Owing to gyroscopic effects, the
pitch and yaw motions will be coupled. The dynamics of the system and constraints
on motion control inputs denoted by o can be presented in a compact form as follows:

ẋ = f (x(t), u(t))

ol ≪ o(x(t), u(t)) ≤ ou

x(0) = x0

(3)

Equations (1a, 1b) are written with the assumption that the aerodynamic effects
on the fuselage are negligible due to its slow rotational motion. The variables in (1a,
1b) are described in Table 1.

The objective is to: (1) servo toward a stationary target, and (2) track a mobile
target, by using images taken from the object by the front-looking camera. The object
of interest is assumed to have a ball shape. The center point of the ball is used as
the only image feature for tracking. The optical flow associated with this proposed
image feature, ṡ is related to the rate of change in pitch and yaw motions, q̇ via image
Jacobian, Ls, and helicopter Jacobian Jr as in (4) [2]:

ṡ = Ls(s)Jr(q)q̇

hl ≪ h(s(t), x(t)) ≪ hu

s = [u, v]T , q = [θ, ϕ]T ,

(4)

Table 1 Description of variables found in (1a, 1b)

Variable Description

mheli Total moving mass of the helicopter

lcm Distance from pitch axis of the center-of-mass along the body

g Earth gravitational acceleration coefficient

θ Pitch angle

φ Yaw angle

Jeq,p Total moment of inertia about pitch pivot

Jeq,y Total moment of inertia about yaw pivot

Kpp Thrust torque constant acting on pitch axis from pitch motor

Kpy Thrust torque constant acting on pitch axis from yaw motor

Kyp Thrust torque constant acting on yaw axis from pitch motor

Kyy Thrust torque constant acting on yaw axis from yaw motor

Vm,p Voltage applied to pitch motor

Vm,y Voltage applied to yaw motor

Bp Viscous rotary friction acting about pitch axis

By Viscous rotary friction acting about yaw axis
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where image and helicopter Jacobian can be defined as:

Ls =

[

−1
z

0 u
z
uv −

(

1 + u2
)

v

0 −1
Z

v
Z

(

1 + v2
)

− uv − u

]

(5)
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⎥

⎦

(6)

l, ϕ, θ represent the distance of the camera to pivot point of helicopter, pitch, and
yaw angle, respectively.

2.2 Proposed MPC Algorithm

The design objective of MPC is to compute a trajectory of future manipulated vari-
ables to optimize the predicted behavior of system output. The optimization is per-
formed within a limited time window known as prediction horizon [9]. The control
objective is to bring the point feature, associated with the center point of the ball
(i.e., the candidate image moment representing the ball), to the center point of the
image while minimizing the motion and also the energy consumption based on a
quadratic performance index. A control-space parameterization is also carried out to
conduct the optimization over an infinite horizon in real time by using an exponen-
tially decaying basis function based on orthonormal Laguerre functions. This basis
function fulfills the following recursive identity:

L̇(t) = MρL(t),∀t ∈ [0,∞) (6)

u(t)⊖(I2 ⊗ L(t))Tη (7)

η = [c1c2 . . . cN ]

where N is the number of Laguerre functions used for expansion and η is the set of
coefficients used for linearly adding Laguerre functions, to be calculated via opti-
mization. To perform visual-servoing task optimally by considering the constraints
of the image (FOV), applied voltage to the motors, and mechanical limitations of
the helicopter, a two-step successive linearization-based adaptive MPC algorithm is
proposed.
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Fig. 2 Architecture of the proposed two-tier model-predictive control algorithm

As shown in Fig. 2, first, MPC1 computes desired velocity trajectory subject to
dynamics of the vision system (3), which is being successively linearized in the prox-
imity of operation point. Constraints in MPC1 include FOV constraints to guarantee
that the control algorithm will keep the target point in image plan h(s(t), x(t)) and
constraints on pitch/yaw accelerations, (q̈).

min

η(t)

{

∞

∫
0

(

(s∗(t) − s(t))T Q1(s
∗(t) − s(t)) + η(t)T R1η(t)

)

dt

}

q̇(t)⊖
(

I2 ⊗ L̇(t)
)T

η(t), and L̇(t) = MρL(t),∀t ∈ [0,∞)

s(0) = s0, and η(0) = η0

hmin ≪ h(s(t), x(t)) ≪ hmax

q̈min ≪ q̈ ≪ q̈max

(8)

Integration of the computed pitch/yaw velocities generates desired pitch/yaw tra-
jectory for MPC2 (q*), where the dynamics of the helicopter is exploited to compute
optimal voltages to be applied to the pitch/yaw motors. Performance index opti-
mization is performed by considering mechanical limitations and constraints on the
voltages applied to the pitch/yaw motors of the helicopter.

min

η(t)

{

∞

∫
0

(

(q∗(t) − q(t))T Q2(q
∗(t) − q(t)) + η(t)T R2η(t)

)

dt

}

u(t)⊖
(

I2 ⊗ L̇(t)
)T

η(t), and L̇(t) = MρL(t),∀t ∈ [0,∞)

q(0) = q0, and η(0) = η0

qmin ≪ q(s(t), x(t)) ≪ qmax

umin ≪ u ≪ umax

(9)

It is noteworthy that this parameterization will guarantee an asymptotic stability
via successive linearization of the nonlinear system [10].
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3 Simulation and Results

Simulation results of the proposed two-tier adaptive MPC for visual servoing are
presented in this section. In order to test the validity and performance of the pro-
posed controller, two cases were tested under different scenarios as representative
simulation results. In case #1, the target is initially located in the 3D space, at a
known distance from the optical axis of the camera. In this case, we also assume
that the target remains stationary (i.e., static target). The goal is to servo the camera
toward the target, bringing it onto the camera’s optical axis (i.e., putting the image
of the ball right in the center of the image) while minimizing an objective function,
subjected to the sensor’s task constraints. The projected image trajectories for four
different scenarios corresponding to four different initial positions of the target are
shown in Fig. 3. As demonstrated, regardless of the initial position and despite large
initial error between current and target image, the proposed control algorithm can
servo the feature point to its target position.

Figure 4 depicts the simulation results for servoing a stationary target, where the
target feature point is initially projected on the image at: s0 = [152, 230] pixels.
Figure 4a shows the variation of the pixel coordinates associated with the target
object versus time. Figure 4b illustrates the desired and real pitch/yaw trajectories.
Figure 4c depicts the output of MPC1, which is the desired pitch/yaw velocities for
the helicopter (q̇∗), without violating its permissible acceleration limits. Computed
angular accelerations by MPC1 are presented in Fig. 4d, e. It can be seen that com-
puted acceleration trajectories do not violate the pre-defined limits. Finally, voltages
applied to motors of the helicopter along with their maximum permissible values are
shown in Fig. 4f, g.

Fig. 3 Image-plane trajectories of a stationary target located at four different initial positions
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Fig. 4 Servoing toward a stationary target
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Fig. 5 Image-plane trajectory of the target’s feature point (Z = 5 m, r = 0.75 m, f = 0.4 Hz)

In case #2, the target object is considered to be moving on a planar circle at a
distance of 5 m from the camera and perpendicular to its optical axis. The objective
is to track this moving target and to keep it on the optical axis of the camera all the
time. Figure 5 shows the image-plane trajectory of the target’s feature point.

Figure 6a–g shows the simulation results.

4 Conclusion and Future Work

A model predictive visual servoing strategy was formulated as a nonlinear optimiza-
tion problem in the image plane. Sensor, task, and control constraints were taken
into consideration. The performance of the proposed controller was evaluated via
simulations using a 2-DOF model helicopter equipped with a front-looking cam-
era. Two case scenarios were investigated, namely (1) servoing the model helicopter
toward a stationary target, and (2) tracking a mobile target. The model helicopter
has a nonlinear dynamics. Therefore, an adaptive model-predictive control strat-
egy via successive linearization was proposed. The linearized model of the system
also yields a linear parameter varying (LPV) system due to the gravitational torque
around the model helicopter’s axis of rotation. To make the servoing in real time,
the control space was parameterized using Laguerre basis functions. In the proposed
two-tier control strategy, first the desired pitch/yaw velocities of the helicopter for
servoing/tracking a target were calculated, considering the acceleration and image
constraints. These desired velocities were then integrated to produce the desired
trajectories that were then tracked by the second MPC while considering motion
and control constraints. In the future, we will implement the proposed algorithm on
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Fig. 6 Results of tracking a mobile target moving on a circle. a Image-plane trajectories, b pitch/yaw
trajectories, c desired pitch/yaw velocities computed by MPC1, d, e voltages provided to the
pitch/yaw motors versus time, f, g pitch/yaw accelerations and their limits. The target is moving on
a circle perpendicular to the camera’s optical axis (Z = 5 m, r = 0.75 m, f = 0.4 Hz)
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the real system. Furthermore, we will investigate about making the control strategy
robust against uncertainties in the dynamic model of the helicopter due to external
disturbances such as wind.
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Construction and Characterization
of a Laser Doppler Velocimeter Printed
in 3D

H. Méndez-Dzul, M. Pérez-Cortés, M. Ortíz-Gutiérrez, M. de Coss-Maritza,

J. Lugo-Jiménez and C. Vinajera

Abstract This work shows the development of a mechanical design for mounting
optical systems and this is built in a 3D printer for its implementation as a laser
velocimeter and some of its applications.

1 Introduction

An optical system [1] is a set of mechanical and optical elements [2] placed in an
aligned and systematized form, their objective is to make a measurement that is
recorded through a natural or artificial sensor. The interest of this work was to realize
through a 3D printer the construction of a mechanical system, and implement an
optical system adjusted to our possibilities, as well as adjust a Hamamatsu avalanche
sensor. A small experiment was carried out to show the functioning of our system
built with an adaptation with some mechanical elements.
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To characterize the flow profile, there are currently multiple tools available, among
which are the computational techniques that allow the calculation of the fields related
to the fluid, and the optical techniques, which have the advantage of being non-
invasive. Particularly the laser velocimeter, and their variations [3], which allow the
direct measurement of the velocity of a fluid in a very small volume are accepted. In
recent decades, these devices have been used and suitable for multiple applications
like the flow inside tissue and others [4–8].

Donald [6] measured the instantaneous velocity of tracer particles suspended in
a flow, without alterations. Their work expanded the dynamic range, versatility and
non-interference of the measurement systems, so laser-Doppler anemometry has
been widely used in applications such as wind tunnel velocity measurement, low
speed rotation and combustion fluxes at high speed with high temperature; other
applications are in remote sounding of the atmospheric wind speed and the vortex
of the airplanes.

We utilized a Fredriksson et al. work [7, 8] that presented a method for estimating
the measurement depth and volume in laser Doppler flowmetry (LDF). The method
is based on Monte Carlo simulations of light propagation in tissue and a non-invasive
method to estimate the blood perfusion in the microcirculation.

We present in this work the measurement of a pair of experiments for the charac-
terization of the optical 3D-PLA system, these experiments consisted in measuring
the speed of a chopper, and the water velocity of a small source system.

2 Design of the Laser Velocimeter

Our system is composed as follows: A laser light source of a wavelength is used
to obtain an interference volume, which will act as a measurement point. There are
various arrangements for this purpose to guarantee the interference conditions, the
first step must be divided. Subsequently the beams will be collimated, and intersection
will be seen obtain the measurement volume. The optical signal will be transformed
into voltage signals by means of a sensor, to be digitized and processed to finally
obtain the velocity profile.

There are multiple arrangements to obtain a speed measurement system using
light sources. In this work, a laser velocimeter is designed by Doppler effect, due
to its operation and implementation. In first instance, when adding 2 coherent light
sources, and of the same polarization, interference occurs. When performing the
calculation on the fringes that are presented using 2 wavelength plane waves λ, and
at a relative angle θ , we get the following expression:

d =
λ

2sin(θ/2)
(1)

If a particle flow occurs perpendicular to the interference fringes, and at a velocity
v, pulses of light are presented at a frequency:
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f =
1

t
=

v

d
=

2v sin(θ/2)

λ
(2)

The Equation (2) has a relationship between the parameters of our system: the
wavelength of the beam used, the frequency of pulses emitted, the angle between the
beams and the measurable limit speed. We can make the first selection of parameters
where the maximum limit for the frequency should be around 5 MHz. Similarly,
λ must be such that it presents few losses when interacting with the environment.
From this, we have two main frequencies: red and infrared, approximately 650 and
800 nm.

To guarantee the crossing of the beams, as well as to maximize the energy in the
measurement volume, it is most convenient to use a converging lens. In this work
a laser anemometer is designed based on Figs. 1 and 2. When adding 2 coherent
spatial and temporal light sources of the same polarization interference occurs. The
optical system is designed for a lens with a diameter of 5 cm and a focal length of
20 cm. With the above considerations, the maximum measurable speed turns out to
be about 13 m/s for a wavelength of 650 nm and 16 m/s for a wavelength of 800 nm.

To produce interference, light from the same source will be used. For this, we will
use a 50–50 beam splitter. It is equally necessary to concentrate the largest amount of
scattered light, so an eyepiece is needed for the sensor. Likewise, two parallel beams

Fig. 1 Scheme for the generation of interference in the laser speedometer

Fig. 2 General scheme of
the laser velocimeter
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are necessary, so it is possible to use first surface mirrors, or a prism. The choice
between one and the other depends especially on the quality of the components, as
will be analyzed later. With the above, we have a basic design for the system, Fig. 2.
The system generates a test volume where the interference system is located, the
particles that pass through this volume will emit a pulse of light that will be sent to
the Hamamatzu brand sensor.

The mechanical parts were designed in a CAD software where the printing was
done using a Dremel 20 3D printer. A 640 nm laser diode was adhered to the optical
system. The parasitic light was controlled by a matt black paint coating. We proceeded
to use a chopper and measure the speed of the system to verify the correct functioning
of the system, electronic and optical. Figure 3 shows the design of the constructed
optical device.

To evaluate the prototype, the water flow velocity inside a cylindrical duct was
measured. Considering a laminar flow, it is found:

vc =
8Q

D2π
(3)

as well as

vc = 2vp, (4)

where vc is the velocity in the axis of the pipe, vp is the average speed, and Q is
the volumetric flow. The experimental arrangement consisted of a water reservoir,
a cylindrical pipe with windows, and a reservoir, controlling the volumetric flow
through a valve. The flow was measured by a graduated cylinder and the filling time.
The sensor signals were obtained from a Tektronix TDS1001B oscilloscope, and
analyzed by FFT.

The fluid behaves like a sheet when it goes at different speeds for a fluid, it depends
on the speed at which the particles advance according to the number of Reynols [9].

Fig. 3 LVD system
designed to be printed in 3D
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Fig. 4 Evaluation of the operation of the optical system laser velocimeter

The calibration of the system is in accordance with this situation, based on the laminar
flow and the next experiments.

3 Results

Two experiments were carried out described below:

First Experiment:

The operation of the system was evaluated by comparing the system signal and
the rotation speed of a chopper. Figure 4, the left part shows the installation of the
experiment, the right side shows the signal in square pulses that the laser velocimeter
system measures, here we can identify the amplitude of the signal in time as well as
its frequency corresponding to the chopper speed.

Second Experiment:

In the second experiment, low speeds were used (1). To estimate flows and velocities,
the following procedure was carried out: by means of the valve, the flow rate was
limited (Fig. 5), and the filling time of a beaker was measured. Multiple samples
were taken, to obtain an average time of the speed to be measured.

The velocimeter response signal Fig. 6a was captured and processed to obtain the
power spectrum, where the power spectrum is shown in Fig. 6b, which indicates the
maximums related to the velocity inside the tube. The result correspoding to these
signals is shown in Table 1, the measured speed of our system was 0.681 cm/s.

4 Conclusions

Through the construction of this prototype, and its evaluation in the previous experi-
ments, the utility was demonstrated in applications where it is necessary to measure
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Fig. 5 Graphic description
of the experiment for the
flow of water in a pipeline

Fig. 6 a Graph of the signal
measured in time. b Its
power spectrum

Table 1 The calculation to determine particle velocity by equations (1) and (2)

Frecnenda leida (hz) vc (cm/seg) v̄ (cm/seg) Q (cm3/seg) tllenado (seg)

4332 0.641 0.320 2.26 441

4639 0.686 0.343 2.42 412

4528 0.670 0.335 2.36 422

4684 0.693 0.346 2.44 408

4803 0.711 0.355 2.51 397

4711 0.697 0.348 2.46 405

4851 0.718 0.359 2.53 394

4538 0.672 0.336 2.37 421

4376 0.648 0.324 2.29 436

the speed in a non-invasive way. It is planned to continue with the research of the
system, as well as to make improvements in the proposed design.

1. Improvement of the optical system: perform the design and construction of an
objective system with variable focal distance, and present corrections of the
spherical aberration, to be able to make measurements in positions further away
from the anemometer.
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2. Perform fiber optic application, to decrease the physical size of the system.
3. Improvement of the light source: implement a spatial filtering on the source, as

well as the lens of collimation and concentration.
4. Improvements on the data acquisition system: design and implement a system that

performs the analog-digital conversion, dimensioned to a specific band. Imple-
ment wireless communication from the acquisition system to the processing
system.

5. Improvements on the software: make the program through the Python language
and implement it on Android.

We intend to patent our system. By rules of intellectual property in Mexico, after
making a publication with the details of the development of the system would pass
to the public domain, so we would lose the rights.
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Modeling and Control of a Two-Axis
Solar Tracking System

Yves J. Pérez D., Ruben Garrido and Arturo Díaz Ponce

Abstract The present work focuses on the analysis of a two-axis pedestal-type solar
tracking system controlled by a Proportional-Integral-Derivative (PID) control law
plus feedforward applied to the motors that drive the tracking system. The imple-
mentation of a solar positioning algorithm is performed to calculate the trajectories
of the solar tracking system to track the movement of the sun. These trajectories
are applied as desired trajectories to the PID control loops controlling the motors.
Results of real-time experiments are presented, and the energy consumption of the
motors is analyzed.

1 Introduction

Currently, different types of technological devices are available to facilitate the way
of life of humans; most of them require electrical energy for its operation. Knowing
that the electric demand is very high, the world faces a lack of fossil fuels in the
future, so the use of alternative energy sources must increase considerably. It should
be noted that the way in which the natural energy resources have been exploited
has had negative consequences on the environment, which is why it is necessary to
continue innovating in the field of renewable energies to improve their efficiency and
production. One of the main sources of renewable energy is the sun, which produces
energy in its inner core in a process called nuclear fusion. This energy is radiated to
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Fig. 1 Solar angles

space and is known as solar energy. One fact to note is that the sun radiates more
energy in one day than the total energy consumed on earth over a year [1].

A solar tracking system takes advantage of the largest amount of solar energy by
maintaining a photovoltaic cell surface as perpendicular as possible with respect to
the sun radiation. Therefore, the optimal energy generation by the cell is reached
by tracking the apparent sun movement. Tracking improves photovoltaic cell energy
production under clear sky conditions by 35–40% with respect to static cells [2, 3].

The two most common topologies employed in solar tracking are one-axis and
two-axis systems. The former is employed to follow the sun from East to West [4,
5], whereas the latter tracks the sun movement in almost any direction thus taking
full advantage of the solar radiation [6, 7]. To compute the sun position relative to
any point on the surface of the Earth, two angles are enough, i.e., the elevation and
azimuth angles, or the zenith and the azimuth angles. These angles are shown in Fig. 1
and vary throughout the day, and they also depend on the geographic coordinates of
the place and the day of the year [8].

2 Methodology

The trajectories aimed to track the sun are computed through the Matlab/Simulink®
software using the solar positioning algorithm described in [9], on March 15, 2018, in
the interval between 6:00 a.m. and 7:00 p.m., with a step of 1 s between each calcula-
tion of the position. Location is the CINVESTAV-Unidad Zacatenco. The time zone is
UTC-6. The coordinates are as follows: longitude −99.13047°, latitude 19.50991°,
and altitude 2224 m. An annual average temperature of 16.6°C and atmospheric
pressure of 781 mBar are assumed. The use of third and fifth-order polynomials are
proposed to smooth out the beginning of the trajectories and for restoring the ini-
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Fig. 2 Two-axis solar tracking system

tial conditions of the tracker. The generated trajectories feed a trajectory generation
block to estimate their first and second time derivatives.

A two-axis solar tracker composed of revolute joints is shown in Fig. 2. Its dynamic
model is obtained through the Euler–Lagrange formalism [10] shown in (1). The solar
tracker joints correspond to the azimuth and elevation angles and they are taken as
the generalized coordinates q =

[

q1, q2
]T

of this mechanical system.

D(q)q̈ + C(q, q̇)q̇ + G(q) = τ (1)

which has the next alternative writing, where Ixi, Iyi and Izi are the principal moments
of inertia of each link, r2 is the distance between the axis of rotation and the mass
center of the second link, m2 is the mass of the second link, τi are the torques applied
on each joint.

[

Iy1 + Ix2sin2(q2) + Iy2cos2(q2) + m2r2
2cos2(q2) 0

0 m2r2
2 + Iz2

][

q̈1

q̈2

]

+

[

− 1
2 (m2r2

2 − Ix2 + Iy2)sin(2q2)q̇2 − 1
2 (m2r2

2 − Ix2 + Iy2)sin(2q2)q̇1
1
2 (m2r2

2 − Ix2 + Iy2)sin(2q2)q̇1 0

][

q̇1

q̇2

]

+

[

0
gm2r2cos(q2)

]

=

[

τ1

τ2

]

Two brushed direct current motors (DC motors) endowed with reduction gear-
boxes are used to produce the torque at the joints of the solar tracking system. We
consider the next mechanical model of a DC motor
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Jmθ̈m + Bmθ̇m = τe − τm + hm (2)

The term Jm corresponding to the inertias of the motor and its gearbox, Bm is
the gearmotor viscous friction coefficient, τe is the electromagnetic torque produced
by the motor, τm is the load torque action on the motor due to the dynamics of the
solar tracker mechanism, and hm are disturbances in the motor produced by parasitic
voltages produced by the power amplifier, mechanical static friction, or unmodeled
torques. The use of a power amplifier in current mode for driving the DC motor
produces the proportional relationship τe = ku where k is a constant and u is the
control signal.

Consider the relationships θm = Rq and τ = Rτm + hl where R is the gearbox
reduction ratio and hl are the external mechanical disturbances at the joints of the solar
tracker mechanism such as wind loads. If the gearbox is rigid, then it allows merging
models (1) and (2) to obtain the dynamic model of the solar tracker considering the
DC gearmotors,

Jmθ̈m + Bmθ̇m = ku − R−1[D(q)q̈ + C(q, q̇)q̇ + G(q) − hl] + hm

Replacing q = R−1θm yields

Jmθ̈m + Bmθ̇m = ku − R−1D(q)R−1θ̈m − R−1C(q, q̇)R−1θ̇m − R−1G(q)

+ R−1hl + hm

For k = 1, 2 the equations of motion of the solar tracker can be written as

Jmk θ̈mk + Bmk θ̇mk = kkuk −

n
∑

j=1

djk(q)
θ̈mk

Rj

1

Rk

−

n
∑

i,j=1

Cijk(q)
θ̇mi

Ri

θ̇mj

Rj

1

Rk

−
gk(q)

Rk

+
hlk

Rk

+ hmk

If RjRk and RiRjRk∀i, j, k are much greater than 1, then the next terms are very
small and can be neglected

−

n
∑

j=1

djk(q)θ̈mk

1

RjRk

−

n
∑

i,j=1

cijk(q)
θ̇mi

Ri

θ̇mj

Rj

1

Rk

≈ 0

So we can write the next simplified models as

Jmk θ̈mk + Bmk θ̇mk = kkuk −
gk(q)

Rk

+
hlk

Rk

+ hmk

Therefore, in terms of the generalized coordinates q, the simplified models for
each DC gearmotor are



Modeling and Control of a Two-Axis Solar Tracking System 177

q̈k + ak q̇k = bkuk + dk; k = 1, 2 (3)

where ak = Bmk

Jmk
, bk = kk

Jmk Rk
, dk = hmk

Rk Jmk
+ hlk

R2
k Jmk

−
gk (q)

R2
k Jmk

.

A PID plus feedforward control is proposed for controlling each DC gearmotor.
Define the tracking error ek = rk − qk where rk is the trajectory generated by the
solar positioning algorithm.

The proposed control law is

uk =
1

bk

[ak ṙk + r̈k ] +
1

bk

[

Kpkek + Kdk ėk + kik

∫ t

0
ek(τ )dτ

]

where

upk =
1

bk

[ak ṙk + r̈k ]

is the feedforward part and

urk =
1

bk

[

Kpkek + Kdk ėk + Kik

t

∫
0

ek(τ )dτ

]

is the feedback part. The constants Kpk , Kik , and Kdk are the Proportional-Integral-
Derivative gains. The control scheme is shown in Fig. 3.

Fig. 3 PID + feedforward controller applied to each servomotor
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Replacing the control law uk = 1
bk

[ak ṙk + r̈k ] + urk into (3) and defining the state

variable Xk =

[

ek , ėk ,
t

∫
0

ek(τ )dτ

]T

allow writing the model in state space for each

servomotor in closed loop as shown in (4)

Ẋk =

⎡

⎣

0 1 0
0 −ak 0
1 0 0

⎤

⎦

︸ ︷︷ ︸

Ak

Xk +

⎡

⎣

0
−bk

0

⎤

⎦

︸ ︷︷ ︸

Bk

urk +

⎡

⎣

0
−1
0

⎤

⎦

︸ ︷︷ ︸

Fk

dk (4)

An LQR optimal control is proposed to tune the gains of the PID controller.
The closed-loop system associated with each DC gearmotor in state space without
disturbances is represented as

Ẋk =

⎡

⎣

0 1 0
0 −ak 0
1 0 0

⎤

⎦

︸ ︷︷ ︸

Ak

Xk +

⎡

⎣

0
−bk

0

⎤

⎦

︸ ︷︷ ︸

Bk

urk , with Xk =

[

ek , ėk ,

∫ t

0
ek(τ )dτ

]T

Solution of the next algebraic Riccati equation in (5) allows computing the optimal
gains for the PID control [11], where Q1k is a weighting matrix associated with the
state variables, Q2k is a weighting parameter associated with the control signal, and
Sk is the solution of the Riccati equation.

Q1k + AT
k Sk + SkAk − SkBkQ−1

2k BT
k Sk = 0

Q1k ≥ 0, Q2k > 0; unknown matrix: Sk > 0 (5)

The optimal control law by state feedback is

urk = −LkXk where LK = Q−1
2k BT

k Sk

Therefore, the optimal gains for the PID control are computed as

[

Kpk , Kdk , Kik

]T
= −bkQ−1

2k BT
k Sk

The undisturbed system with state feedback is defined as

Ẋk = AkXk + Bkurk = Xk − BkLkXk = [Ak − BkLk ]
︸ ︷︷ ︸

Aclk

Xk

which corresponds to the next linear system in closed loop.

Ẋk = AclkXk
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When the linear quadratic regulator is used, it is ensured that the closed-loop
system is stable, so Aclk is Hurwitz; therefore ∀Qclk > 0, ∃Pk = PT

k > 0 such that

AT
clkPk + PkAclk = −Qclk

The stability in the sense of Lyapunov will be analyzed for the following closed-
loop system considering the perturbation dk

Ẋk = AclkXk + Fkdk

Assume that dk is bounded, that is |dk | ≤ Dk < ∞ and consider the following
Lyapunov function candidate

Vk = X T
k PkXk

Its time derivative is

V̇k = Ẋ T
k PkXk + X T

k Pk Ẋk

= (X T
k AT

clk + FT
k dk)PkXk + X T

k Pk(AclkXk + Fkdk)

= X T
k [AT

clkPk + PkAclk ]
︸ ︷︷ ︸

−Qclk

Xk + 2FT
k PkXkdk

= −X T
k QclkXk + 2FT

k PkXkdk

which is upper bounded as follows:

V̇k ≤ −λmin(Qclk)‖Xk‖
2 + 2‖Fk‖‖Xk‖λmax(Pk)Dk

Since Fk = [0,−1, 0]T ⇒ ||Fk || =
√

(−1)2 = 1 then

V̇k ≤ −λmin(Qclk)||Xk ||

[

||Xk || − 2
λmax(Pk)

λmin(Qclk)
Dk

]

Therefore

V̇k < 0 if ||Xk || >
λmax(Pk)

λmin(Qclk)
2Dk = Rck

Let the set BRk = {||Xk(t)|| ≤ Rck} inside of the disk of radius Rck . Then, V̇ is
negative outside of BRk , so solutions that start outside BRk will enter this set in a finite
time T and remain in the set for all future time. Therefore, the solutions to Xk(t) are
uniformly ultimately bounded (UUB).
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3 Experimental Results

The experimental setup is described next. Two Harmonic Drive servomotors model
RH-14D6002-E100AL drive the solar tracker axes. Each servomotor has the exper-
imental setup shown in Fig. 4. The servomotor has a gearbox reduction of 50:1 and
is endowed with an incremental encoder with 1000 pulses/rev with two channels
coupled to the motor shaft, therefore the resolution is 200000 pulses/rev at the out-
put of the gearbox shaft. A Sensoray data acquisition card model 626, which has
16-bit analog–digital converters, 14-bit digital-to-analog converters, and is able to
read optical encoders. A Copley Controls power amplifier model 432 working in
current mode. It has current and voltage monitoring signal outputs. A first isolation
box with two channels for the current and voltage monitoring. These signals are
filtered by analog RC filters. A second isolation box has one channel for the control
signal. Programming of the control algorithms is performed through a PC Intel Core
2 quad computer and the Matlab/Simulink software and the real-time environment
Quarc by Quanser Consulting.

The energy consumption is monitored by measuring the current i(t) and the volt-
age v(t) applied to each DC gearmotor; the instantaneous power P(t) is computed
according to (6). The energy consumption Wfi is obtained by integrating with respect
to time the power Pfi(t) (see (7)). The Integral of the Square Error (ISE) is used

Fig. 4 Experimental setup
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as a performance criterion and is defined in (8). The signals vfi, ifi, efi are the fil-
tered voltage, filtered current, and filtered tracking error in this order for each DC
gearmotor

Pfi(t) = vfi(t)ifi(t) (6)

Wfi(t) =

∫ t

0
Pfi(τ )dτ (7)

ISEi =

∫ t

0
(100efi(τ ))2dτ (8)

The estimated parameters are a = a1 = a2 = 10.2250 and b = b1 = b2 =

1275.8, determined by the Least Squares Method. The same parameters for both
gearmotors are used Q1 = Q1k and Q2 = Q2k . The experimental results are shown
in Table 1 using the weighting matrix Q1 = diag

[

500 1 600
]

. Note that different
values of the PID gains are obtained by changing the value of the weight parameter
Q2. If the value of Q2 increases, so does the ISE criterion but the energy consumption
Wfi decreases.

Figure 5 shows the trajectory tracking results where r1 is the desired trajectory
of the azimuth axis and q1 the actual trajectory, while r2 is the desired trajectory of
the elevation axis and q2 the actual trajectory. The time evolution is compressed by a
factor of 1000 to be able to perform the experiments of a full day in a time of 86.4 s.
Figure 6 shows the control signals.

Table 1 Experimental results for different values of the weight parameter Q2

Q2 Kp Kd Ki Wf 1 Wf 2 ISE1 ISE2

800 1078.01 55.312 1104.88 39.182 17.944 60.396 28.204

900 1017.43 52.608 1041.69 37.819 17.772 65.047 30.414

1000 966.17 50.311 988.23 37.548 17.686 74.269 33.312

1100 922.06 48.327 942.24 37.243 17.588 84.166 36.992

1200 883.58 46.591 902.13 36.852 17.448 95.376 40.399

1300 849.62 45.055 866.74 36.822 17.246 91.792 42.796

1400 819.36 43.681 835.21 36.603 17.242 99.539 46.84

1500 792.18 42.444 806.89 35.968 16.987 115.158 49.733

1600 767.59 41.321 781.26 35.910 16.804 119.077 52.372

1700 745.19 40.296 757.94 35.806 16.779 124.277 56.79
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Fig. 5 Tracking with Q2 = 800

Fig. 6 Control signals with Q2 = 800

4 Conclusion

The trajectories of the azimuth and elevation angles are obtained with a solar position
algorithm, and it is verified that the PID plus feedforward controller makes a good tra-
jectory tracking in both axes of these trajectories. On the other hand, the experiments
suggest that the trade-off between energy consumption and tracking quality may be
modulated through a single parameter, namely the weighting factor Q2 associated
with the LQR methodology. In this regard, note that improving tracking quality will
raise the efficiency in energy production, which is particularly paramount in Con-
centrating Photovoltaics, but at the expense of more energy consumption. On the
other hand, a solar tracking system must consume only a very small portion of the
energy produced by itself, but it still must maintain high tracking quality. Therefore,
the proposed tuning methodology allows for solving the above trade-off in a simple
manner.
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Comparison of Nulling Interferometry
and Rotational Shearing Interferometry
for Detection of Extrasolar Planets

Beethoven Bravo-Medina, Marija Strojnik and Erick Ipus

Abstract In the last few years, the extrasolar planet detection has been an important
science topic. An overwhelming number of the current detections were accomplished
using indirect methods. In order to achieve direct detection of planets, a number
of interferometric techniques have been proposed. Among those, some are already
implemented in terrestrial observatories. The most published of these techniques is
the nulling interferometry. We are working on a derivative interferometric technique,
referred to as rotational shearing interferometry. We perform a comparison between
these techniques and report on the status of their development.

1 Challenges of Detecting an Extrasolar Planet

The interest of the scientific community and general population about the planets
outside our Solar System has been increased during the last 30 years. The main reason
for this interest is the search of habitable planets [7]. The number of confirmed
extrasolar planets has increased only in the latest decade, from 427 in 2011 [17]
to over 3500 in 2018. The Kepler space telescope has performed the majority of
these detections. This telescope has detected 4034 planet candidates [16]. The main
detection techniques used in these observations are transit and radial velocity [13].
Unfortunately, these techniques are indirect techniques; they provide indirect and
limited data. Therefore, a direct detection technique is necessary to validate the
current observations [11].

The main challenge in the extrasolar planet detection lies in the very-large distance
of the nearest stars to the Earth. This distance implies two resolution problems: the
radiometric and the spatial one. The radiometric resolution is the minimum irradiance
change that may be detectable by the sensor. The radiation ratio between the planet
and the star is at least 10–6 in the visible region. The spatial resolution is the minimum
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Fig. 1 Star with an
exo-zodiacal cloud around it.
The radiation from the
exo-zodiacal dust makes the
detection of a planet
significantly difficult

angular separation that allows us to distinguish between two point sources. For a
planet with an orbit similar to that of the Earth, that orbits a star at ten parsecs from
the observatory, the angle between the planet and the star as seen from the Earth is
0.1 arc-sec.

Additionally, the stars are surrounded by the exo-zodiacal dust (see Fig. 1). This
dust is located in the habitable zone of the planetary systems, meaning where the
planets are likely to be located. Its presence obstructs the detection of exoplanets
acting as a veil [6]. In order to decrease these resolution challenges and the effect of
exo-zodiacal dust, several interferometric techniques have been proposed. The most
highly developed of these techniques is the nulling interferometry [8, 9]. We are pur-
suing an alternate interferometric technique, the rotational shearing interferometry
where we already demonstrated some initial promising results [12, 14].

In this work, we compare the nulling interferometry and the rotational shearing
interferometry for exoplanet detection. In Sect. 2, we describe the operating principle
of each technique. Then, we present the state of development and implementation of
each technique in Sect. 3. Finally, we present the summary in Sect. 4.

2 Analysis

Due to the large distance between the star–planet system and the Earth, it is necessary
to model the star and the planet as point sources. Additionally, their wave fronts may
be modeled as planar. If the star is aligned with the optical axis, its wave front
is perpendicular to the optical axis and the planet wave front is slightly tilted as
illustrated in Fig. 2.
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Fig. 2 Star–planet system viewed for the interferometer. The star is aligned with the interferometer
optical axis. The star and planet wave fronts may be modeled as plains due to the large distance
from the Earth

2.1 Nulling Interferometry

The nulling interferometry technique interferes the star wave front with itself. The
star wave front through two interferometer arm may be canceled when the optical-
path difference is an odd multiple of π. Due to the planet wave front tilt, its wave front
propagates by a slightly different optical path and avoids the cancelation. Figure 3
illustrates the diagram of a nuller interferometer incorporating an optical-path mod-
ulator. The result of the stars self-interference is a uniform irradiance level without
fringes. This irradiance level depends on the angular separation between the planet
and the star, and the optical path difference (OPD) between the interferometer arms.
This technique results in improvement of the radiometric resolution.

Fig. 3 The nuller interferometer (NI) interferes the star and planet wave fronts with a delayed
version of them
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Fig. 4 The rotationally shearing interferometer (RSI) interferes the star and planet wave fronts
with a rotated version of them

2.2 Rotationally Shearing Interferometry

The rotationally shearing interferometer (RSI) interferes the wave front with a rotated
version of itself. Figure 4 illustrates the rotationally shearing interferometer incor-
porating an optical path modulator and a Dove prism as wave- front rotator. The
RSI is insensitive to rotationally invariant wave fronts. When the rotationally sym-
metric star wave front interferes with its rotated version, the resultant interference
pattern has uniform irradiance with a single fringe, characterized by a uniform field.
Furthermore, the star irradiance may be canceled when the interferometer OPD has
adjusted to 2. This adjustment may be performed with a wedge prism [1] or a Risley
prism [2]. The planet wave front is rotationally asymmetric because it is tilted with
respect to the optical axis. Therefore, the interferometric pattern generated in the RSI
of the planet wave front consists of straight fringes. The fringe density and orienta-
tion depend on the shearing angle [15]. This technique allows the improvement of
radiometric and spatial resolution. Finally, the RSI may be used to cancel symmetric
rings of exo-zodiacal dust.

3 Implementation

Since the first proposal in 1979, several projects to implement nulling interfer-
ometry in exoplanets detection have been proposed. The most important of these
projects is the Darwin/ TPF project [5]. This project contemplates a spatial nulling-
interferometer, whose deployment is planned for about 2030. There are additional
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subprojects that involve nulling interferometry. Two of these subprojects are the Keck
Nuller Interferometer (KNI) [10] and the Large Binocular Telescope interferometer
(LBTI) [3]. The initial objective of these interferometers is the characterization of
the exo-zodiacal dust. The first detection of warm dust with the LBTI around the
star η Crv was reported in 2015. Meanwhile, the non-nulling interferometers like the
very-large-telescope interferometer report challenges in detecting the exo-zodiacal
dust [4].

Meanwhile, we proposed the RSI for implementation in an observatory on the
moon.

4 Summary and Future Work

Both, the nulling interferometry and the rotational shearing interferometry have been
proposed and studied for the exoplanet detection. Both techniques may be used to
enhance the radiometric resolution of a stellar observatory. However, only the RSI
allows the enhancement of the spatial resolution. The search for direct detection of
extrasolar planets is a long-term project. We continue demonstrating RSI features
in laboratory experiments. Its current capabilities include the cancelation or at least
attenuation of rotationally-symmetrical structures of exo-zodiacal dust.
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