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Abstract This paper presents micro-interferometry as a

measurement technique to extract temperature profiles and/

or mass transfer gradients rapidly and locally in micro-

devices. Interferometry quantifies the phase change

between two or more coherent light beams induced by

temperature and/or mass concentration. Previous work has

shown that temporal noise is a limiting factor in microscale

applications. This paper examines phase stepping and

heterodyne phase retrieval techniques with both CCD and

CMOS cameras. CMOS cameras are examined owing to

the high speed at which images can be acquired which is

particularly relevant to heterodyne methods. It is found that

heterodyne retrieval is five times better than phase stepping

being limited to 0.01 rad or k/628. This is twice the theo-

retical limit of k/1,000. The technique is demonstrated for

mixing in a T-junction with a 500 lm square channel and

compared favourably to a theoretical prediction from the

literature. Further issues regarding application to temper-

ature measurements are discussed.

Keywords Phase stepping � Heterodyne technique �
Phase � Micro-channel � CMOS camera � Micro-mixing

1 Introduction

There is a well-articulated need for local measurement at the

microscale (Garimella and Sobhan 2002; Sato et al. 2003).

This paper presents micro-interferometry as a measurement

technique to extract temperature profiles and/or mass

transfer gradients rapidly and locally in micro-devices.

Micro-PIV and fluorescent techniques have been devel-

oped to quantify velocity andmass transfer in liquid systems.

These have not been applied to gaseous systems because of

an absence of suitable fluorescent markers, (Wereley et al.

2002). There are numerous techniques currently being

developed for temperature measurement at the microscale.

IR thermography, (Hestroni et al. 2003; Patil and Narayanan

2005; Hapke et al. 2002), thermoreflectance (Christofferson

et al. 2001), Brownian motion of micro-PIV particles

(Hohreiter et al. 2002), and the use of thermochromic crys-

tals (Chaudhari et al. 1998; Fung et al. 2006). To date, these

techniques have not offered the potential for full field local

measurement being restricted to surface measurements,

volume emission effects, limited accuracy and for thermo-

chromic crystals, the need for in situ calibration.

This paper builds on the earlier work of the authors

(Newport et al. 2004; Garvey et al. 2004) and presents micro-

interferometry as a powerful and accurate technique to

quantify mixing processes in micro-devices. The issues to be

resolved in obtaining temperature measurements are also
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discussed. The challenges facing micro-interferometry are

twofold: signal to noise, and optical access. The latter is

addressed through transparent fluids and devices but restric-

ted if large differences in the refractive index of the fluids or

device exist, either resulting in a lensing or diffractive effect.

The former was initially examined by Newport et al. (2004)

who produced a design envelope for an interferometer. This

showed that a typical phase stepping interferometer is suffi-

ciently sensitive for temperature measurement in liquid mini-

systems but inadequate for gaseous systems.

This paper presents further improvements in interfer-

ometer noise through heterodyne techniques and

demonstrates the implementation to mixing in a 500 lm

square channel. The paper is structured as follows: first

background theory to interferometric measurement and

heterodyne phase evaluation is presented, followed by

details of the interferometer setup and test piece. The

results are discussed in terms of noise and measurement

and the paper concludes with a look at additional factors

that need to be addressed to fully realise micro-interfer-

ometry for temperature and concentration measurement.

2 Theory

Generally, the interferometers employed for flow mea-

surement employ two-beam amplitude-division

interferometry (Merzkirch 1987; Mayinger 1993). The

interference pattern resulting from recombining the two

beams can then be expressed mathematically as,

I ¼ I1 þ I1 þ 2
ffiffiffiffiffiffiffiffi

I1I2
p

cos d ð1Þ

where, I1 and I2 are the beam intensities, and d is the phase

difference between the two.

Phase differences occur due to a change in optical path

length caused by the measurand (temperature, pressure,

strain, concentration). The objective in interferometric

measurements is to determine the value of the phase dif-

ference and relate it to the measurand. Phase retrieval can be

achieved through phase stepping or heterodyne techniques,

described in the next subsections. It should be noted that

most fluids’ measurements present manual phase evaluation

where the phase is evaluated at the fringe maxima and

minima; this is surprising as automatic phase retrieval

algorithms have been available and widely implemented in

the optics community for some two decades.

The phase change in a 2D system is related to the

change in refractive index through

d ¼ 2pL

k0
Dn ð2Þ

where, L is the length over which the phase change takes

place, for example, the depth of a micro-channel. The

appropriate relationship can then be employed to relate the

change in refractive index to the measurand e.g. the Glad-

stone–Dale equation which relates temperature to refractive

index for gases or the Lorenz–Lorentz equation for liquids).

Following the traditional methods of optical metrology,

one would require to analyse the fringe lines of the inter-

ferogram, to obtain the phase. This necessitates accurate

quantitative interpretation of the fringe patterns. Malacara

et al. (1998) have divided the different ways of obtaining

phase directly, broadly in two groups, namely, phase

stepping technique and heterodyne technique.

2.1 Phase stepping phase retrieval

Phase stepping involves introducing known phase steps into

one of the beams of the interferometer. Typically this is

achieved by physically displacing a mirror a known

amount. In heterodyne techniques, as shown by Malacara

et al. (1969) a frequency shift of the reference beam is used.

The phase term is not directly obtained at the detector,

but has to be retrieved from the interferogram, by using

phase-retrieval methods. Malacara et al. (1998) has

exhaustively discussed phase-retrieval methods and algo-

rithms of which the three-step method, the four-step

method, the five-step method and the Carre method are

widely used. Creath (1991) reported the five-step method to

be least error-sensitive. The five-step method is used in this

paper. A known phase-shift (a) is introduced in five finite

discrete steps, by a suitable method. In the present study, a

piezoelectric transducer attached to a plane mirror was

used. If Ii is the intensity obtained at ith step, then for five

steps introduced five intensity equations are obtained, as

shown below

Ii ¼ I0 1þ c cos /þ aið Þ½ � ð3Þ

where, c is the data modulation factor and recommended to

be 0.05 £ c £ 0.1 Creath (1994).

Thus, if a ¼ �p;�p=2; 0;
p=2; p; then phase

/ ¼ arctan
2 I2 � I4ð Þ

2I3 � I5 � I1ð Þ

� �

ð4Þ

However, when comparing two pixels and measuring the

phase difference between them, this becomes,

/2 � /1 ¼ arctan
tan/2 � tan/1

1þ tan/1ð Þ tan/2ð Þ

� �

ð5Þ

2.2 Heterodyne phase retrieval

The heterodyning process involves the interference of two

signals. Within heterodyne interferometry, both signals
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originate from the same source and both are then shifted by

a frequency, f. The two signals acquired by a point detector

are mathematically expressed as

E1ðtÞ ¼ E01 sin 2pðv0 þ f1Þt½ �
E2ðtÞ ¼ E02 sin 2pðv0 þ f2Þt½ �

ð6Þ

After superposing, the interference signal effectively

becomes (Massie et al. 1979);

IðtÞ ¼ E2
01 sin

2 2pðv0 þ f1Þt½ � þ E2
02 sin 2pðv0 þ f2Þt½ �

þ 2E01E02 sin 2pðv0 þ f1Þt½ � sin 2pðv0 þ f2Þt½ �
ð7Þ

Neglecting high-frequency signals (*MHz), i.e., (v0 + f1),

(v0 + f2) and (2v0 + f1 + f2), since they are above the limit of

the detector and after time-averaging, the detected signal

then becomes

S ¼ 1

2
E2
01 þ

1

2
E2
02 þ E01E02 cos 2p f1 � f2ð Þt½ � ð8Þ

where 1
2
E2
01 þ 1

2
E2
02 represents the direct current (DC)

voltages acquired by the detectors and the remainder is the

modulating signal at the frequency difference f1 – f2.

The phase is evaluated by analysing the difference

between two pixel signals over a duration of ten periods.

The integration over ten periods reduces the effect of

random noises on the phase measurement.

The two pixel intensity signals are sinusoids and math-

ematically expressed as;

S1 ¼ A1 þ B1 cos 2pDft þ /1 þ a tð Þð Þ
S2 ¼ A2 þ B2 cos 2pDft þ /2 þ a tð Þð Þ

ð9Þ

where Df is the carrier frequency, / is the phase of the

interference wave and a(t) is an additional phase modula-

tion term due to translational vibrations or drifts in the

system.

If x = 2pDf; expressing the signals (Eq. 9) in Euler

notation and subsequent multiplication with ejx
0t; gives,

S01 ¼ A1e
jx0t þB1

2
eþjððxþx0Þtþ/1þaðtÞÞ þB1

2
e�jððx�x0Þtþ/1þaðtÞÞ

S02 ¼ A2e
jx0t þB2

2
eþjððxþx0Þtþ/2þaðtÞÞ þB2

2
e�jððx�x0Þtþ/2þaðtÞÞ

ð10Þ

The two first terms in both the equations in Eq. 10 are

continuous waves (CW) and are eliminated by an averag-

ing over an integer number of the carrier periods. However,

a Hanning gate (Malacara et al. 1969) is applied before

integration. In the presence of a Hanning gate, the two CW

terms are more efficiently suppressed if the integration

range is not exactly equal to ten periods of the carrier or if

A1 and B1 (and A2 and B2) have sum temporal fluctuations.

This results in

S01 ¼
B1

2
e�j/1

S02 ¼
B2

2
e�j/2

ð11Þ

Therefore the phase difference between the two pixel

signals is

/1 � /2 ¼ arg
B2e

�j/2

B1e�j/1

� �

¼ arg ejD/ ð12Þ

which, is the argument term of the complex ratio of S2
0 and

S1
0, from Eq. 11.

3 Experimental study

3.1 Experimental set-up of Mach-Zehnder

interferometer, employing heterodyne phase

retrieval and CMOS/CCD camera

Figure 1 shows the schematic representation of the Mach-

Zehnder interferometer, shown in Fig. 2. It consists of Nd–

YAG laser source (k = 532 nm) whose beam is reflected

by a mirror, (M1), to a beam splitter (BS1). The reflected

beam is known as the reference beam and the transmitted

beam as the test-arm beam. At BS1 and in all subsequent

beam splitters used in the present study, 50% of light is

reflected and the rest transmitted. Both the beams were

then individually passed through an acousto-optic modu-

lator (AOM).

The two AOMs were supplied with a continuous wave

via a voltage-controlled oscillator that inserted an optical

frequency shift of approximately 80 MHz to each laser

beam. However, to achieve heterodyning, the frequency of

one of the beams is shifted additionally by applying addi-

tional voltage to the respective AOM, through the oscillator

controlling it. This results in a frequency difference

between the transmitted and reflected beams.

The reference beam is then reflected by two other mir-

rors, (M2, M3), through an intensity filter, to beam splitter

(BS2). The intensity filter helps in reducing the beam

intensity and thus reduces the nonlinear effect of the log-

arithmic response of the CMOS sensor of the camera. The

measurement beam reflected by the mirror attached to a

piezoelectric transducer (PZT), enables the introduction of

a phase step to the laser beam.

The PZT mirror is controlled by a high-power amplifier,

which applies phase steps equivalent to p/2. The PZT is

calibrated by applying an incremental linear voltage ramp

to the PZT, via an amplifier and using peak detection. The

reflected beam, from the PZT mirror, then mixes with the
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reference beam through the beam splitter (BS2). The

recombined beam after passing through the microscopic

lens, which is focussed on the channel and thence magni-

fies the interference pattern in order to increase the spatial

resolution of measurement, is acquired by either a CMOS

or CCD camera.

3.2 Comparison and performance evaluation

of heterodyne and phase stepping

For the comparative study no test piece was introduced in

the system. The system was allowed to stand for 600 s and

the phase-shift (in radians) during that time was measured,

giving insight into the stability and uncertainty of the

particular system. This experiment was repeated for het-

erodyne retrieval, but with additional voltage applied to

one of the AOMs and no voltage applied to the PZT. A

standard 1/2@ sensor CCD camera with 25 Hz sampling

rate and a CMOS camera (CCAM technologies CCF15)

sensor with 12.5 lm pixel pitch, providing spatial resolu-

tion of 8.9 lm at the sample level and magnification of

1.4· were used. The magnification in the CMOS camera

was achieved using a microscope lens. A carrier frequency

fixed at 3 Hz was used in a heterodyne interferometer with

CCD camera acquisition.

When the CCD camera was used with the heterodyne

interferometer, a ten-period sample of the modulating pixel

signal was acquired at each measurement point, but when

employed with phase stepping, an intensity measurement

was taken at the pixel point, after each step. A line of

128 pixels was imaged for both the heterodyne and phase

stepping interferometers.

When the CMOS camera was used with heterodyne and

phase stepping, a line of 64 pixels in the CMOS camera

was captured and the remaining part of the complete sensor

array (512 · 512) was neglected thus enabling faster

acquisition. When the phase stepping interferometer was

operated with the CMOS camera mounted, an array of data

was acquired after each phase step. However for hetero-

dyne retrieval, a sample length of ten periods of the

interference signal was acquired at each measurement

point. The sampling rate of the signal was dictated by the

camera and the LabVIEW interface designed for the

acquisition. The LabVIEW software incorporated a code

interface node, which enabled access to information written

Fig. 1 Schematic of

interferometric set-up for micro

channel measurements

Fig. 2 Photograph of the

interferometric system for

micro-channel concentration

measurement

80 Microfluid Nanofluid (2008) 5:77–87

123



in another language. This facilitated an interface between

the CMOS camera and the LabVIEW processing program.

The sampling frequency of the CMOS camera, used in

heterodyne interferometer, was 500 Hz.

In order to retrieve the phase from the acquired data, the

five-step technique was used (Newport et al. 2004). A

discussion on phase-retrieval methods is beyond the scope

of this paper and can be found in Creath (1988, 1991),

Malacara et al. (1998), and Hariharan et al. (1987).

Appropriate demodulation algorithms were applied to

extract the phase measurements from the acquired data for

both the phase-stepping and heterodyne techniques.

The data obtained by using a CCD camera for hetero-

dyne interferometer were compared with the data obtained

by using the same camera for phase stepping retrieval. The

same was done with the CMOS camera. This helps in

evaluating not only the technique but also the cameras.

To compare the data obtained using the CCD camera,

with both the heterodyne and phase stepping techniques,

the phase difference between two pixels from the array was

calculated from the acquired intensity signals. The pixels

chosen were pixel 0 and 50, which corresponded to a dis-

tance of 0.625 mm at the sample level. The deviation of the

relative measurement over time is the phase measurement

uncertainty, and this was calculated as the standard devi-

ation of the phase measurement over time. The number of

measurements varied for the two techniques as it is

dependent on the measurement duration of the technique.

For the phase stepping, each phase measurement consisted

of the acquisition of four samples and the total measure-

ment took 0.8 s. For heterodyne, 84 samples were acquired

and the total measurement time was 3.8 s. Therefore, the

phase stepping test consisted of 700 measurements and the

heterodyne test comprised 160 measurements.

To compare the data obtained using the CMOS camera,

the relative phase difference between two pixels was

repeatedly measured over 10 min. The two pixels com-

pared were 50 pixels apart, which is equivalent to 0.45 mm

at the sample level. The number of measurements in the

complete test varied for the two techniques, as it is

dependent on the measurement duration of the technique.

Each heterodyne measurement took 0.4 s and the phase

stepping measurement took 1 s, therefore the heterodyne

measurement was repeated 1,500 times and the phase

stepping measurement was repeated 600 times.

3.3 500 lm square channel

Figure 3 shows a photograph of the micro-channel system.

A 500 lm · 500 lm square and 80 mm long channel was

machined in a transparent polycarbonate sheet with the

main channel section machined as a slot through it. The

resulting channel, 500 lm in depth and height, was sealed

using clearseal film. The polyolefin adhesive film is

0.05 mm in thickness and provides optical access to the

centre of the channel. Surface-mounted fittings were used

as inlet ports to the channel block. Fluid 1, water, enters the

channel at inlet 1 and fluid 2, 0.2 mol/L NaCl solution, at

inlet 2. Both fluids travel from their respective inlets and

coalesce at the micro-fluidic T-junction (Fig. 3) and flows

adjacent to one another to the outlet. This system was

placed as a test piece, in the interferometric set-up (Fig. 2).

The flow rate of the two fluids was controlled via Becton

Dickinson plastic syringes using a Harvard Apparatus PHD

22/2000 Syringe Pump. The syringes were connected to the

surface mounted fittings via 1/32@ PEEK tubing with an

inside diameter of 0.5 mm.

3.4 Effect of Reynolds number on the concentration

profile

For this study the flow-rate of NaCl and water solution was

the same and steady. The entry length for the present

channel is calculated to be 380 lm and after which the flow

is considered fully developed. The entry length was cal-

culated using Dombrowski et al. (1993) equation

Le ¼ Dhð0:379e�0:148Re þ 0:0550Reþ 0:260Þ ð13Þ

where Dh is the hydraulic diameter and Re is the Reynolds

number of the channel flow.

The phase was measured across a line of 256 pixels

4.87 mm from the inlet. To eliminate any residual phase in

the system a profile should be measured initially, with the

channel containing only water and then subtracted from

each subsequent measurement of the binary fluid flow, to

obtain the concentration profile across the channel (Garvey

et al. 2004). The profile measurement was carried out for

different rates (namely, 100, 50, 25, 10, 5, 2 and 1 lL/

min); with both fluids having the same flow rates. The flow

Fig. 3 Photograph of the 500 lm channel with surface mounted

fittings
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rates correspond to Reynolds numbers of 6.79, 3.39, 1.70,

0.68, 0.34, 0.14 and 0.07, respectively.

For the 500 lm channel, a CMOS camera sensor with a

12.5 lm pixel pitch providing spatial resolution of 4.1 lm

at the sample level and magnification of 3.05·, was used.

The magnification was achieved by changing the focal

length of the objective lens of the microscope. To imple-

ment heterodyne retrieval a carrier frequency, Df, of 27 Hz

was used in the system and the CMOS camera operated at a

sampling frequency of 500 Hz.

4 Results and discussions

4.1 Comparison of heterodyne and phase stepping

interferometry with CCD camera

Figure 4 shows the uncertainty in and comparison of phase

resolution obtained in heterodyne and phase step interfer-

ometry, using the CCD camera and with no test section

inserted in the system (Figs. 1, 2). The average phase

values were subtracted for convenience for graphical

comparison. The phase measurement reproducibility is

measured over the total time of 600 s. Over the period of

600 s, the phase uncertainty of the phase stepping mea-

surement is 0.0949 rad but for the heterodyne its

0.0167 rad. The test is repeated and the results summarised

in Table 1. As from the table, the temporal deviation for

the heterodyne technique is six times less than that for the

phase stepping technique over a test time of 600 s. How-

ever, most real system measurement tests would not take a

time of 600 s and so a calculation of the uncertainty over a

shorter time of 12 s is carried out (see Table 1). Again the

temporal deviation of the heterodyne technique is six times

less than that for the phase stepping technique.

The slow temporal deviations, which are present in the

plots, are very probably related to temperature changes

which generate beam bending and rotation and an actual

phase difference between two pixels. This is not an error on

the phase measurement itself but inserts an error on the

index change.

The comparison of the phase measurement uncertainty

in phase stepping and heterodyne techniques leads to the

conclusion that higher resolution and precision could be

obtained using heterodyne technique. In more traditional

heterodyne systems, the carrier frequency is significantly

higher than 3 Hz. However, this system and analysis

demonstrated the potential of the heterodyne technique for

high-resolution phase measurement.

4.2 Comparison of heterodyne and phase stepping

interferometry with CMOS camera

Figure 5 shows the deviation of the phase measurement for

both the heterodyne and phase stepping techniques with a

CMOS detector. The complete array of results for the three

tests carried out on both the heterodyne and phase stepping

Fig. 4 Temporal variation of

phase measurement resolution

in heterodyne and phase

stepping technique, with both

using CCD detector

Table 1 Phase measurement reproducibility of phase stepping and

heterodyne interferometry measurements

Test Deviation

600 s (rad)

Deviation

12 s (rad)

Heterodyne test 1 0.0167 0.0041

Heterodyne test 2 0.0275 0.0145

Phase stepping test 1 0.0949 0.0726

Phase stepping test 2 0.1555 0.0537

Heterodyne average 0.0221 0.0093

Phase stepping average 0.1252 0.0632
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techniques are shown in Table 2. As can be seen from

Fig. 5, the deviation of the phase measurement for the

heterodyne technique is less than that for the phase stepping

technique. From Table 2, the average phase measurement

uncertainty for the heterodyne technique over a period of

600 s is 0.021 rad, while that for the phase stepping mea-

surement was 0.1192 rad. The phase measurement

uncertainty is also calculated over the shorter interval of

10 s to ascertain the effect of error on shorter measurement

duration. The uncertainty of the heterodyne technique

measurements had an average value of 0.0098 rad for the

three tests. However, the phase stepping measurement had

an average deviation of 0.0625 rad over 10 s.

The phase measurement reproducibility is a perfor-

mance limitation of the system. From this analysis, the

phase measurement limit of the phase stepping technique is

over five times worse than it is for the heterodyne tech-

nique. For a more rapid measurement time, such as 10 s,

the limit for the heterodyne technique is 0.01 rad corre-

sponding to a resolution of k/628. The resolution achieved

by the present phase stepping technique of k/104 is within

the reported limit (Creath 1994) and the resolution

achieved by the heterodyne technique is six times greater

and just twice the resolution limit of k/1,000 (Kafri 1989).

With higher resolving power and lower noise level,

heterodyne interferometer is a useful tool for quantifying

microscale phenomena. This has been verified by mea-

suring the variation of concentration of NaCl across a

micro-channel, with variation of the flow-velocity.

4.3 Mapping the concentration profile of NaCl

solution, across a microchannel using heterodyne

Interferometry

Figure 6 shows the concentration profiles across the chan-

nel depth at 487 lm from the inlet at varied flow rates. The

figure has been normalised between the concentration val-

ues of 0.2 mol/L and zero NaCl concentration for graphical

convenience. Each plot is taken as a steady state measure-

ment of the concentration profile at a constant flow rate. The

graph shows that the concentration gradient decreases with

the Reynolds number. This is attributed to the residency

time, as it increased the amount of diffusion taking place

across the channel also increases. The normalized concen-

tration gradient measured across the channel at a Reynolds

number of 6.79 is 0.13 m–1 however; the concentration

gradient at Reynolds number of 3.39 is 0.10 m–1. The

concentration gradient decreases further as the Reynolds

number decreases. For Re = 0.07 the normalized concen-

tration gradient reduces to 0.002 m–1. At this fluid velocity,

the two fluids have almost totally mixed to a concentration

of 50% NaCl solution at the point of measurement.

Figure 7 shows a comparison with theoretical predic-

tions for the maximum and minimum profiles with a

predictive equation presented by Galambos and Forster

(1998). There is an offset between the predicted and

Fig. 5 Comparison of the

temporal deviation of phase

difference between two pixels

using the heterodyne technique

and the phase stepping

technique

Table 2 Phase measurement reproducibility of heterodyne and phase

stepping techniques

Test Deviation

600 s (rad)

Deviation

10 s (rad)

Heterodyne test 1 0.0273 0.0111

Heterodyne test 2 0.018 0.0095

Heterodyne test 3 0.0176 0.0088

Phase stepping test 1 0.1207 0.0673

Phase stepping test 2 0.1198 0.0641

Phase stepping test 3 0.1172 0.0560

Heterodyne average 0.021 0.0098

Phase stepping average 0.1192 0.0625
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experimental data which is caused by a slight mismatch in

flowrates delivered in the experiment. The experimental

data is offset by some 10 lm indicative of a 4% difference

in flowrate between the two mixing streams. This is within

the bounds of the uncertainty delivered by the syringe

pumps being used. Much greater deviation is observed at

the lowest Reynolds number. Galambos and Forster

assumed convection is the dominant mode of transport

along the channel, diffusion is the dominant mode of

transport across the channel, and that equal flow rates are

delivered. The experimental Peclet number drops from

2,752 to 27 between the higher and lower Reynolds num-

ber. At the lowest flow rate, the offset is approximately

70 lm, which indicates greater percentage discrepancy

between the flow rates in each stream. The most

meaningful comparison is therefore between the slopes at

the higher Reynolds number where agreement is excellent.

The phase resolution achieved in this measurement was

less than that what is actually expected from the heterodyne

technique. It may first seem that the velocity change,

leading to pressure variation and therefore and additional

term for phase difference, as the main source; but the

calculated pressure difference, of *0.01 bar, would not

bring any observable change. Another potential candidate

is temperature fluctuations. This is not likely because of the

timeframe in which data is acquired and the subtraction

process implemented. Viscous heating of the fluid is not

significant at the scale of the channel used for the applied

flowrates. A more likely reason for the decrease in the

spatial resolution is the optical transparency of the adhesive

Fig. 6 Normalized

concentration profile across the

channel, at 487 lm from the

inlet, with various Reynolds

numbers
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film used to seal the channel. The surface of the film was

coated with an adhesive layer. This layer resulted in a non-

uniform refractive index across the channel. The film

would also cause a refraction effect due to the surface of

the film. The difficulty with such a surface is that while

ideally residual phase subtraction will eliminate the effect,

the complexity of the surface may render this impossible.

Usually, a typical residual phase is of low frequency: a

slow variation across the interferogram. However, the

effect due to an adhesive layer is of much higher fre-

quency. The subtraction process is more sensitive to higher

frequency noise. For example, in the case of the micro-

channel system, a change in flow rate may incur a shift in

the position of the channel in the interferometric set-up. A

movement of just 4 lm would result in a shift of a par-

ticular point to a different sensor pixel position for the pixel

phase subtraction. This would not significantly affect a low

frequency noise but the noise due to the film may result in

increasing the error in the measurement rather than

reducing it.

Ironically, the analysis actually demonstrated the

increased accuracy of the system to distinguish errors that

are often hidden in lower resolution systems. Optical

quality glass would be a more suitable material to use to

achieve the high resolution demonstrated previously.

Alternatively, a film without adhesive placed within the

optical path would result in a more uniform surface. The

type of sealant used is often dictated by the system and

applications, e.g. biocompatibility. Prior consideration of

these effects is therefore often advantageous in material

choice, resolution prediction or reduction of the effect on

measurements. All the errors present are related to the

interferometric set up and channel construction and are

independent of the phase measurement technique. There-

fore, the effects of these errors could not be eliminated by

the choice of phase measurement technique. However, in

the present system, despite the reduced resolution of the

system the measured concentration profiles are sufficiently

sampled for mass transfer measurement of a micro-fluidic

system.

4.4 Application of micro-interferometry for heat

transfer measurements

Using the design envelope described by Newport et al.

(2004), the reduced noise in heterodyne phase retrieval

open the potential for temperature profile measurement in

liquids to a reasonable degree of resolution: approximately

0.1 K. However, implementation is not only hampered by

the smaller phase signal but also by conduction in the

device material.

In using a transparent phase object as the channel

material, a difficulty arises because a temperature gradient

will also be established in the channel material, which will

cause a change in the thermo-optic coefficient of the device

Fig. 8 Proposed solution to

overcome phase accumulation

due to heating of the channel

material. The measurement

beam traverses the test channel

twice, one at right angles to the

other, (a, b). Combined, the

phase distribution about the

channel can be determined (c)
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material. Walsh and Davies (2006) discusses this for mini-

systems. In order to quantify the temperature gradients in

the transparent fluid, it is necessary to quantify the gradi-

ents in the channel material because the interferometer will

detect the total phase change in the system. That is, the

phase change in the solid plus the phase change due to the

heat transfer in the fluid

dinterferometer ¼ dsolid þ dfluid ð13Þ

Thus to measure dliquid, dsolid is required. This could be

achieved as follows. Two interferogrames are taken of the

channel at right angles to each other, as shown in Fig. 8.

Each traverse allows the phase accumulation either side of

the channel in the solid to be determined. Combining two

right angled traverses allows the total phase accumulation

in the solid surrounding the channel to be measured. Using

the channel wall as a reference would help overcome

mapping pixel location errors due to the rotation.

The phase change due to temperature gradients in the

channel can then be determined from

dfluid ¼ dinterferometer � dsolid ð14Þ

Recall from Eq. 2 that the length over which the phase

change occurs is an important parameter. With thermal

measurements, and concentration measurement if the

channel material is porous to any appreciable extent, this

length is greater than the channel dimension and is not an

independent parameter. It must be determined for each

experiment, but can be measured from the interferograms.

An advantage of the increased length is that the sensitivity

of the method is linearly increased. To date, thermal mea-

surements have not been achieved, but micro-

interferometry with heterodyne phase retrieval using CMOS

cameras does offer a means of realising such measurements.

5 Conclusion

The present study compares heterodyne interferometer

with phase shifting interferometer. It highlights the tem-

poral deviation of phase difference and resolution achieved

in both techniques. The following conclusions are made:

• About six times more temporal deviation in phase shift

interferometry in comparison to heterodyne interfer-

ometry. Thus higher resolution and precision could be

obtained using heterodyne technique and CMOS

camera.

• The phase measurement limit of the phase stepping

technique is over five times worse than it is for the

heterodyne technique.

• The resolution achieved by the heterodyne technique is

six times greater and just twice the resolution limit of

k/1,000. The resolution achieved in heterodyne inter-

ferometry clearly shows that it could be a possible

candidate for measuring the microscale behaviour.

• Heterodyne interferometer could measure the variation

of concentration across a 500 lm micro-channel, for

different flow velocities.

• Phase accumulation and additional path length in

micro-fluid device materials must be accounted for if

temperature data is to be obtained.
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