ENGINEERING
SUPERCONDUCTIVITY



ENGINEERING
SUPERCONDUCTIVITY

Peter ). Lee, Editor

Applied Superconductivity Center
University of Wisconsin-Madison

&)

WILEY-INTERSCIENCE
John Wiley & Sons, Inc.
New York/Chichester/Weinheim/Brishane/Singapore/Toronto



This book is printed on acid-free paper.
Copyright (€ 2001 by John Wiley & Sons. All rights reserved.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system or transmitted in any
form or by any means, electronic, mechanical, photocopying, recording, scanning or otherwise,
except as permitied under Sections 107 or 108 of the 1976 United States Copyright Act, without
either the prior written permission of the Publisher, or authorization through payment of the
appropriate per-copy fee to the Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA
01923, (978) 750-8400, fax (978} 750-4744. Requests to the Publisher for permission should be
addressed to the Permissions Department, John Wiley & Sons, Ine., 605 Third Avenue, New York,
NY 10158-0012, (212) 850-6011, fax {212} 850-6008, E-Mail: PERMREQ@WILEY.COM.

For ordering and customer service, call 1-800-CALL-WILEY,
Library of Congress Cataloging-in-Publication Data:

Engineering superconductivity / Peter J. Lee, editor.
p. cm.
“A Wiley-Interscience publication.”
Includes index.
ISBN 0-471-41116-7 icloth : alk. paper}
1. High temperature superconductors—Industrial applications.
2. Superconductors—Industrial applications. . Lee, Peter J.

TK7872.58 EB4 2001
621.3'5—dc21
00-068603
Printed in the United States of America.

0 9 876 5 43 21



CONTENTS

PREFACE vii
SUPERCONDUCTIVITY AND MAGNETISM i
Historical Introduction 1
Magnetic Flux 5
Magnetic Levitation 22
Magnetic Materials 30
Magnetic Noise, Barkhausen Effect 41
Magnetic Refrigeration 53
Magnetic Resonance 58
Superconducting Magnets, Quench Protection 64
Superconductivity: Critical Current 91
Superconductivity: Electromagnets 107
Superconductivity: Electronics 116
Superconductivity: Hysteresis and Coupling Losses 138
Superconductivity: Microwave Technology 152
Superconductivity: Tunneling and Josephson

Junctions 163
Superconductivity: Type I and IT 177
SUPERCONDUCTORS 187
Introduction 187
A15 Superconductors 188
Cryogenic Stabilization 204
Forced Flow Conductor Manufacturing 218
HTS Film Growth 244}
HTS Josephson Junction Development 248
HTS Processing: Bulk, Thin Film, and Wires 260
HTS Superconductors, Physical Structures, and

Role of Constituents 280
Nb-Ti Alloy Superconductors 295
Stability In Forced Flow 306
Stabilization Against Flux Jumps 317

APPLICATIONS AND RELATED TECHNOLOGY

Introduction

Capacitor Storage

Diagnostic Imaging

Frequency Converters and Mixers

Fusion Reactors

Gyrotron

Hall Effect Transducers

High-Energy Physics Particle Detector
Magnets

Infrared Detector Arrays, Uncooled

Magnetic Sensors

Magnetic Separation

Magnetic Source Imaging

Magnets for Magnetic Resonance Analysis
and Imaging

Microwave Ferroelectric Devices

Peltier Effect

Power Quality

SQUIDs

Superconducting Cavity Resonators

Superconducting Cyclotrons and Compact
Synchrotron Light Sources

Superconducting Fault Current Limiters

Superconducting Filters and Passive Components

Superconducting Levitation

Superconducting Magnets for Fusion Reactors

Superconducting Magnets for Particle
Accelerators and Storage Rings

Superconducting Transformers

Temperature Sensors

Thermoelectric Conversion

INDEX

329

329
330
345

375
394
401

412
424
434
448
464

479
491
499
506
517
528

540
544
851
563
568

B77
596
602
623

633



PREFACE

The beginning of the twenty-first century sees superconductor
applications reaching important milestones (see Fig. 1). The
first 900 MHz NMR has been constructed, with NbzSn super-
conductor supplying the required field of 21 T. The tau neutrino
has been identified at the Fermi National Accelerator Labora-
tory, near Chicago, using a 4 mi ring of Nb-Ti superconduct-
ing magnets. Commercially produced cryogen-free receiver sub-
systems are being installed at an accelerated pace in cellular-
telephone base stations. Superconducting magnetic resonance
imaging (MRI) has become both an essential tool of medicine
and a key to unlocking the mysteries of the human bady. The re-
markable flux sensitivity of superconducting quantum interfer-
ence devices (SQUIDs) makes both non-invasive magnetic car-
diography and even magnetic encephalography possible. Hav-
ing once been a fascinating but not particularly useful toy of
solid-state physicists, superconductors now make possible the
most advanced experiments in chemistry, biochemistry, parti-
cle physics, and health sciences. They are also becoming a part
of the fabric of modern-day life,

This volume locks at the application of superconductors
from an engineering perspective. All articles were written
by acknowledged experts in their fields for the 24-volume
Wiley Encyclopedia of Electrical and Electronics Engineering
(J. Webster, ed.) and have been updated where necessary by
the authors for developments since 1999. Each article has been
reviewed by two other experts to ensure that it is clear and
precise. The end of each article concludes with references to
the current literature. The fundamentals of superconducting
hehavior are outlined, and the properties and fabrication meth-
ods of commercially produced superconductors are explained.
Comprehensive articles on the applications of superconduc-
tors cover the uses of superconductors as well as competing
technologies,

The articles are organized into three sections:

1. Superconductivity and Magnetism
Historical Introduction
Magnetic Flux
Magnetic Levitation
Magnetic Materials
Magnetic Noise, Barkhausen Effect
Magnetic Refrigeration
Magnetic Resonance
Superconductivity: Critical Current
Superconductivity: Electromagnets

vii

Superconductivity: Electronics
Superconductivity: Hysteresis and
_Coupling Losses
Superconductivity: Magnets, Quench Protection
Superconductivity: Microwave Technology
Superconductivity: Tunneling and Josephson
Junctions
Superconductivity: Type I and 1

2. Superconductors

Introduction

Al5 Superconductors

Cryogenic Stabilization

Farced-Flow Conductor Manufacturing

HTS Film Growth

HTS Josephson Junction Development

HTS Processing: Bulk, Thin Film, and Wires

HTS Physical Structures and the Role of
Constituents

Nb-Alloy Superconductors

Stability in Forced Flow

Stabilization against Flux Jumps

3. Applications and Related Technology

Introduction

Capacitor Storage

Diagnostic Imaging

Frequency Converters and Mixers

Fusion Reactors

Gyrotrons

Hall-Effect Transducers

High-Energy Physics Particle-Detector Magnets

Infrared Detector Arrays, Uncooled

Magnetic Sensors

Magnetic Separation

Magnetic Source Imaging

Magnets for Magnetic Resonance Analysis
and Imaging

Microwave Ferroelectric Devices

Peltier Effect

Power Quality

SQUIDs

Superconducting Cavity Resonators

Superconducting Cyclotrons and Compact
Synchrotron Light Sources



viii PREFACE

Figure 1. Small- and large-scale superconductors and their applications. (a) YBagCug(q_;-hased
microwave filter for (b} rack-mount front-end receiver subsystem for cellular telephone base stations
{courtesy of Conductus, Inc.). (¢c) 136 kg Nb—47 wt% Ti alloy billets are destined for accelerator
application. Each billet is 750 mm tall by 200 mm diameter {courtesy of Wah Chang}. (d) A view of
the superconducting magnets at Brookhaven National Laboratory’s Relativistic Heavy Ion Collider
(RHIC). The 1740 Nb-Ti-based magnets guide and focus gold particles along the collider’s 4 km
long tunnel at nearly the speed of light. {Courtesy of Brookhaven National Laboratory.}
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SUPERCONDUCTIVITY AND MAGNETISM

HISTORICAL INTRODUCTION

The Early Years of Superconductivity

In the early years of superconductivity, progress to application
was slow and intermittent. On July 10, 1908, Heike Kamer-
lingh Onnes, professor of experimental physics at the Univer-
sity of Leiden (Holland), was able to liquefy helium for the first
time. Not only was he able to determine a boiling point for
helium, of 4.3 K (now more precisely 4.2 K), but he was also
able to further reduce the temperature to 1.7 K by reducing the
pressure on the helium bath.

He soon set about measuring the electrical resistance of met-
als in the new temperature regime, The resistance of metals is
strongly dependent on temperature, and once the dependence
has been accurately measured, the resistance can be used as a
gimple and convenient tool for low-temperature thermometry.
The {ow-temperature behavior of metals was also seen as a tool
to study electron theory (for instance by Albert Einstein, who
had applied to he an assistant to Onnes in 1901, but had been
rejected).

The Leiden group initially extended measurements on plat-
inum wires into the liquid-helium range, and observed that
their electrical resistance fell continuously with decreasing
temperature to a minimum non-zere value. The minimum re-
sistance decreased as the impurity level of the metal decreased.
Looking for a material with a higher available purity, they
showed that the resistance of high-purity gold fell to an even
lower but measurable value, Seeking an even higher-purity
metal, considerable effort was then expended distilling mer-
cury. When the resulting high-purity mercury was tested, the
electrical resistance fell steeply but continuously, as expected.
At the beiling point of the helium (4.2 K), the resistance of the
mercury wire had fallen to 500 times less than it had been at
the melting point of the mercury.

What happened next came as a complete surprise. As the
mercury wires were slowly caoled below 4.2 K, Gilles Halst (who
had been an assistant to Leiden for two years and would later
become the first director of the Philips Research Laboratories)
measured a sudden and massive drop in the electrical resis-
tance. As best as they could measure, in just a few hundredths
of a degree, the resistance dropped to less than one millionth of
the melting-point value, and eventually to a billionth of it. In
1912, Onnes termed the new electrical state that the mercury
had entered the superconductive state.

Having worked so hard to purify the mercury, he was further
surprised to find that adding gold and cadmium to the mercury
did not stop it from entering the superconducting state, He also
observed that very high currents could be passed through the
mercury until a threshold current density was reached {as high
as 1000 A/mm? at 2.45 K}, at which point the mercury would
return to the normal electrical state (1), This threshold value,
which we now term the critical current, is perhaps the most
important property for practical application.

In December 1912, he discovered that other metals, which
could be made into wires at room temperature, could be made
superconducting (2}, namely tin (3.8 K) and lead (6 K, later
raised to 7.2 K). The first two superconducting solenoids were
quickly manufactured by G. J. Flim (1875-1900), the chiefof the

Technical Department of the (Leiden) Cryogenic Department.
At the Third International Congress of Refrigeration, held in
Chicago in September 1913, Onnes predicted that superconduc-
tivity would enable the production of coils that could generate
fields {100,000 G or 10 T) well in excess of that possible with
conventional conductors (3). For comparison, the flux density
between the poles of a horseshoe permanent magnet is 0.1 T

Less accurately, he predicted that such a development
should not be far away. He was about to discover a roadblock
to high-field superconductivity. In a footnote to his Chicago ad-
dress, he observed that a 0.05 T (500 G) field, developed in a
simple superconducting solenoid, was sufficient to revert the
superconductor to its normal state. By 1914, Leiden had pro-
duced curves of resistance as a function of applied field and had
developed an empirical fit to the temperature dependence of the
critical field H: H (T} = Ho[1-(T/T.)?]. It seems surprising to
us now that it was not until 1916 that the interdependence
of critical current and critical field was shown from an anal-
ysis of the Leiden data by F. Silshee of the National Bureau
of Standards in America (4). For many vears, it appeared that
the low eritical currents and the suppression of superconductiv-
ity with very small applied fields would make superconductors
impractical for any application other than laboratory studies
of solid-state physics.

Higher Critical Magnetic Fields and Critical Temperatures

Leiden enjoyed a monopoly of liquid-helium research until af-
ter the First World War. In 1923, a helium liquefier, based
on the Leiden design, started operation at the University of
Toronto. Four years later, a helium liquefier capable of 10
L/h was started at the Physikalisch-Technische Reichsanstalt
{PTR} near Berlin under the direction of Walther Meissner, In
successive years from 1928 to 1930, the PTR identified three
important new superconductors: tantalum (T, = 4.4 K}, tho-
rium (T, = 1.4 K) and niobium (T, = 9.2 K} (5). An alloy of
niobium, Nb-47 wt% Ti, is now by far the most important
commercial superconductor, with widespread use in magnets
for magnetic resonance imaging (MRI) systems in hospitals
as well as many other applications (see Ductile Superconduc-
tors). Nb-based technology is also the current standard for digi-
tal superconducting circuits (see Superconducting Electronics).
Meissner’s group would go on to find that most of the transition
elements in groups IV and V were superconducting, In Fig.
we show a listing of the elemental superconductors with their
locations in the periedic table.

In the same period a further important discovery came from
the group of Wander Johannes de Haas, who became codirec-
tor of the Leiden laboratory in 1924 (with Willem Hendrik
Keesom). It was found that a solid solution of 4% bismuth
in gold was found to be superconducting at 1.9 K (6) despite
neither of the components being superconducting at ambient
pressure. A similar result was found later the same year when
copper sulfide (T. = 1.1 K) was examined by Meissner (7). This
time an insulator {sulfur) had been combined with a very good
normal conductor (Cuj to produce a superconductor. The Meiss-
ner group went on to find a large number of carbides and ni-
trides with high transition temperatures, in particular NbC
(T, = 10 K).



2 SUPERCONDUCTIVITY AND MAGNETISM

IA_ A 0B IVB VB VIB VIB VI VI VI IB 1B IIA IVA VA VIA VIA _0
1 2
1| H Legend He
s b e N“’“ber< |_— Type | s 6 [z [ Jo o
o| Li | Be Symbol S 1y B{C|N[O|F|Ne
0.026 =
11 12 Superconductor at ambient presssure 13 14 15 16 17 18
3| Na | Mg Superconductor under high pressure Al ll Si P S Cl | Ar
1,175
19 l20 |21 2 B3 fa |25 |28 [27 [e8 Jee feo 1 2 [P f4 |lss  [es
of K|Ca|Sc]Ti]V |Cr|Mn|Fe|Co|Ni|Cu|Zn|Ga]|Ge|As|Se| Br | Kr
0.40§ 5.404 085] 1.10
37 las [Be fo fa1 B2 Jas Jasa a5 fs a7 8 a0 o 51 |2 3 |54
5{Rb| Sr|| Y “|RuJRh]Pd|Ag|Cdl In|Sn]SbfTe| I |Xe
0.49f0.0003} 0517y 3.4] 372
55 |56 |57 76 77 fs fro feo et fe2 g3 |4 85 |[es
o) Cs || Ba|] La Os| IrJ PtJ]Au|Hg| TI|Pb] B/ | Po| At | Rn
4.9 0.66] 0.113].0019 415§ 170 7.2
87 [es |es
7| Fr | Ra | Ac
s8 s leo |61 |e2 |63 fe4a les |es [67 |es [e9 |70 7
Lanthanide series | C€ || Pr | Nd.[Pm|Sm | Eu]Gd| Tb | Dy [Ho | Er | Tm| Yb | Lu
1.083 0.100
90 o1 fo2 fo3 o4 fos e o7 |e8 [e@ [100 [101 102 [108
Actinideseries | TH{Pa] U [ Np| PuJAm]JCm| Bk | Cf | Es | Fm| Md | No | Lr
1.38] _1.4§0.6/18] J.1/0.79

Figure 1. Elemental superconductors.

A further breakthrough occurred in 1929 when de Haas and
Vaogd found that the magnetic threshold for BisTl; at 3.4 K
exceeded their available applied field of 0.53 T. The following
vear they were able to borrow a more powerful electromagnet
and showed that they could maintain superconductivity in a
eutectic Pb—Bi alloy at 2 K in an applied field of 1.9 T (8). Fi-
nally, Kamerlingh Onnes’ dream of high-power superconduct-
ing magnets was possible. Unfortunately, the first attempts to
malke coils exploiting these results (at the Clarendon Labora-
tory in Oxford under Kurt Mendelsschn, by Keesom at Leiden,
and by L. V. Shubnikov's group at the Kharkov Institute in the
Ukraine) proved to be so disappeinting that they did not inspire
the necessary effort to resalve their limitations.

The Meissner Effect and Type 1l Superconductivity. In 1933 an
important discovery was made by Meissner and his student
Robert Ochsenfield, using cylinders of single-crystal and
polycrystalline lead. Investigating the transition to the super-
conducting state in magnetic field, they found that whatever
path was used to apply the field, magnetic flux was expelled
from the interior below the critical field H. (9). The path
independence results from the thermodynamic reversibility
of the superconducting iransition. If field is applied when
the supercenductor is in the superconducting state, surface
currents which counteract the external field are produced. Just
two years later, the brothers Fritz and Heinz London developed
a set of electrodynamic equations, now known as the London
equations, which described the Meissner effect by supplement-
ing Maxwell’s equations (10). A consequence of these equations
is the Londen penetration depth, A, which is the skin depth

that a magnetic field can penetrate into a type I supercondue-
tor. See the articles MAGNETIC NOISE, BARKHAUSEN EFFECT (under
“Flux Pinning and Losses in Superconductors”) in this section
and HTS sUPERCONDUCTORS, PHYSICAL STRUCTURES, AND ROLE OF
CONSTITUENTS (under “Common Features of High-T, Supercon-
ductors”) in the next section titled “Superconductors.”

The same year as London and London’s paper was published,
the group of L. V. Shubnikov (Figure 2) at Kharkov showed that
single crystals of PhT1; had two distinet eritical fields (11). Up to
a lower critical field { H,,), the flux is excluded; above that field
the flux begins to penetrate and increases in its penetration
until an upper eritical field (H ) is reached, when the flux com-
pletely penetrates and superconductivity is extinguished. The
superconductors that show this characteristic would come to be
known as type IT superconductors. This class includes all the
technically useful superconductors, including all alloy and com-
pound superconductors as well as the elements niochium, vana-
dium, and technetium. See SUPERCCNDUCTIVITY: TYPE 1 AND 11,
and SUPERCONDUCTIVITY: CRITICAL CURRENT. Unfortunately, the
importance of the work at Kharkov was not fully appreciated
outside Soviet Union, as Shubnikov’s group was caught up in
one of Stalin's purges and Shubnikov himself died in prison in
1945. Only with his posthumeous exoneration was it possible for
his Soviet colleagues to openly acknowledge his contributions
to their work.

Although the Second World War resulted in a hiatus in su-
perconductor activity for most groups, there was one signifi-
cant advance. In Germany, Ascherman and coworkers found
that nicbium nitride had a T, of 15 K (12), the first time
the liquid-helium region had been surpassed. [The beiling



Figure 2, Lev Vasil'evich Shubnikov, discoverer of type II supercon-
ductivity (courtesy of the Kharkov Institute of Science and Technology,
Ukraine),

temperature for a cryogen can he fixed at any temperature
between the triple point and the critical point by maintain-
ing the corresponding system pressure. Above helium (which
does not have a true triple point), the next eryogen is liquid
hydrogen, which has a triple point of 13.80 K and a critical
point of 32.98 K. |

Ginzburg, Landau, and Abrikosov

Despite the huge potential of superconductivity, the difficulty in
obtaining liquefied helium had limited research on it te a hand-
ful of laboratories worldwide. However, just as the advances
in cryogenics at the turn of the twentieth century had made
the discovery of superconductivity possible, so had advances in
cryogenic technology, particularly the commerciatization of the
Collins liquefier, broaden the availability of the superconduct-
ing state after the Second World War. 1950 saw the publication
of Vitalii Ginzburg and Lev Landau’s landmark modifications
to the London equations (13). The resulting Ginzburg-Landau
equations are described in the articles SUPERCONDUCTIVITY: TYPE
I AND 11 and SUPERCONDUCTIVITY: CRITICAL CURRENT and in the
article HTS SUPERCONDUCTORS, PHYSICAL STRUCTURES AND ROLE
OF CONSTITUENTS in the next section titled “Superconductors.”
An important new material parameter, the coherence length &,
was defined as the distance over which the density of the super-
conducting electrons decreases at a superconducting-normal
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interface. The Ginzburg-Landau formulations were able to pre-
dict the conditions under which type I and type II behavior
would occur using the parameter « = 4/§. From this work came
the now familiar flux-line lattice description of type II super-
conductors by Landau’s student Aleksei Abrkosov, eventually
published in 1957 (14). See Superconducting Critical Current.
In type II superconductors, the flux tube has a radius ). with an
internal normal core of radius &.

In 1953 Bernd Matthias at the Bell laboratories raised the
T. ceiling for superconductors to 17.86 K with NbN-NbC. That
discovery was followed the same year by John Hulm’s group at
the University of Chicago with another 17 K superconductor
V381, but of a new crystal structure, A15, that would eventu-
ally supply a series of important superconductors. Another A15,
NbsSn, would be added the following year at Bell Labs, with a
further increase in T, to 18 K.

The Beginning of Engineering Superconductivity

It was not until 1954 that the first successful superconduct-
ing magnet was made (by G. B. Yntema at the University of
Ilinois), thereby ushering in the age of engineering supercon-
ductivity. Yntema used Nb wire, which had been shown (by D,
Shoenberg at Cambridge University) to have a markedly hetter
critical field than any of the other known superconductors. The
resulting magnet produced a field of 0.71 T at 4.2 K. He also
discovered that cold-working the strands markedly increased
the current density that they could carry. It was beginning to
be clear that critical current was, to a major extent, a prop-
erty that could be increased independently of the intrinsic bulk
properties Hye and 7. By August 1960 Stan Autler (at MIT
Lincoln Laboratory) had produced a 2.5 T field at 4.2 K. Even
more significantly, he had applied the persistent current in a
solencid to provide the magnetic field for a solid-state maser,
perhaps the first application of superconductivity. A flurry of ac-
tivity followed, focused on the high-T,, high-H A15 compound
Nb;Sn. NbSn, at that time, however, was difficult to fabricate
into magnets hecause of its brittleness and because the sim-
ple elemental-powder-in-tube process required a 1000°C heat
treatment. It was soon displaced by two ductile alloy supercon-
ductors, first Nb—-Zr (T, = 12 K) and then Nb-Ti{T. =7 K to
10 K).

Whereas the Ginzbug-Landau theory coupled with
Abrikosov’s work provided an enduring phenomenological
description of superconductivity, it did not provide a miero-
scopic description. That was te be supplied in 1957 when John
Bardeen, Leon Cooper, and Robert Schrieffer of the University
of Hlirois at Urbana published their Nobel Prize-winning
theory of superconductivity (15). The superconducting carriers
of the phenomenological description are two electrons [Cooper
pairs (16)] with equal or opposite spin and momentum, The
coherence length is the size of the Cooper pair, and the order
parameter is proportional to the electron energy gap, which
itself is proportional to T, Three years later, Lev Gorkov
showed how to unify the phenomenological and microscopic
models and to incorporate strong magnetic fields (17), The
key to Gorkov's description was a variation in the energy-gap
parameter with position.

The next major theoretical advance came in 1962, from a
graduate student at Cambridge University, Brian D. Jaseph-
son. He predicted that superconducting current would tunnel
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through a thin insulating layer, or weak link, separating
two superconducting electrodes, and that a phase differ-
ence would be produced between the superconducting elec-
trons in the two electrodes. The phase difference gener-
ates a voltage difference between the two electrodes. The
Josephson effect, as it is now known, is the basis for su-
perconducting electronic devices such as the Superconducting
quantum interference device (SQUID) and very high-precision
voltage standards. It would earn Josephson a Nobel Prize.

High Field Magnets

Much of the theoretical development in the 1960s and 1970s
was in the area of flux pinning. Increasing the critical current
density in superconductors reduces costs, because less super-
conductor is required; it also makes it possible to operate mag-
nets at higher magnetic fields. When current flows through
a superconductor it produces a Lorentz force acting to move
the flux lines. If the Lorentz force is allowed to move the flux-
line lattice freely within the superconductor, then power is dis-
sipated, and eventually the resulting heating may drive the
superconductor normal. Introducing microstructural features,
such as nonsuperconducting precipitates and grain boundaries,
that pin the flux lines in place can, however, restrict move-
ment of the flux-line lattice. Understanding the nature of flux
pinning is key to understanding how to improve the critical
current density in superconductors. The mechanisms and the-
ory of flux-pinning are comprehensively reviewed in the corre-
sponding sections below.

From the late 1960s onwards, the needs of the high-energy
physics community propelled considerable advances in super-
conducting strand technology, initially for bubble-chamber and
then for acceleratar magnets. In March 1983, the first super-
conducting accelerator ring was completed at Fermi National
Accelerator Laboratory. With 774 dipole magnets 6 m long and
210 quadrupole magnets covering a 4 mi circle, it exemplifies
the progress that had been made. The key features were now in
place: the superconducting strand was in the required form of a
compasite of fine (30 um diameter) filaments in a high-purity,
high-normal-conductivity Cu {or Al) matrix for stability (see
Superconductors, Cryegenic Stabilization), and the strand was
twisted in order to reduce filament coupling currents. Super-
conducting strands were cabled together to form a thick ribbon-
like conductor. Increased understanding of the microstructural
development of the superconductor and its role in flux pinning
would further increase the critical current density, making pos-
sihle the next generation of accelerators; see article “Nb-Alloy
Superconductors.” Four yvears later, the largest supercenduct-
ing magnet yet was fabricated for the DELPHI project at the
CERN particle accelerator laboratory. The 7.4 m long, 6.2 m
diameter, 84 tonne magnet survived a 1600 km trip to CERN
by road, ship, and barge.

In addition to magnet technology, the high-energy physics
community also benefited from superconducting cavity technol-
ogy (see Superconducting Cavity Resonators). When the Large
Electron—Posttron (LEP) Collider was initially run in 1989,
with 128 conventional copper accelerating cavities, they pro-
vided encugh energy to take the energy of each beam to 50
GeV. After upgrading with 272 superconducting cavities, the
LEP ring was eventually able to reach 104 GeV per beam in
April 2000.

In 1986, Alex Miiller and Georg Bednorz, at the IBM Re-
search Laboratory in Rischlikon, Switzerland, made a ceramic
perovskite of lanthanum, harium, copper, and oxygen that su-
perconducted at 35 K (18). In fact, small amounts of this mate-
rial were later found to be superconducting at 58 K due to lead
impurities. The impact of this discovery can be gauged by the
almost immediate awarding of the Nobel Prize to the two dis-
coverers. The following year the research groups of Paul Chu
at the Univesity of Houston and Maw-Kuen Wu at the Uni-
versity of Alabama at Huntsville substituted yttrium for lan-
thanum and produced a ceramic that superconducts at 92 K
{19). Now in the space of a year the highest T, had been raised
from 23.2 K (for NbyGe discovered in 1973 by John Gavaler)
through 35 K to 92 K, well above the temperature of liquid ni-
trogen (77 K). A further huge jump in T, came in 1988 from
Allen Hermann and Z. Z. Sheng of the University of Arkansas
with a 120 K T1-Ca-Ba-Cu-0 superconductor (20). In 1993 A.
Schilling, M. Cantoni, J. D. Guo, and H. R. Ott from Zurich,
Switzerland, measured a T, of 133 K in HgBa,Ca,Cu;04 (21).
The partial substitution of thallium in this high-T, mercury-
based oxide by P. Dai and B. C. Chakeumakos {Oak Ridge Na-
tional Laboratory), G. F. Sun and K. W. Wong (University of
Kansas}, and Y. Xin and D. F. Lu (Midwest Superconductivity
Inc.) incresed the T, to 138 K for a nominal composition of of
Hgg_BTlolgBazcagcuElOs.'.s (22).

We have come to expect continual advances in the high prop-
erties of both high-temperature superconductors (HTSs} and
low-temperature superconductors {LTSs), and have yet to be
disappeinted. In the years since the discovery of the HTSs we
have seen steady improvements in their current densities, on
both the labortory and the industrial scale, as well as in the
production piece lengths.

The advent of HTSs accelerated the application of LT5s as
well. Not only was there a new market for LTS-based test fa-
cilities to measure the properties of new HTSs, but there was
increased investment in refrigeration technology and renewed
public interest. Crvocoolers now allow for the cryogen-free use
of LT8-based magnets, increasing public acceptance of the tech-
nology for everyday use. HTSs in the form of current leads
(there are now several commercial vendors) make large-seale
LTS applications much more energy-efficient. HTSs also make
new applications possible, such as microwave filters, and make
old ideas, such as power transmission lines, more promising.
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MAGNETIC FLUX

The magnetic flux is related to the number of magnetic lines of
force crossing a given area. It is therefore analogous to the flux
of a flowing quantity. The magnetic flux is defined as the inte-
gral of the product of an elemental area and the magnetic induec-
tion perpendicular to it. If the magnetic induction is constant
over a given area, then the flux is the product of the magnetic
induction and the area. The magnetic induction is referred to
as the magnetic flux density, since it is the magnetic flux per
unit area.

Since the flux represents the number of lines of force and
the lines of force are fixed in a infinitely conducting medium,
the flux is conserved in an ideal conducting medium. Finite
high-cenductivity media such as copper and high-temperature
plasma conserve (enclosed) flux when an external field change
oceurs or the eross section is changed over a time short com-
pared to the time scale in which the lines of force {and the
magnetic field) can diffuse across the medium.

The magnetic flux is related to the energy stored in the mag-
netic field and represents the capability of a primary magnet
to induce voltage in a coupled secondary circuit over a time du-
ration. When a magnet current is changed the flux (magnetic
induction} changes, and by Lenz's law (discussed later) it in-
duces a voltage in a secondary circuit. The magnitude of the
voltage depends upon the rate of change of flux. The duration
aver which this voltage can be maintained iz thus proportienal
to the flux:

¢ = [(B-dS)

where the integral of the magnetic flux density B is over the
area of interest 8. Since the surface area vector is normal to the
surface, the integral gives the flux that intersects the surface.
If B is constant over S,

¢ = BS

Since the flux density is related to the magnetic field inten-
sity H by the relation B = pupH, where p, is the relative
permeability of the medium and g, is the permeability of
vacuum,

CD:,LL[;I(;LL.—H-dS}

The MKS unit for magnetic flux is Tesla = m? or Webers or
volt-seconds.
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Magnetic Flux and Vector Potential

The vector potential is a quantity closely related to flux and is
defined as

B=curl A
The flux is then given by
b = {(curl A-d8)
Applying Stoke's theorem,
® = f(A-dD)

where the integral is over the closed loop enclosing the surface
area of interest. Therefore the flux is the line integral of the
vector potential around the perimeter of the area of interest.
For example, for a coil which has only an azimuthal compo-
nent Ay, the flux enclosed by a circle of radius r is 27r A, The
equation is commonly used to create flux plots (lines of force)
by using constant-vector-potential lines and to calculate the
flux enclosed by a given area, since many electromagnetic and
magnetostatic problems are solved by solving for the vector
potential.

Magnetic Flux and Inductance

The inductance L of an electrical circuit depicts the ability of
the circuit to oppose a change of current in its own circuit or
a mutually (magnetically) coupled circuit. More fundamentally
it is the ability of a circuit to oppose the change in magnetic flux
enclosed by the current circuit. The flux enclosed by a cireuit is
proportional to the current in the circuit or the circuit that is
mutuaily coupled to it, and the proportionality constant is the
self-inductance L or the mutual inductance M, or
@=Ll or & = M

where I is the current in the circuit whose flux is of interest
and I’ is the current in the mutually coupled circuit. The mu-
tual inductance of two circuits with self-inductance L; and L;
is given by

M;= K(Lij)l’:z

where K is the coupling coefficient. The mutual inductance may
be positive or negative.
For a coil with N turns, the total inductance is given by

N ON
Ltctal = z Z(L; + M;J-}
i=1 j=1
Ifthe turns are identical and fully coupled (X = 1} to each other,
N
Liotal = Z L +(N-1L] = j\rZLi = ‘NQ(I)‘,’I
i=1

where ¢ is the flux due to one turn when a current I passes
through it. Since the flux ¢y induced by N turns is Ng,

Liotal = Nd’N,"I

Magnetic Energy Density

The volume permeated by a magnetic field stores energy and
therefore any device which generates a magnetic field also
stores energy. The energy density associated with the magnetic
field of a region is given by

u=1{B -H)/8 = B/(8u,up)

so that the energy stored in a flux tube cylinder with a cross
sectional area A {perpendicular to B) and length { is

Er = M /B o A)

Lenz’s Law and Flux Conservation

As stated previously, an electrical circuit such as a leop of wire
or a metallic cylinder opposes a change in the fiux enclosed hy
itself. A voltage is induced in the circuit in a direction such that
the voltage can drive a current that opposes the change in the
flux. Therefore Lenz's law states that the induced voltage is
given by the time rate of change of the flux, that is,

YV = —dod/dt (1)
The voltage drives a current I given hy
V=LdI/dt+1IR (2)

where L. and R are the inductance and resistance of the eircuit.
Equating Egs. (1) and (2) and integrating over time,

LI + ® = const — [(IRdt)

Now, the left-hand side is the total flux {sum of the initial flux
and the induced flux}. Therefore the flux is conserved if the
electrical circuit has zero resistance, that is, for an ideal elec-
trical circuit such as a loop of conductor or a cylinder with zero
resistance, the flux enclosed by it does not change when the
flux density (magnetic field) or the area enclosed by the circuit
is changed (Fig. 1). Analogously, the flux enclosed by a circuit
is conserved if the current or the inductance of the circuit is
changed. However, in nonideal conducters with nonzero resis-
tance the current induced by the changing flux would decay
with a time constant of L/R and the fiux would change with
the same time constant.

In mutually coupled circuits Eq. {2) is modified to include
voltage induced by the mutually inductance. Therefore for two
circuits p and g,

V, = L,dl,/dt + My, dl,/dt + IR,

and the same flux conservation concept would apply if the re-
sistance is zero, that is,

LI, + My I, + & = constwhen R, =0

The currents induced for the conservation of flux are catled
diamagnetic (1} or eddy currents and in resistive conductors,
such currents cause losses in the conductors when the field
{flux} is changed.
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Figure 1. Magnetic behavior of a “perfect” conductor. (a) and (b} Spec-
imen becomes resistanceless in absence of field. (¢} Magnetic field ap-
plied to resistanceless specimen. (d) Magnetic field removed. (e) and ()
Specimen becomes resistanceless in applied magnetic field. (g} Applied
magnetic field removed (subscript ‘a’ refers to applied field} (Ref. 4).

It can be easily shown that a diamagnetic material placed in-
side a coil reduces the inductance of the coil (the total magnetic
flux in the coil is reduced), while a paramagnetic and ferromag-
netic material placed inside a coil increases its inductance.

Poynting Flux
When the magnetic field is not constant in time, by Maxwells
Law

curl B = —dB/df

Therefore, an electric field E is always associated with a time
varying magnetic field. The medium therefore stores both elec-
tric and magnetic energy and this energy is, in general, time
dependent and in addition, as the changing fields penetrate the
volume, there may be energy dissipation in volume V due to re-
sistive currents driven by the electric field at a rate given by

dEgs/dt = Int[J - E] dV

where o is the current density in the volume. Maxwells Law
can he written as

dEy/dt = f[E curl H ~ B dD/dt]1 dV
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where D is the electric displacement vector. Using vector iden-
tity and assuming linear properties, this can be written as

dEys/dt = [ [J-E]dV = - [ [du/dt + div(Ex H))
where now the energy density of the region,
u=(E-D+B-H)/2

In differential form this leads to the energy conservation equa-
tion

dufdt +diviEx H)+J-E=0

The first term represents the rate of change of the energy den-
sity, the term 8= (E x H) represents energy flow in or out of
the volume and the last term represents the energy dissipation.
8is called the Poynting vector and is particularly relevant to
electromagnetic fields and waves.

Flux Penetration and Diffusion

As stated in the previous sections, if a magnetic field is applied
to {or changed on) the exterior of a material (the flux enclosed
by the area of the material is changed), the material gets an
induced voltage that drives diamagnetic currents opposing the
change in flux. If the material has a finite resistance, the cur-
rents will then decay and the flux will penetrate into the mate-
rial. The flux will penetrate diffusively much like the diffusion
of heat over time. The following relations illustrate this phe-
nomenon.
Maxwells law gives

curl E = —aB/3¢

curlH=J+3,—D
at

and Ohm’s law gives
E=pd

where E and .f are the induced electric field and (eddy) current
density, respectively, and p is the resistivity of the material.
Therefore,

B
curl{p/picurl B = '—%t-

Since div B = 0 and for uniform resistivity p,
(p/1)VB = oB/at

which is the equation for the diffusion of the flux into the ma-
terial and p/uq = Dy, is the magnetic diffusion coefficient. The
flux and the field diffuse into the material thickness of I in a
time given by I2/D,,.

If the conduceting material is in motion such as a moving
plasma, an additional induced electric (convective) field v x B
is present. The net time rate of change of the magnetic field is
given by

dB/dt = (p/u)VEB + curliv x B)
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and in analogy with viscous flow, a “magnetic” Reynolds number
can be defined as

RM = LU}{Dm

where L is the characteristic dimension of the flow. The mag-
netic Reynold’s number can vary from a value much less than
1 for laboratory devices to values on the order of 100 for fusion
plasmas, while for geophysical or astronomical conditions, R,
can be as high as 10% to 101%. Therefore the flux can be diffused
by the flow as it penetrates the conducting material. This con-
vective flow can be a mechanism for converting one type of flux
into another (see the section entitled “Flux Conversion”™}.

FLUX LINE AND FLUX TUBE

The flux lines are directed lines of force (LOF) and lie in the
direction that a north {mono-) pole would peint to when placed
in the magnetic field. The LOF is defined by the equation

dx/B. = dy/B, = dz/B,

where B, B,, and B, are components of the flux density in the
directions x, y, and z. The equation may be integrated to give
surfaces of the type (2)

flx,y.2)=qa
glx.v,2)=b

the intersection of which gives a specific line of force. In this
case, the local unit vector of the LOF is given by

k = grad f gradg/(igrad f grad g|)'/*

which involves components of tensorial products. A tube of force
is a collection or a group of lines of force. Since div B = 0, the
flux in a tube is conserved as the lines of force diverge and
converge. If a tube branches into a number of tubes, then the
sum of fluxes remains the same.

Since the flux in a tube of foree is conserved, the cross section
of the tube of force traversing through materials of different
permeability would be inversely proportional to the permeabil-
ity (Fig. 2); however, continuity equations require this variation
in cross section to be gradual.

A useful concept is the specific volume of a magnetic tube of
force given by

U=dV/de
u,>1 /
—'——_——_’/______.a,ur=1

Figure 2. Spreading of field lines {LOF) in low permeability region for
the same fhux.

where now V 15 the volume of the tube and @ is the flux enclosed
by it.
Since the flux in a tube is conserved,

U= [{(dSdD/(BdS)]
or
U= {(dl/B)

where dS and d! are the cross sectional area and length of a
volume element, B is the flux density, and the integral is over
the whole tube.

FLUX AND FIELDS IN A TOROIDAL GEOMETRY

The toroidal geometry (Fig. 3) has applications especially to
plasma-confinement devices, and the topology of the field and
the constituent magnetic flux are of specific interest in such de-
vices and astrophysics. In a toroidal geometry, a pure toroidal
field (field lines going around the major circumference) or a
pure poloidal field (field lines going around the minor circum-
ference) would give closed field lines. In most plasmas of inter-
est, both fields would be present and the toroidal and poleidal
fluxes are also called longitudinal and azimuthal fluxes. The
toroidal or azimuthal flux x is the flux enclosed by the surface
¢ = const, where ¢ is the azimuthal angle around the major
axis of the toroid. The poleidal or the longitudinal flux ¢ is the
flux enclosed by the surface = const (Fig. 4). If both fields are
present, the lines of force go around helical paths arcund the
torus. In general, a line of force starting at a certain poloidal
angle will arrive at a different poloidal angle after one traverse
or more around the major circumference. The rotational trans-
form is defined as the change in angle averaged over a large
number of transits around the major circumference:

n
::Iimzu/n, n— 0o
v=1

For a toroid with a toroidal current of I, and a uniform toreidal
field of By, the rotational transform at the minor radius r is
given by

t = By(r)2n R/irBy
= 2ndy /dd
where By(r) = pol,/2nr is the poloidal field at miner radius r

and R is the major radius. The quantity ¢ = 2 /; is known as
the factor of safety in fusion-device terminology.

(A
DAL~

PJao

Figure 3. Toroidal geometry, Rg is the major radius, ¢ the azimuthal
angle, y the minor radius, and ¢ the poloidal angle.



Figure 4. Illustration of the poloidal and toroidal surface elements
d8p and d8;.

The surface on which the helical lines that clase on them-
selves after a number of transits is called a rational surface.

MAGNETOMOTIVE FORCE AND RELUCTANCE

These terms are defined analogousy to electrical cireuits. A
magnetic circuit consists of flux threading the circuit, analo-
gous to current. The flux is “driven” by the magnetomotive force
{mmf) Ey, and the flux @ is limited by the reluctance, so that
reluctance is analogous to resistance in an electrical cireuit. In
most applications the mmfcan be defined as ampere-turns, that
ig, the product of the instantaneous current and the number of
turns. The reluctance of a circuit element is given by

R= EM;’(D

The reluctance of an element is related to the characteristics of
the element by

W=Lft g A

where i, and pg are the relative permeability of the circuit el-
ement material and the permeability of vacuum, respectively,
and L and A are the length and cross-sectional area of the cir-
cuit element. Therefore materials with high permeability such
as iren have low reluctance, and vacuum or air has high re-
luctance. The concept of reluctance can be used in magnetic
circuits analogous te electric circuits. If the mmf is analogous
to the emf (applied voltage}, then flux is analogous to resistive
current, and the reluctance is analogous to electrical resistance
(with permeability being equivalent to electrical conductivity),
For example, the flux generated by a coil with ampere turns
NT and threading two adjacent (in series) volumes with relue-
tances i; and R; is given (in one dimensional approximation)
by

& = NI/(R) + Ry)
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The magnetization in a material 18 given by
M=B—uoH=(u— DpuH

Thus low-reluctance materials also have high magnetization,
For u.» 1,

M ~ H(L/RA)

Ferromagnetic Materials and Shielding

Ferromagnetic materials (e.g., iron) have high permeability and
therefore low reluctance. Therefore in magnetic devices, where
the flux is to be linked effectively between two electrical circuits,
e.g., transformers and motors, a ferromagnetic path is usually
employed. Conversely, to shield regions from magnetic fields,
a low reluctance magnetic path may be provided for the field
so that the field lines prefer to pass through the ferromagnetic
region rather than the region that has to be shielded. Such a
shielding iron may cover the source or cover the region ta be
shielded.

DEMAGNETIZATION FACTOR

While the flux inside a perfect conductor is conserved, it must
be remembered that the magnetic field intensity H is not. In
fact, the field intensity inside the diamagnetic material can be
shown to increase by a factor depending upon the geometry of
the material, for the same conditions of field excitation, for ex-
ample, magnetic current. (For paramagnetic and ferromagnetic
materials, the field intensity decreases by some factor.} The de-
magnetization factor is 2 for a sphere and is 1.5 for a cylindrical
cross section. This fact can be explained as follows. {For an al-
ternate description, see Ref. 3 on the analogous characteristic
of depolarizing factor.)

Consider a long solenoidal magnet (4) that produces a nearly
uniform external field intensity H, in the direction x at the
center of the solenoid. Now if a sphere of diamagnetic material
is placed at the center and the solenoidal field is established,
the diamagnetic material will exclude this flux from inside and
it can be shown (solution to the Laplace's equation) that the
field lines will be as shown in Fig. 5. While the field intensity
H; outside the sphere is unaffected far away from the sphere,
the field intensity H; is zero just outside of the sphere along
the diameter parallel to the field direction, and near that re-
gion the external field intensity H, will be less than the value
in the absence of the sphere. Therefore the field intensity H:
outside the sphere will be less than or equal to the field intensity
H._in the absence of the sphere. Now, the [ H - df along the closed
path ABC DEF Agives (by Ampere’s law) the total ampere turns
in the solencid, which was held constant when the sphere was
placed. Therefore

JH-dDag + [(H. - dligc + [(H, - dDcppr + [(H. - dl)ra
= [(H, . dlag+ [(H, -dlac + f(H, -dDcper + [(H, - dDps
Since, H, is less than or equal to H, along BC and FA and the

integral over CDEF is unaffected (too far away), f(H; - dlag
is larger than {(H, - dl}p to preserve the sum of the integrals,
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Figure 5. A diamagnetic sphere in a solencid. The field strength at
a point close to the sphere, such as X, is less than it would be if the
sphere were absent, while the field strength at a point far away, such
as Y, is essentially unchanged. The line integral of H around the bro-
ken line is independent of whether the sphere is present or not, so
the field strength inside the sphere must exceed the applied field H,
{Ref. 4).

which essentially means that H, is larger than H, along CD,
that is, inside the sphere. This effect was first noted for para-
magnetic and ferromagnetic materials for which the relative
permeability is greater than 1, and therefore the field intensity
inside the sphere would be less than the field in the absence
of the sphere. Since this effect was first noted in such materi-
als, the effect is considered to be a demagnetization and can be
stated as

E=&'_nfm

where H; is the field intensity inside the object with magneti-
zation I, and H, is the applied field intensity. The quantity »
is called the demagnetization factor and depends on the geom-
etry of the object. For spheres n = } and for cylinders n = 3.
Ciearly if the applied field is perpendicular to a thin eylindrical
wire, because of the volume average, n = 0. It must be remem-
bered that for paramagnetic and ferromagnetic materials, I, is
positive and the field intensity inside the material decreases,
while in diamagnetic materials, I, is negative and the field
intensity inside the material increases. This demagnetization
factor has important consequences for nonlinear magnetiza-
tion and critical characteristics of materials such as iron and
superconductors.

MAGNETIC HELICITY

The topology of magnetic surfaces and the complexity of the
structure of the magnetic field can be deseribed by a guantity
known as magnetic helicity, which is defined as

H=[(B-AdV)

where the integral is over the volume of interest, The magnetic
helicity describes the linking of field lines and tubes of force.
Considering the two linked tubes in Fig. 6, the helicity can be
written as

H = [{IdS-dI)B- A)]

Figure 6. Linkage of flux tubes, tubes with cross sections 1 and 2 are
threaded by flux &, and ®; respectively.

where Sis the cross section of tube 1 and !/ is the length of tube
1. Since B is approximately normal to S, this can be written as

H=¢(A-dl) [(B-dS}

The surface integral is the flux @, enclosed by tube 1 while
the line integral is the flux &, enclosed by tube 2. The linked
system helicity is then equal te the sum of the two helicities
equal to 2&,%b,. If the tubes are linked N times the helicity will
be equal to 2N¢® @5, In many systems of interest, the helicity
is conserved as the magnetic configuration evolves.

Flux Conversion

If the field configuration is confined in a closed, perfectly con-
ducting and nonpermeahle surface (the normal component of
B and velocity of any conducting medium v are zero), then he-
licity is conserved. This means that in such a configuration, al-
though individual fluxes of different tubes (components of flux
density), for example, toroidal and poloidal fluxes, are not con-
served independently, the product is conserved. The symmetry
then permits conversion of one type of flux into another. Such
flux conversions are observed in plasma devices and in geomag-
netic phenomena (5-7). The presence of turbulent structures
and coherent magnetic field fluctuations may provide a mech-
anism for the conversion of flux and geomagnetic phenomena
(8).

A simple generation of flux conversion is illustrated by using
the diffusion time for flux lines in a good conductor. Consider a
magnetic field applied externally to a pair of conducting mate-
rials [Fig. 7(a)]. After a certain time, depending on the conduc-
tivity of the material, the flux will diffuse in the two conductors
{Fig. 7(b)]. Now, if one of the conductors is moved fast compared
to the diffusien time, the flux lines will be bent and appear as
shown in Fig. 7(¢} until the lines can redistribute themselves
inside the conductor. It is clear that in this process, a portion of
the magnetic field that was previcusly in the vertical direction
has been converted into a horizental field.

Dynamo Action and Geomagnetism

The fact that convective motion of conducting fluids can gener-
ate magnetic fields has been invoked in explaining spontaneous
flux generation from seed magnetic flux and is considered to be
the source of the dyname action in the earth’s core, which pro-
duces magnetic fields. In perfectly conducting fluids, the lines
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Figure 7. Conversion of vertical field to horizontal field. (a) Field be-
fore penetrating two blocks of conductor. (b) Fields after penetration.
(¢} Fields after the lower conductor is moved—a horizontal component
is created in the gap between the two conductors.

of force are frozen (see the section on plasma equilibrium and
Ref. 9). While the earth’s core is conducting, any generated mag-
netic field must have short decay time due to the finite resistiv-
ity of the earth’s melted core. Therefore a continuous dyname
action is necessary to maintain this field. Such a dynamo action
is caused by the correlation between velocity and field pertur-
bations in the turbulent motion of the core (10,11). Two effects,
the o effect and the w effect, are invoked to explain the dynamo
action (12).

The « effect is a direct result of the Faraday effect. Consider
Ohm's law,

d=cE+ (v xB)

where the second term is due to the induced Faraday emf. If
a turbulent system is present, so that v = vy + ¢" and B =
B, + B, the average induced electricfield E=vy x By + v x B,
since the averages of v’ and B are zero in turbulent perturba-
tions. Therefore an additional emf E' = v x B associated with
the correlated velocity and magnetic fields occurs. In specific
systems, this electric field can be written as E' = « By, where o
is a tensor in general. This electric field then has a component
of current which maintains the dynamo action. Consider Fig.
8, where the turbulent velocity of the fluid can be resolved into
an axial component v, and a rotational compoenent v,. If the ini-
tial magnetic field is in the x direction, the v, component will
produce an electric field v, By and a current «f; perpendicular to
the y axis. This current will then produce a magnetic field B
in the y direction. An electric field E' = v, B will be produced
in the x direction (parallel to the original magnetic field), as
stated previously.

The w effect is caused by convective effects illustrated in the
preceding section. In the illustration shown in Fig. 9, a radial
or poloidal field is convected by a toroidal flow. When a toreidal

vz z

Figure 8. Illustration of the o effect. Consider a right-handed helieal
velocity field depicted by (vy and v in the presence of a field By aligned
along the x axis. This will produce current loops such as o, lying in
the x—z plane. Associated with the current loop o, is a field B aligned
parallel to the y axis. This new field B’ interacts with vg to produce an
electric field parallel to the x axis.
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{b)

Figure 9. Production of a toroidal magnetic field in the core. (a) An
initial poloidal magnetic field passing through the Earth’s core is shown
on the left, and an initial eylindrical shear velocity field, 79, is shown
on the right. (b) The interaction between the velocity and the magnetic
field in (a) is shown at three successive times moving from left to right.
The velocity field is only shown on the left by dotted lines. After one
complete circuit two new toroidal magnetic field loops of opposite sign
(T have been produced. After Ref. 9.

flow is impressed upon a poloidal field, the velocity field shears
the magnetic field and produces a toroidal magnetic field such
that the direction at the top and the bottom are opposite, pre-
serving helicity {13). The dynamo is again due to the correlation

between the turbulent velocity field and the turbulent magnetic
field.

ELECTRICAL MACHINES

Transformers

Transformers essentially use Lenz’s law. In transformers a “pri-
mary” coil is supplied with a time varying current and a “sec-
ondary” coil mutually coupled to the primary coil receives an
induced voltage that can then be used to drive a current into an-
other circuit (Fig. 10). This then permits isolating the secondary
circuit electrically from the primary circuit while enabling the
indirect use of the source that powers the primary circuit. In
addition, the transformer permits the “stepping up or down”
of the voltage, that is, the secondary voltage can be larger or
smaller than the primary voltage by the ratio of the number
of turns in the primary and secondary coils. In a transformer
the secondary coil is made to link nearly all the flux due to the
primary coil by placing the primary and secondary ceils around
iren, which provides a closed low-reluctance path for the mag-
netic flux. The changing current in the primary coil causes a
change in the flux and the secondary coil receives an induced
voltage that opposes this changing flux.

V, = N, do/dt

Vi = —N,d®/dt
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Figure 10, (a} Ideal transformer and load. (b) Component fluxes.

The negative sign indicates that the secondary coil opposes the
change in flux caused by the primary coil

Vil Vp = —N/N,

Since the same flux is linked and the flux path is the same {the
reluctance and the flux are equal in the primary and secondary
circuits),

ML: = Nplp Is;"‘Ip = M,{f\r‘s
or
VL = V,I,

However in a nonideal transformer (14), part of the voltage ap-
plied to the primary coil is expended in generating the flux in
the core and part is expended for compensating for eddy cur-
rents in the coil and iron and losses in iron due to hysterisis.
The flux generated in the core by the primary eurrent links the
secondary current as a mutual flux and the remaining current
leaks out into the air (which is outside the iron core and there
is no linkage with the secondary current) as leakage flux. Sim-
ilarly the flux due to current in the secondary coil (under load
conditions) also has two parts: mutual and leakage flux. As is

evident from the terminology, the mutual flux of the primary
and secondary coils are equal and the leakage flux is dependent
on the core size and permeability—the larger the area and per-
meability, the smaller the fraction of leakage flux.

The mutual flux is subject to saturation effects in iron. The
reduced permeability of the iron at high excitation currents
{flux densities) causes a smaller increase in mutual flux for
an increase in the current, and the induced voltage exhibits
saturation. This increases the high-harmonic components in
the secondary voltage. Since the leakage flux is in the air, it is
proportional to the current.

The total primary and secondary flux can be written as

d)tp = Npcblp + di)m
Qs = No@yy + Nybpy

where subscript 1 refers to the leakage flux and m refers to
the mutual flux. Similarly the total voltage is also the sum of
that induced by (or used in creating) the leakage flux and that
induced by the mutual flux. The leakage flux

Np¢|p = .Ngfpfﬂ{p
Ny, = N2 I /%,

where 4 and @, are the reluctances of the primary and sec-
ondary leakage paths, respectively. The corresponding voltages
associated with the leakage paths can be defined as

Vip = Ly, dl,/dt
1 = —Lidl /dt

where Ly, = N3/, and Ly, = N%/%, are the leakage inductances.
Taking into account the resistance of the coils, r; and r,, the
total voltage is then given by

V., = E, + Ly dL/dt + Iry
Vo= E, — L dldt — Lrg

where E is the voltage inducing the mutual flux in the pri-
mary and E, is the voltage induced by the mutnal flux. In
well-designed transformers, the leakage and resistive terms
are usually negligible.

Since

V, = N,d®y,/dt
Dy = (1/N,} f(V dt)

For a sinusocidal voltage with a frequeney f = /27, V =V,
sin{wi + a}

Py = (Vi/woNp)cos(wf +a)+ @,

where @, is a transient flux that decays after switching on due
to eddy currents and hysteresis losses. Therefore the flux in-
duced in the transformer is inversely proportional to the fre-
quency of the applied voltage and lags in phase angle by = /2.
An approximate equivalent circuit of the transformer can be
constructed in a single circuit taking into account the mutual
coupling, where the circuit consists of primary inductanee and
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resistance, the mutual coupling inductance and magnetization,
the leakage flux, and the secondary impedance (inductance and
resistance referred to the primary). Other nonideal effects such
as saturation of the iron core, ac losses in the core, and eddy
currents can be taken into account in such a circuit (15).

Dc¢ Electric Generators

In a generatar (Fig. 11 from Ref. 14}, a coil of conductors on the
armature (rotor) moves across the north and south magnetic
poles (stator}). If the coil has N, turns and the poles generate
a flux &, the coil will link a flux ® under the narth pole, then
zero flux between poles, and a flux —¢ under the south pole.
Therefore the voltage induced in the coil is

V. = Ad/AL

where A® = 2N_® is the change in the flux seen by the coil
and At is the time over which the flux change occurs. If the coil
is rotating at a rate of » rotations per second and there are p

Figure 11. Schematic of a generator.

poles in the stator, then At = 1/ap, so that
V. =2N.pno

If C coils are connected in series and a are connected in parallel,
the generated voltage is

V; = 2CN.pn®/a = K, dw

where w is the angular frequency of rotation and K, = CN_/map
is known as the armature constant. As shown later, the voltage
induced is alternating, and dc generators require so called com-
mutators to change the brush polarity alternately to generate
dc voltage.

Generalized ac Machines

induced Voltage in an ac Generator. In ac motors and gen-
erators, a number of multipole excitation coils are placed in a
stationary high permeability core and a set of secondary coils
are placed in a rotary core. The secondary and the primary
excitation coils are placed around a common axis and have a



14 MAGNETIC FLUX

Magnetic axis
of rotor

N-turn coil

Magnetic
axis
of rotor

Figure 12. Elementary two-pole a¢ machine with stator coil of Nturns.

small gap. (A simple example of a two-pole ac machine is shown
in Fig. 12.) At an arbitrary angle ¢ between the rotor and the
stator with & turns, the flux linked by the stator is

72
[Bpax(cos8Xr dé] = 2NB.1r

-m/2

Ne=N

where [ is the length of the rotor (normal to the figure) and r
is the radius of the stator at the gap. For p poles, the flux is
(2/ pY2Nb . dr). If the rotor spins with an angular velecity w,
the flux links changes with time as

D' = NP cos{ewt)

The voltage induced due to the time variation of the flux is given
by

e = —d®'/df = oN® sinlwt) — Ncos{at)dd/dt

If the flux produced by the coils is independent of time, the
second term is zero, but it is clear that the generated voltage is
alternating.

Rotating Magnetic Field. In three-phase ac machines (where
three legs of the ae supply each have a phase difference of
1207}, three sets of stator coils are connected to the three phases
{Fig. 13), so that the currents in the coils are given by

L, = Iyay cos{owt)

Fy = I cos{wt — m/3)

I = Ipaycos{wt — 27/3)
where w = 27 f and f is the frequency of the ac supply. In
such a case, the total instantaneous force on the armature at
an arbitrary angle # due to the three coils is proportional to the
flux linked, which, in turn, is proportional te the current and
is given by

PG, ) = D, 0086 coslwt) + Ppay cO8H cOS(wt — 5 /3)
+ ®ay €08 8 coslewt — 27 /3}
= 1.5® 0y 086 — wt)

(¢}

Figure 13. Production of a rotating magnetic field by means of three
currents.

which represents a traveling wave of flux (also an mmf or force
in a motor, or induced emf in a generator}). If at { = 0 the peak
of the flux was at @ = 8y, then in a time {, the peak moves to ¢ =
g — wt and therefore the field appears to rotate in time. Figure
13 shows this rotation, where F is the force (proportional to the
flux linked) experienced by the armature.

If the armature also rotates but with an angular velocity w,,
the linkage is given by

(1) = 1.5 g, cosla, — wit

so that when w, = w, the linked flux appears to be a constant
and the motor or generator is syrchronous.

This description can also be represented by a coupled-cireuit
description (14) using the stator and rotor inductance and flux
linkages and resistance of the coils. The circuit description then
leads to a set of two differential equations with time derivatives
of current. Solutions of these equations give the instantaneous
values of current and magnetic energy in the machine. The
derivative of this energy with respect to the mechanical angle
gives the torque produced.

Sinusoidally Wound Stators. The windings are arranged in
such a fashion that the number of turns in the excitation and
primary coils is a sinuseidal function of the angle, that is

N = Ngsin{pg) = Ny sin(prrx/L)

where [ refers to the excitation or the secondary coil, N, is the
maximum number of turns, p is the number of pairs of poles, x
is the position aleng the circumference, and L is total circum-
ferential length. [If the coils are not arranged in a sinusoidal
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Figure 14. Flux in the gap between the stator and the rotor. Most of
the reflectance is in the gap since the stator and the rotor have high
permeability iron path.

fashion and are as shown in Fig. 12, then the fundamental com-
ponent is given by N; = (2/7 )N, sinl po/2).]

Now if the field in the gap is H_, the integral of the field
around a closed loop enclosing a coil (see Fig. 14) has two legs
of the loop in the iron core that contribute negligibly if the
permeahility is very high and has two legs that cross the gap.
Because the field direction remains along the integration direc-
tion, these add and the integral

J(H-dx) = 2H,g

where g iz the gap. But, hy Ampere’s law, the integral is
also equal to the total current (ampere turns enclosed), TN,
sin(prx/L). Therefore

H, = (INy/2g)sin{prx/L)
Now the flux coupled to the coil,
¢ =1 [(B-de) = (uol IN,/2g) [[sin(prx/L)dx]

where [ is the length of the coil (or the area under considera-
tion). Over one length of the pole, p/L, the integrai gives

®g = (ol I NeL/2gp) INo G

where G, = (ugL/2gpr) is the gap permeance per pole (or is
the inverse of the reluctance of the gap per pole}.

Now, if the current is alternating and the rotor is in motion,
at any instance the flux coupled to the coil is given by

o= I[)NDGE sinfmt + f)
= INyGg sin(wt)cos ¢ + IN G, cos(wt)sin g
= @, sinlwi} + &, cos(wt)

where ¢ = prx/L represents the angle or the spatial phase of
the rotor at time ¢.

If we use the designations j and J to distinguish between
and separately account for the rotational time dependence and
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Figure 15. (a)} Vector diagrams to illustrate spatial flux vector and (b}
time vector diagram to illustrate geowmetrical meaning of the symmet-
rical component decomposition.

the angular position

sing = (e™ —e~7);2J

sin(wt) = (/! — e~#'}/2j
The above expression can be rewritten as
D = Oy + Py = (Jb, — jb, )/ + (JP, + jD,le I

which represents two counterrotating components of flux, ene
direct and another opposite, that is, two components of flux with
a phase difference of 7. The two components are illustrated in
Fig. 15.

The preceding description of the flux is useful in the design
of devices such as sine-cosine transformers (S3CT), remote and
point control systems, tachogenerators, and servomotors.

CHARGED-PARTICLE MOTION IN A MAGNETIC FIELD

A charged particle is deflected from its original path by 2 mag-
netic field if it has a velocity component perpendicular to the
magnetic field {that is, charged particles with velocity in the di-
rection of the magnetic field do not experience a force). The par-
ticle moves in a direction perpendicular both to the initial ve-
locity and the magnetic field. Since the motion is perpendicular
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to the magnetic field, no work is done by the magnetic field and
the particle energy does not change. It can be seen then that
the particle exercises circular motion arsund the field direction
{flux lines), and if the particle has a parallel velocity (which
remains unaffected by the field), the particle executes spiral
motion. The radius of the circular motion is called the Larmor
or gyro radius and the rotational frequency is called the Larmor
or gyro frequency.

It can be shown that if the field varies slowly in space and
in time, the Aux enclosed by the charged particle is constant.
This conservation of flux is true in an “adiabatic” sense and
leads to other adiabatic constants of motion, which enable the
development of magnetic traps for plasmas and particle beams
as well as particle accelerators and particle detectors.

The equation of motien of the charged particle in an electric
and a magnetic field is given by

dp/dt = ¢g(E+v x B)

where p= ymv and m, v, y, and g are the particle momentum,
mass, velocity, relativistic factor and charge, respectively, and
E and B are the electric and magnetic fields. The equation can
be written in component form for E = 0 as (for simplicity shown
only for the magnetic field in the z direction, i.e., B = Be,).

dv, jdt = (gB/ym),
dv,/dt = —(gB/ymu,
dv,/dt = 0

which are the equations for circular or spiral orbits with the
gyro frequency 2, = ¢ B/ym. Solving the equations for displace-
ments, one gets

x = {Up/ &) sin{€2,£)
¥ = x{vy/ §2g) cos(§,t)

where the + or — sign corresponds to the positive or negative
charge (which may be dropped if the gyrofrequency includes the
sign of the charge) and v, = (v? + vZ}*%. Therefore r, = v,/
is the Larmor radius. (For a full relativistic treatment of the
charged particle motion, see Ref. 16.)

Motion in a Time-Varying Field
If a particle is performing gyro orbits in a time-varying mag-

netic field, the energy is not a constant, since there is an asso-
ciated electric field given by

curl B = -3E/at
The energy gain is given by (2}
AU, = f(gdr - E)

where the integral is around the orbit and r is the displacement
along the path of the orbit. For this approximately closed path,

the Stoke’s theorem gives

Al = {(qd8 curl E)
JigdS. aB/jat)
-~ |:1Jt'rg2 dB/dt

For time scales much larger than the time period of the gyro
motion,

dUp/dt ~ QAU /27 = (qyry /2)dB/dt
which gives
(1 U)dU,/dt = (1/BYdBjdt
ar
du/dt = diU,/B)/di = 0

where 1 is known as the magnetic moment of the particle, u =
ngrij 2.

Substituting for @y, u = (¢%2rminriB) = (g%/27rm)®,,
where ¢, is the flux enclosed by the circular orbit. Since du/dt
=0, d®,/dt = 0, the flux enclosed by the particle orbit is con-
served if the rate of change of the magnetic field is adiabatic,
that is, the change occurs over a period much larger than the
gyro time period.

Motien in an Inhomogeneous Magnetic Field

The flux enclosed by a particle orbit also remains constant if the
gpatial variation of the magnetic field is adiabatic, that is, the
scale length of variation is much larger than the gyro radius
of the particle orbit. This can be shown simply by the fact that
the situation is essentially same as for slow time variation of
the field.

The magnetic field variation experienced by the charged par-
ticle as it moves in an inhomogeneous magnetic field with a
velocity v is given by

dB/dr = v.dB/dt

where v, is the component of the velocity v in the direction r.
Again, as shown before, in such a case, the magnetic moment is
conserved and therefore the flux enclosed by the particle orbit
is conserved.

Other adiabatic invariants such as the bounce invariant in
trapped orbits and the line integral of the canonical angular
momentum in a periodic motion (17) are alse the result of flux
conservation.

PLASMA EQUILIBRIUM AND FLUX SURFACES

The most common devices for nuclear fusion and plasma appli-
cations employ a toroidal geometry, where the plasma carries
toroidal and poloidal currents (see the section entitled “Flux
and Fields in Toroidal Geometry”) and are confined by toroidal
and poloidal fields. In such cases, the equilibrium is obtained
as a balance between the Lorentz body force, which is gener-
ated by the interaction of the plasma current with the magnetic
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Figure 16. (a) Disk-shaped surface through which the total (plasma
plus coil} poloidal current §, Aows. (b) Washer-shaped surface threugh
which the poloidal flux [, passes.

field, and the pressure force due to gradients in pressure. Such a
confinement scheme is used in the Z, theta, and screw pinches,
tokamaks, spheromaks, stellarators, and compact toroids. In
many of these applications the primary configuration of the
plasma is axisymmetric (except for, e.g., helical devices), that
is, the variation of the current, magnetic field, pressure, and
plasma properties are small and only appear as perturbations.
Plasmas in such toroidal geometries attain equilibria {posi-
tion and shape of the plasma, conditions of magnetic field and
plasma current profiles, ete.) based on the solution to the Grad-
Shafranov equation. It can be shown that the poloidal flux [see
Fig. 16(b)] is constant on specific surfaces. While it is obvious
that in the absence of pressure, the surfaces of constant flux
are concentrie, they are not so when the plasma pressure is
finite. Since the outermost flux surface is usually fixed by a
flux-conserving boundary or by an external vertical field, this
means that the center of the plasma is shifted from the minor
axis of the toroid by the so-called Shafranov shift. An equilib-
rium pressure limit (the so-called equilibrium g limit, where g8
is the ratio of the plasma pressure to the pressure due to the
magnetic field) is obtained when the shift exceeds the radius.

For the geometry shown in Fig. 3, the primary coordinates
are the major radius R, the azimuthal angle ¢ around the major
axig, and the vertical coordinate z. Additional coordinates are
the minor radius r and the poleidal angle 8. We limit ourselves
to axisymmetric equilibria so that 2/3¢ = 0.

Maxwell’s equations are

diV B =0
curl B = ,u,()J

(3a)
(3b)
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and the plasma force balance equation is

J x B=gradp {3c)

where B is the magnetic field, o the current density and p the
pressure. Expanding the first equation,

(1/R)a/aR)RBg) + (1/R}dB, /3¢ + dBz/3Z =0

where the second term is zero due to axisymmetry. If we define
a flux function ¥, such that

Bz = (1/R)8y/3R
Bp=—(1/R¥v/0Z

then
B=B¢+BP=B¢,e¢+(1;’R)grad¢r X €y (4)

The poloidal flux
R
¢p = (B, -dS) =f [27 R(1/R) 0y /dR)dR] = 2w
By

80 that the flux function is essentially equal to the poloidal flux
except for a constant of 2z,
Now taking a scalar product of Eq. (3¢) and (3b),
B gradp=0
(B,/R)dp/ap) +(1/Rigrad ¢ xe, -gradp=0

The first term is zero hy axisymmetry; therefore

grady¢ x gradp-e, =0

which shows that the pressure is constant if y is constant or
p = py), that is, the flux surfaces are constant-pressure sur-
faces, This is an important resuit that says the solution of flux
surfaces gives the plasma equilibrium.
Substituting the expression for B as in Eq. (4) in Maxwell’s
Eq. (3b} and using the axisymmetric condition,
Hod = grad(BB,) x e,/R - (1/RIR3/3RX1/R)34/3R)
+ &y /2%,
The total current density can be divided inte poloidal and
toroidal components
pod = pody +pedy
pody = grad(EB,) xe;R (5)
uody = A"Y/R

where
A" = R@/AR(1/RXay/0R) + 3%y /8 2*

The quantity BB, is designated Fiy-), which can be shown to
be proportional to the total poloidal plasma current enclosed by
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Figure 17. Numerically computed equilibrium of the noncircular,
high-g tokamak DIII-D located at GA Technologies. Shown are flux
surface plots and midplane profiles. Courtesy J. Helton, GA Technolo-

gies.
the flux surface, (R, 1) = const,

I, = {(J,-dS) = [ dR [(R dfgrad(RB,) x e,12}
= 2w [(dRIF/4R) = 2 F(y)

Now taking a scalar preduct of Eq. (3¢} with grad ¢
grady - {J x B—grad p) =0
which after using Eqs. (4) and (5) gives
Ay = —uoRtdpidy — FdF/dy (6)

where the property grad p = dp/dy - grad ¢ is used.

Equation {6) is known as the Grad—Shafranov equation.
With appropriate boundary conditions, the equation can be
solved to obtain plasma position and equilibrium. The solu-
tion is obtained as the solution to the shapes and locations of
different lux surfaces (surfaces of constant ), and since each
flux surface has an associated pressure, the flux surfaces define
the plasma shape and location. Figure 17 shows an example of
the equilibrium for the Doublet ITID tokamak.

Additional discussions on the applications and solutions to
the Grad—Shafranov equation can be found in Refs. 4 and 18,

SUPERCONDUCTORS AND MAGNETIC FLUX

Superconducting Properties

Superconductors are materials that have special properties be-
low the so-called critical temperature, critical field, and crit-
ical current density. When such materials are superconduct-
ing, they have zero resistivity and in addition they exhibit. the
Meissner effect (19,20). Earlier it was shown that Maxwell’s
equations lead to the fact that perfect conductors with zero
resistivity exclude flux when the magnetic field (flux) is in-
creased from zero to some finite value. Such perfect conducters
maintain the initial flux, and diamagnetic currents cancel any

Room B
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Figure 18. Magnetic behaviour of & superconductor. (a) and (b) Spec-
imen becomes resistanceless in absence of magnetic field. (¢} Magnetic
field applied to superconducting specimen. (d) Magnetic field removed.
{e) and (f) Specimen becomes superconducting in applied magnetic field.
{g) Applied magmnetic field removed. B, is the applied magnetic flux den-
sity (Ref. 4).

change in the flux. However, in 1933, Meissner and Ochsenfeld
observed that superconductors that are in the Meissner regime
{e.g., lead) exclude all flux whether it was initially present or
not (see Fig. 18). This is a significant characteristie of super-
conductors that distinguishes them from perfect conductors.
These sn-called type I superconductors receive induced surface
currents, called Meissner currents, in the presence of a mag-
netic field which cancel all the flux inside the superconductor
volume, independent of whether the initial flux (flux prior to
the material becoming superconductor) was zero or finite. An-
other way of stating this is that superconductors are not just
diamagnetic materials but have a relative permeability x. that
is equal to zero, so that the magnetization is equal and opposite
to the applied magnetic induction, that is, M = —uoH.

The superconducting property arises from the fact that be-
low the critical temperature and field, the free energy for such
materials is lower in the superconducting state compared to
the normal {nonsuperconducting) state. This is due to the for-
mation of Cooper pairs of superconducting electrons, which, on
average, do not lose any energy by collisions with the lattice
ions, The density of superconducting electrons and the free-
energy gap at 7 = 0 and H = 0 are properties of the material.
{See Ref 21 for detailed references on energy-gap measure-
ments.} As the temperature is raised, the free-energy gap is
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Figure 19. Ellipsoid split into normal and superconducting laminae
in a magnetic field.

reduced, and above the critical temperature the superconduct-
ing state has an unfavorable free energy, and therefore the ma-
terial would be normal. As the magnetic field is increased, the
total energy, which includes the energy due to magnetization,
is increased until again at the critical field, the normal state
with zero magnetization is favored and the material would be
normal.

While the description of the field being excluded from the
volume of the superconductor is reasonable, in reality the ex-
ternal field penetrates to a small depth, the so-called Landon
penetration length iy = (m./uone?)?, where ¢ and m, are the
electron charge and mass and n, is the density of superconduct-
ing electrons (20,22).

However, it must be noted that there is a class of alloy super-
conductors, known as type II superconductors, which are com-
monly used in electrical and magnetic applications, the flux
(field) is allowed to penetrate into the superconductor above
the thermodynamic critical field, while preserving the supet-
conducting (zero resistance) property.

Intermediate State

As was noted in the section entitled “Demagnetization Factor,”
the field intensity in a diamagnetic material is higher than the
applied field intensity. Since ideal superconductors exhibiting
the Meissner effect have I = - H; (M = —B,)

H=H/(1-n)

Now, since the superconductor would become nermal at H; =
H, where H, is the critical field intensity, this means that the
applied field is less than the critical field. This is a paradoxi-
cal situation, since this means that as the material would be-
come normal at H, < H,, which in turn would make I = 0 and
we would have the material in a normal state for H, < H..
This is resolved by the realization of the fact that normal and
superconducting regions coexist inside the material for H, =
(1 — n)H, (Fig. 19). The cross-sectional area of normal material
is such that the average magnetization is such as to satisfy the
boundary condition H; = H,/(1 — nj for H, < H, and H, = H,
for H, = H,. This condition is obtained if

H = H/I1+n(f -1}

where f is the fraction of normal cross section. This state is
known as the intermediate state in superconducting materials
and is analogouts to an equilibrium of solid and liquid phases of
matter near transition conditions. For actual observations on
the intermediate state see Refs. 23 and 24.
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Figure 20. Negative surface energy; coherence range lesa than pene-
tration depth. (Compare this with Fig. 6.9.} (a} Penetration depth and
coherence range. (b) Contributions to free energy. (¢) Total free energy.

Type 11 Superconductors

In a concept proposed by Pippard in 1953, the density of super-
electrons cannot change abruptly and changes gradually only
over a distance called the coherence length, that is, there can-
not be a sharp boundary between normal and superconduct-
ing regions. The coherence length is a property of the material
and if impurities are present, it is considerably reduced (by an
order of 10 or more) to the geometric mean of the pure coherence
length and the electron mean free path.

If the coherence length is shorter than the penetration
length (see the section entitled “Superconducting Properties™,
the formation of coexisting normal and superconducting zones
is favored, since then the total free energy of the material is
reduced because the surface energy of the boundaries between
the normal and superconducting zones is negative for short co-
herence length (Fig. 20). For the Ginsburg-Landau constant «
= J/E = 0.71, where X is the penetration length and £ is the co-
herence length, the material favors a mixed state of normal and
superconducting regions over a fully normal state for appiied
fields greater than the thermodynamic critical field. Intrinsic
superconductors, such as niobium, have « = 0.71 (0.78 to 0.9)
even without impurities, but alloys such as niobinum—titaninm
have even higher values of «.

Therefore in type II superconductors, ence the applied field
exceeds the thermodynamic (first) critical field, small zones of
normal state are formed and the excess field lines are local-
ized along these cores of normal zones, which have circulating
currents on their surfaces that preserve the superconducting
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Figure 21. Mixed state in applied magnetic field of strength just
greater than H.;. (a) Lattice of cores and associated vortices. (b) Vari-
ation with pesition of concentration of superelectrons. (¢} Variation of
flux density.

state of the regions outside the cores. Since the surface energy
is negative, the formation of the smallest and maximum num-
ber of “fux” cores is favored to maximize the total surface area
of such cores. Since the coherence length is small in such mate-
rials, there can be many fluxons that require sharp transition
zones. The flux core is therefore of such a size as to give the
minimum flux, that is, the flux of a so called “fluxon” or flux
core, &g = 2.07 x 107 W (25). The material acquires a lattice
of fluxons as shown in Fig. 21. The numher of fluxons depends
on the amount of flux that needs to pass through the mate-
rial. Because such fluxons are maintained by circular eurrents
around the flux cores, the fluxons are also called vortices).
Under such conditions, the superconductor does not become
normal until the fluxons with the transition regions fill up the
area of cross section and the new critical field called H ., is given

by
Hg ~ 141« H,

where H, is the thermodynamic critical field at which the mag-
netic energy is equal to the difference between the free energy
in the normal state and the superconducting state.

Flux Flow in Type Il Superconductors. While the foregeing is
true for a superconductor with ne transport current (e.g., cur-
rent from an external circuit), the amount of current the super-
conductor ¢an carry in a magnetic field er the critical current
requires additional considerations. When a superconducting
fluxon lattice is also carrying current, the fluxons experience
a Lorentz body force per unit volume of the conductor equal to
the vector cross product of the current density and the mag-
netic field threading the fluxon (in most cases the applied field)
(26-28), These forces would move the fluxons perpendicular to
both the current density and the applied field, for example, in a
wire with a transverse magnetic field, the fluxons would move
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Figure 22, Variation of the flux-flow resistivity of a NbTa specimen
with field at various constant reduced temperatures. (right to left—0,
30%, 50%, 60%, and 70% of the critical temperatures)

radially perpendicular to the field. But these vortices or fluxons
are pinned by imperfections in the lattice. Such imperfections
in the lattice may be created due to working of the metal or
impurities in the metal. Therefore, the superconducting state
will be maintained as long as the pinning force per unit volume
is larger than the Lorentz force.

As the Lorentz force approaches and exceeds the pinning
foree, the flux cores start moving and there will be some vis-
cous resistance to such motion. Such a resistance would require
work to be performed and energy to be supplied. This power re-
gquirement would then manifest itself as an electrical resistance
and an associated voltage drop. The critical pinning force is not
a constant and increases from zere with field and then reduces
again to drop to zero at the upper critical field. Figure 22 (29)
shows the increase of the flux flow resistivity with increasing
field (30). This is called flux flow, and in this regime the flux
cores move with a velocity relative to the electrons carrying
the transport current. Since the cores are carried forward (in
the direction of the transport current) as well, the net motion
of the cores 1s at an angle to the transport current, but in most
cases the angle is close to 90°. The electric field induced by the
motion is given by

E = nydour

where ns is the number of fluxons and vy is the velocity of the
fluxons (the voltage is given by the product of the electric field
and length along the current direction).

Superconducting applications require zero or infinitesimatly
small resistance and therefore the regime of flux flow is re-
quired to be as close to the critical current as possible. There-
fore, most applications require a high n value, which is given
by

E~(I/LY”
where 1 is the transport current and [, is the critical current.

Flux Penetration and Flux Jump in a Type Il Superconductor,
According to the critical state model, when a field is applied
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Figure 23. (a) Screening currents induced to flow in a slab by a mag-
netic field parallel to the slab surface; (b) Magnetic field pattern across
the slab showing the reduction of internal field by screening currents.

in the exterior of the superconductor, screening currents would
be induced to exclude the field. The cross section (propertional
thickness in the slab shown in Fig. 23) of the current flow is
equal to the total current divided by the critical current of the
specimen, The current density in the material is always equal
to the eritical current density. As the field is increased, so is the
thickness of the current sheet and after current flows through-
out the cross section of the material, the field is fully penetrated
and then increases inside the material as the field is raised.

Unlike in norma! conducting materials, the penetration of
the field in the superconductor does not reverse when the field
change direction is reversed. If a field has penetrated well in-
side the material during one direction of change (say the field is
increased) and if the field change direction is reversed (say the
field is decreased), the field inside the superconductor initially
decreases on the edge of the superconductor while the field in-
side the superconductor remains unaffected. Asthe field change
is cantinued further this reduction continues into the thickness,
Figure 24 shows this phenomenon schematically. This behavior
of the diamagnetism causes the superconductor magnetization
to be hysteretic (31). The magnetization hysteresis for a typical
superconductor is shown in Fig, 25.

Now the critical state can be unstable because if there is
perturbation in the form of a temperature increase, the eritical
current density is reduced, which then causes the fields in the
superconductor to redistribute requiring motion of flux in the
superconductor. This flux metion generates heat, resulting in
the further increase of temperature. The larger the sensitivity

Figure 24. (a) Field pattern within a superconducting slab subjected
to large field change; (b} as the field is reduced; {¢) when the field change
penetrates to center of slab; (d) when the field reaches a minimum value
before rising again.
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Figure 25. Magnetization of a 361-filament NbTi/copper composite
with a twist pitch of 25.4 mm, measured at(a) 0.0075 T - s~1, (b} (.0375
T-s7L}0.075T 57!, and () 0.15T - s~ L.

of the critical current density to the temperature the larger the
heat produced. The smaller the specific heat of the material,
the larger the temperature increase for a given heat generated.
Therefore, if conditions are unfavorable, the superconducting
material will run away in temperature, resulting in the mate-
ria! quenching and the flux jumping inside the material. The
eondition beyond which such a flux jump would oecur is given
by

tod2a? /[3pnC(T — T < 1

where py, T,, J., C, and g are the density, critical temperature,
critical current density, specific heat, and thickness of the su-
perconductor, and T is the bath (initial) temperature {32}, The
result of the flux jump is that filaments of a supereconductor
cannot be larger than a certain size and when a supercondue-
tor is made of a large number of superconducting filaments of
wire, these must be twisted to cancel the diamagnetie currents
over short distances (33).

Superconductor Performance under ac Conditions

When superconductors are operated under ac conditions (ap-
plied magnetic field and currents), the superconductor response
is significantly different from that of a good conductor. There
are two reasons for this difference: (a) the magnetization of
the supercenductor is hysteretic, (b) there are saturation ef-
fects due to the criticality with respect to magnetic field and
superconducting current capability. In addition, since usual su-
perconductors are composites of multiple superconducting fil-
aments as well as normal stabilizing conducters like copper,
there are coupling effects due to mutual inductance and cross
conductance. The subject is wide, and details are strongly de-
pendent upon the details of the superconducters and applica-
tions (34,35).

Under alternating magnetic field conditions, diamagnetic
currents induee reverse magnetization, and since this magne-
tization 1s hysteritic, in a full eycle, an energy loss per unit
valume off [M-B] dB is incurred. This loss is similar to the
hysteresis loss in ferromagnetic materials.

With an alternating magnetic field transverse to the su-
perconductors, diamagnetic saddle currents flow similar to the
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normal conductors, but these currents are not limited by con-
ductivity but rather by the critical current. If the supercon-
ductor is @ monofilament, large currents would mostly flow in
the skin of the superconductor, and the superconductor would
be unstable. In order to limit the current, the superconductor
is made of several filaments, twisted together and separated
by a conducting matrix, for example, of copper. The induced
voltage is then limited by the twist length, and the currents
are distributed over all the filaments. However, for cryogenic
stability and stability against flux jump, the matrix has {o be
made of high conductivity material, and this leads to the fact
that the filaments couple somewhat through the matrix. Thus
currents flowing along the filaments cross over through the
matrix, and such currents induce ac losses in the supercon-
ductors. Such ac losses have to be limited to prevent heating of
the conductor and subsequent quenching {transition to normal
state).

Another tssue under alternating field and current conditions
is that the filaments or a cable of superconductors are not ex-
actly identical due to differences in superconducting character-
istics, twist pitches and end effects, and therefore currents may
not be shared equally. A strong nonuniform current distribution
can result from very small differences. The superconducter per-
formance under those conditions would be significantly poorer
than the sum of the individual filaments or superconductors.

MEASUREMENT OF FLUX

It is usually only necessary to measure magnetic fields, mag-
netization, etc. However, in special cases where the measure-
ment of flux is desired in a static field region, a good way is to
place a coil and move it transverse to the field direction so that
the coupled flux changes. The time integral of induced voltage
then gives the change in flux over the amplitude of motion. In
instances where the flux is changed over time, a stationary coil
enclosing the flux can be used. It is also appropriate to use flux
density probes such as “Hall” probes over the area of interest
and integrate the flux density over the area.
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MAGNETIC LEVITATION

To see gravity defied by the use of magnetic levitation in any
form usually brings a sense of magic to the observer. Although
mention of magnetic levitation these days probably brings to
mind either a small permanent magnet floating above a super-
conductor or a high-speed magnetically levitated (maglev) train
flying above a metal guideway, accounts of magnetic levitation
go back to at least the 11th century (1). As we will see, magnetic
levitation ts robust, in that nature has provided many different
ways to achieve it.

MAGNETIC LEVITATION METHODS

Magnetic Forces

The basic forces involved in magnetic levitation are derived
from the basic laws of electricity and magnetism. The first basic



force is the force between magnetic poles. Although isolated
magnetic poles are not known to exist in nature, they consti-
tute a convenient model and are discussed in most elementary
science texts. For a pair of magnetic poles, opposite poles at-
tract, like poles repel, and the force between point poles is pro-
portional to the inverse square of the distance between them.

The second basic force involved in magnetic levitation is the
force that occurs when a conductor moves in a magnetic field.
This force is derived from Faraday's law and Lenz’s law, which
teach that a changing magnetic flux produces a voltage in a
circuit in such a way that it opposes the change in flux. This
law is responsible for jumping rings and eddy currents (2).

The response of a material to magnetic fields also produces
a magunetic levitation force. A diamagnetic material, such as
graphite, aluminum, or a superconductor, will be repulsed by a
magnetic pole, whereas a paramagnetic material, such as oxy-
gen or water, will be attracted to a magnetic pole. Ferromag-
netic materials, such as iron, are strongly attracted to magnetic
poles.

Earnshaw’s Theorem

Earnshaw’s theorem is an important theorem that affects the
static levitation of magnetic systems. The theorem is developed
from the property of curl- and divergence-free fields that pre-
cludes the existence of local, detached, scalar-potential maxima
or minima. According to this classical theorem, it is impossible
to attain stable equilibrium in a system in which only inverse-
square-law electrostatic or magnetostatic forces are acting (3).
Braunbek deduced that electric or magnetic suspension is not
possible when all materials have €. > 1 or g, > 1, but that
it is possible when materials with ¢, = 1 or y, < 1 are intro-
duced (where ¢, is the relative electrical permittivity and u, is
the relative magnetic permeability) (4). Earnshaw’s theorem is
grasped intuitively by most people when they release a perma-
nent magnet next to the ferromagnetic door of their refrigera-
tor. The magnet either moves to stick to the door, or it falls on
the floor; it does not hover in space near the point where it was
released. Braunbek (4), and later Boerdijk (5), experimentally
demonstrated the stable levitation of small pieces of bismuth
and graphite (these are slightly diamagnetic materials with u.
< =z1} in strong magnetic fields. Arkadiev (6) first reported the
stable levitation of a strongly diamagnetic superconductor (4,
< 1). However, it was not until the discovery of superconduc-
tors with critical temperatures (i.e., temperatures at which a
material enters the superconducting state) above that of lig-
uid nitrogen that passively stable levitation became a common
laboratory occurrence. We note that Earnshaw’s theorem only
applies to conditions of static stability and does not apply to
dynamic systems.

Levitation of Permanent Magnets

Although magnetic levitation of ane permanent magnet by an-
other is not stable according to Earnshaw’s theorem, this ar-
rangement is still useful if stability is provided by other means.
A simple rendition of such a levitation, originally proposed by
Evershed (7), is shown in Fig. 1. Here the levitated object, that
is, the rotor, consists of a permanent magnet below which hangs
a rigid rod with a point on the bottom. Each permanent mag-
net is magnetized, as shown by the dark arrow in Fig. 1, with
its north pole down. The permanent magnet of the rotor ex-
periences an attractive force toward the stationary permanent

MAGNETIC LEVITATION 23

V1SS I 1SS IS 1SS

Stator
permanent
Y magnet

Rotor
permanent
v magnet

77777 Mechanical
bearing

Figure 1. Evershed bearing design, in which most of the weight is
provided by attraction between permanent magnets, and the remain-
ing weight and vertical stability are provided by a small mechanical
bearing.

magnet immediately above it. This system is statically stable
in the radial direction but unstable in the vertical direction.
The gap between the two magnets is adjusted in such a man-
ner that the attractive force between the pair of magnets is
Jjust less than 100% of the rotor weight, so that the rotor would
tend to fall. The remainder of the weight is provided hy the
small mechanical bearing at the bottom, which supplies suffi-
cient stiffness for vertical stability and some additional radial
stability.

The Evershed design, either in the simple form shown in
Fig. 1, or in some modification, is used in applications rang-
ing from simple toys and watt-hour meters to high-speed cen-
trifuges. This basic design may be combined with other mag-
netic levitation techniques and is often referred to as magnetic
biasing.

Electromagnetic Levitation

Truly contact-free magnetic levitation can be attained by re-
placing the mechanical bearing in Fig. 1 with a small electro-
magnet and a feedback system, as shown in Fig. 2. As before,
most of the levitation foree is provided by the attractive force be-
tween the two permanent magnets. The coil in Fig. 2 is wired
to magnetize the iron in the same sense that the permanent
magnets are magnetized. Then, as in Fig. 1, when the coil is
energized, the system is stable in the radial direction but un-
stable in the vertical direction. The feedback system consists of

il Ll s,

Stator
permanent
magnet v
e — Current
Coil Fe pay source
Ry s
=
Rotor d
permanent
magnet v s
Position
detectors

Figure 2. Attractive levitation of a permanent magnet with feedback
control of an electromagnet.
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Figure 3. Repulsive levitation of an ac coil above a conducting sheet
using method of images.

by

two sensors that detect the top and bottom edge of the levitated
permanent magnet. For example, the sensors may be photocells
that detect light from a light source to the left of the magnet.
When light to the bottom sensor is obscured by the falling mag-
net, the current to the coil is turned on, and the attractive force
increases. When light to the top sensor is obscured by the ris-
ing magnet, current to the coil iz turned off, and the attractive
force decreases. In such a manner, the magnet may be stably
levitated.

This basic design forms the basis of most active magnetic-
bearing concepts. As discussed in the applications section, the
actual control algerithms and sensors may be more complicated
then the simple system illustrated in Fig. 2.

Ac Levitation

The ability of electromagnetic forces to impart significant
levitation forces through Faraday’s law is well known from
jumping-ring experiments (2) that are performed in many in-
treductory physics classes. Consider the system shown in Fig. 3,
in which a coil is stationed above a conducting plate. If the coil
is energized with a pulse so that current flows as shown, by
Faraday’s law, eddy currents will be induced in the plate in
such a way that magnetic flux is expelled from the plate. The
effect of these eddy currents is that the coil will see its mirror
image, as shown in Fig. 3, and the interaction hetween the coil
and its image produces a repulsive levitatian force. Because of
the finite electrical conductivity of the plate, the eddy currents
in the plate that arise from a current pulse in the coil will ex-
ponentially decay in time, as will the levitation force, after the
pulse has ended. In the jJumping ring experiment, the conduct-
ing plate consists of a ring that sits on top of the coil. When
the coil is pulsed, the mutual repulsive force causes the ring to
accelerate upward.

To provide a more continuous levitation force, it is necessary
to provide another current pulse in the coil before the initial
eddy currents have completely died away. This is most conve-
niently accomplished by supplying the coil with an alternating
current. The general phenomenon can be quantitatively un-
derstood by considering an alternating magnetic field, B = Bi
(where i is the unit vector in the x direction and B = Bj exp( jwt)
incident on the surface of a half space z > 0}, with electrical con-
ductivity ¢ and magnetic permeability p, where j is the square
root of —1, « is the radial frequency, and ¢ is time. One then
must solve the magnetic diffusion equation

32B/3z> = uodB/at (1
The solution to Eq. (1) in the conducting half space is

B = Byexpl—z/§Yexpl jlwt — 2/8)] {2)

where the skin depth § is given by
8 =2/ucw

The current density «f in the half space, given by Maxwell's
equation J = ¥V x H, is in the —y direction; its magnitude is
given by

o = (By/ud)1 + jlexp(—z/8)expl jlwt — 2/3)] (3)

Thus, we see that current density has the same exponential
decay as the magnetic field but is phase-shifted by 45°, Here,
the force per unit volume, given by F = Re|J} x Re{B}, is in the
z direction and its magnitude is

Fiz) = (BY/ud)exp(—2z/5)1/2 — 272 sin(2wt — 22/8 — 7/4)]
(4)

The force consists of a time-independent part plus a sinuscidal
part that is twice the applied frequency. The mean force on
the plate is downward, as expected, with a corresponding force
upward on an ac coil above the plate. The pressure P at the
surface of the plate is given by

p- f Fz)dz (5)
]

P = {(BE /411 + cos(2wt)] (6)

The average levitation pressure is independent of frequency
and proportional to the square of the applied magnetic field.
To achieve a relatively constant levitation height, it is desir-
able that the period of the applied field + = 27 /0w be much
smaller than the characteristic time of the mechanical motion.
However, the frequency cannot be made arbitrarily high, be-
cause this type of levitation is associated with joule heating;
the heating rate § per unit volume is given hy

Q=JS/o o

From Eq. (3), we surmise that the maximum heating rate oc-
curs at the surface and is proportional to the frequency, with
the total heating rate proportional to the square root of the
frequency.

Electrodynamic Levitation

In electrodynamic levitation, a maving magnet {permanent
magnet, electromagnet, or superconducting magnet) interacts
with a conducting sheet or a set of coils to produce a levitation
force. A drag force, typically much higher than that associated
with ferromagnetic suspensions, is associated with the eddy
currents. However, above some speed, the drag force decreases
as unity divided by the square root of the velocity. The system
is passively stable, that is, no feedback is required. The dis-
advantage is that there is a minimum speed below which the
levitation force is not sufficient, so some mechanical support is
needed on startup.

The subject of eddy currents is a separate article in this ency-
clopedia; hence, here we limit the discussion to eddy currents
caused by a moving magnet. The phenomenon can be under-
stood by applying the principle of images, as shown in Fig. 4. In



(b)

Figure 4. Maxwell's eddy current model applied to a magnet moving
over a conducting plane: (a) low velocity; (b) high velocity. The vertical
compenent of the induced images and the magnetic field due to the
eddy currents are shown in each case.

the case of a plane conducting sheet, the imaginary system on
the negative side of the sheet is not the simple image, positive
or negative, of the real magnet on the positive side, but consists
of a moving train of images (2,8-11). According to this model,
when a magnet passes a point on the conducting plane, it in-
duces first a “positive” image, then a “negative” image. These
images propagate downward at a velocity R, which is propor-
tional to the specific resistivity (and to the reciprocal thickness
if the sheet is thin when compared with the skin depth). R is
also the electrical resistance of a square portion of the conduct-
ing sheet; its value R = p/2xh (p = resistivity, A = thickness) is
independent of the size of the square. In electromagnetic units,
P has the dimensions of velocity.

Two examples that apply Maxwell's model are shown in
Fig. 4. In the first example, the velocity v of the magnet is < R.
The positive image has moved down a distance Rdt = RL/v
when the negative image appears at the same location. Then,
as the two images move away head-to-tail, the induced field
falls toward zero. Because of the eddy currents, the vertical
component of magnetic field AB, is in one direction near the
leading edge of the moving magnet and the opposite direction
at the trailing edge, which leads to the waveform shown at the
right of the figure.

In the second example {Fig. 4(b}], the velocity is considerably
greater than R. The positive image has moved only a small dis-
tance RL/v away when the negative image appears, and the
two images nearly cancel each other thereafter. Now, the mag-
netic field due to the eddy currents AB, is predominantly in
one direction, as shown in Fig. 4(b).

Reitz (12) solved Maxwell's equation for several types of
moving magnets with the geometry shown in Fig. 4. In each
case, he obtained a “wake of images,” similar to those shown in
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Figure 5. Velocity dependence of lift force F, and drag force Fp.

Fig. 4, moving into the plate with a velocity w = 20/ ugh, which
is Maxwell's R expressed in rationalized mks units.

The force on a magnet moving over a nanmagnetic conduct-
ing plane can he conveniently resolved into two components:
a lift force perpendicular to the plane and a drag force oppo-
site to the direction of motion. At low velocity, the drag force
is proportional to velocity v and considerably greater than the
lift force, which is proportional to v?, As the velocity inereases,
however, the drag force reaches a maximum (referred to as the
drag peak) and then decreases as v~12. On the other hand, the
lift force, which increases with v? at low velocity, overtakes the
drag force as velocity increases and approaches an asymptotic
value at high velocity, as shown in Fig. 5. The lift-to-drag ra-
tio, which is of considerable practical importance, is given by
F L/ F D= L/fw.

Qualitatively, these forces can be understood by consider-
ing the diffusion of magnetic fiux into the conductor. When a
magnet moves over a conductor, the flux tries to diffuse into
the conductor. If the magnet is moving rapidly enoungh, the flux
will not penetrate very far into the conductor, and the flux com-
pression between the magnet and the conductor causes a lift
force. The flux that does penetrate the conductor is dragged
along by the moving magnet, and the force required to drag
this flux along is equal to the drag force. At high speeds, less
of the magnetic flux has time to penetrate the conductor. At
high speed, the lift force that is a result of flux compression
approaches an asymptotic limit, and the drag force approaches
ZETD,

The lift force on a vertical dipole of mement m moving at
velocity ¢ at a height z; above a conducting plane can be shown
to be (12)

B = Buem? /3272411 — wiv? + w?) 1% (8)

At high velacity, the lift force approaches the ideal lift from
a single image: 8uom?/32rz; at low velocity, the factor in: the
brackets is approximately equal to v?/2w?, so the lift force in-
creases as v2.

The drag force, as already pointed out, is w/v times the lify
force, so the drag force is proportional to v at low velocity. Ac-
cording to the thin-plate model that we have been discussing
thus far, the drag force should fall off with 1/v as the lift force
reaches its high-speed limit. However, at high velocity, penetra-
tion of the eddy currents and magnetic fields is limited to the
skin depth, which is proportional to v='/2. As a first approxima-
tion, ene might replace plate thickness by skin depth at high
speed. The transition from thin-plate to skin-depth behavior
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Symmetry
plane

Figure 6. Null-flux geometry, showing full stationary null-flux coil
and one half of levitated coil moving with veloeity ¢ and displacement
from the symmetry plane by Ah.

should occur at about 30 m/s in a 1-cm-thick aluminum plate,
for example.

One may improve on the basic system of a magnet moving
over a conducting plate by using the null-flux-geometry system
{13) shown in Fig. 6. When the moving magnet or coil ig in
the symmetry plane, no net flux threads the track loop so that
lift and drag forces approach zero, Lift forces increase linearly
and drag forces as the square of the (small} displacement Ak
from the symmetry plane. The velocity dependence of null-flux
systems is the same as that of the eddy current systems.

Levitation by Tuned Resonators

Several magnetic bearing concepts involve passive techniques.
These concepts have the advantage of simplicity and the lack of
a control system. One system achieves a stable stiffness char-
acteristic by using an LC-cireuit excited slightly off resonance
(14}, The LC-circuit is formed with the inductance of the electro-
magnetic bearing coil and a capacitor. The mechanical displace-
ment of the rotor changes the inductance of the electromagnet.
The LC circuit is operated near resonance and tuned in such
a way that it approaches resonance as the rotor moves away
from the electromagnet. This increases the current from the ac
voltage source and thus pulls the retor back to its nominal posi-
tion. The low forces and stiffnesses of this system, coupled with
the necessity for continuous ac energizaticn of the coils, are
disadvantages. The system is also subject to a low-frequency,
negative-damping instability, and auxiliary damping is usually
required for stability.

Miscellaneous Levitation Methods

The Levitron® is a toy, manufactured by Fascinations in Seat-
tle, Washington, that consists of a spinning permanent magnet
in the form of a top. The spinning magnet is repelled by a2 mag-
net of opposite polarity in a stationary base beneath the top.
The levitation height is such that the top is statically stable
in the vertical direction and unstable in the radial direction.
As designed, the top is alse statically unstable to rotation of
the magnetic moment. The concept of the Levitron is similar
to that of other passive magnetic bearing concepts, in that its
stability is dynamical {1,15,16). It is distinguished from other
passive magnetic bearing concepts in that its stability is the
result of the tendency of its precession axis to align with the
local field direction: that is, when the top moves radially away
from equilibrium, the magnetic moment of the top will rotate
50 as to point in the direction of the magnetic field from the
stationary magnet. This rotation of the moment adds a term
to the potential energy of the system that is not present if the
magnetic moment is decoupled from the radial excursion, There
is a rotational frequency range for the dynamic stability. The

top must be spinning fast enough so the gyroscepic action pre-
vents it from flipping over. However, if the top is spinning too
fast, the gyroscopic action will maintain the direction of the
moment vertical, and it cannot reorient fast enough to point in
the direction of the magnetic field. If the top is able to precess
several times around the field line during the time scale of a ra-
dial excursion, the system is said to be adiabatically stable. The
same concept is used to trap cold neutrons and produce Bose—
Einstein condenzation (16). Under presently investigated con-
ditions, the frequency range in which the top is stable is rather
small, and the stability is rather fragile. It is not clear whether
this concept would be useful in practical magnetic bearings.

Somewhat related to the Levitron levitation technique is
the levitation of weakly diamagnetic materials in high mag-
netic fields. For example, a 16 T steady magnetic field has been
used to levitate a living frog (17). The magnetic field induces a
magnetic moment m in the diamagnetic material that is in the
opposite direction to the applied field B, where the magnitude
of the moment is given by

m={x|VB/up

where y is the susceptibility of the material (water, which con-
stitutes the majority of the mass of most living creatures, is
weakly diamagnetic with y = —1.3 x 107%), V is the material
volume, and u is the permeabilty of free space. The magnetic
moment of the diamagnetic material interacts with the gradi-
ent of the applied magnetic field to produce a levitation forece.
The vertical component of this force against gravity is given by

F, =mdB/dz

For the levitation to be stable, the levitated object must be
placed where the energy is a minimum. This is only possible
with diamagnetic objects. Further, the levitation is stable be-
cause, like the Levitron, the magnetic moment of the diamag-
netic ohject rotates with the applied magnetic field.

Another magnetic levitation technique that is dynamically
gtable is analogous to the strong-focussing technique used in
particle accelerators (18}, In this system the static stability
of the magnetic system alternates as the levitated part ro-
tates. During one portion of the rotation, the system is radially
stable and vertically unstable. During the next portion of the
rotation, the system is vertically stable and radially unstable.
For some frequency ranges, such a system can be dynamically
stable.

Magnitude of Levitation Pressure

The levitation pressure of a magnetic system is considerably
smaller than that of most mechanical systems. Here, we con-
sider two systems: two magnetized objects, such as a pair of per-
manent magnets or a permanent magnet and a ferromagnet;
and a coil traveling at some velocity v over a conducting sheet.

The maximum magnetic pressure P between two magne-
tized objects of magnetization M, and M; occurs at zero gap
between the two objects and is given by

P=MM/2u,

where ug =4 x 1077, As convenient reference, for upM; = iy My
= 1.0 T, the pressure is 400 kPa. In a sintered NdFeB permanent



magnet, M is typically between 1 and 1.5 T, ferromagnetic ma-
terials may achieve magnetizations up to about 2.5 T.

For a set of dc coils of alternating polarity of spatial period
L moving at a height % over a conducting sheet, the maximum
levitation pressure is given by the pressure of the image force
and is

P = (1/2m10)B? exp(—4xh/L)

where B; is the rms (spatially averaged) value of the magnetic
induction in the plane of the magnets. With a NbTi supercon-
ducting coil, By can easily be 5 T.

APPLICATIONS

Levitation Melting

We have seen earlier that an ac coil may levitate over a con-
ducting plate by means of eddy currents induced in the plate.
If an ac coil is wound in approximately the shape shown in
Fig. 7, it may support a conducting liquid. In the case shown in
Fig. 7, the coil supports the sloping sides of the levitated liquid,
but there is a “magnetic hole” at the bottom of the coil. The
levitated liguid is prevented from leaving the magnetic trap
through this hale by its own surface tension. The size of the
melt is then determined by the surface tension, and levitation
melters are usually only capable of supporting masses substan-
tially less than 1 kg. Such levitators are often used to conduct
reactions in which contamination of the sample with material
from the crucible walls cannot be tolerated. In such a case, the
original charge is often solid and the induction heating from
the eddy currents melts the charge. Such devices are also used
when a highly homogeneous final product is desired, because
eddy currents cause significant stirring of a molten metal. The
levitation melter is also used to accurately determine the sur-
face tension of liguids, equilibria between liquid metals and
gases, and thermal diffusion.

Efforts to increase the mass of molten material to be levi-
tated have involved the use of a water-cooled copper jacket with
thin vertical slots surrounded by a conventional solenoidal coil,
Such a device, usually referred to as a cold crucible (19), can
levitate kilogram quantities of molten metal. The shape of the
metal that is levitated in cold crucibles is mostly spherical.
Attempts to levitate low-aspect-ratio sheets of molten metal
must accommodate the tendency of the free surface to underge
a Rayleigh—Taylor instahility (20).

CZ— Water
— cooling
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" liquid
Figure 7. Typical construction of water-cooled coil system for levita-
tion of molten metals. The upper coil is in series opposition to the lower
coil. The molten metal assumes approximately the shape and position
shown.

—
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Electromagnetic Casting

The basic principles of electromagnetic levitation can be ap-
plied to create vertical walls of molten metal. These principles
have been applied for many years in the moldless casting of alu-
minum ingots, in which the top of the ingot is surrounded by
an electromagnetic fence and the molten metal is cooled from
below. The ingot is moved downward and new molten metal is
added to the top at the same rate as the metal solidifies. The
advantage to this system is that the outer skin of the ingot is
free of contamination and mold marks. Recently, similar prin-
ciples have been applied to create electromagnetic edge dams
for twin-roll casting of steel.

Maglev Transport

Maglev transport involves the levitation of vehicles by one of
the magnetic levitation principles discussed earlier. There is
then no mechanical contact between the vehicle to be trans-
ported and the guideway that directs its travel. This applica-
tion has been considered primarily for high-speed transport of
people via trains, where damage to the tracks by a high-speed
wheel-on-steel-rail system can be significant. However, maglev
transport as an application is also being applied in clean-room
environments where electronic dimensions are becoming in-
creasingly smaller and contamination caused by rubbing or
rolling contact cannot be tolerated.

The history of maglev transport has been detailed in Ref. 2
and several of the reading list entries. As early as 1907 Robert
Goddard, better known as the father of modern rocketry, but
then a student at Worcester Polytechnic Institute, published a
story in which many of the key features of a maglev transporta-
tion system were described. In 1912, a French engineer Emile
Bachelet proposed a magnetically levitated vehicle for deliver-
ing mail. His vehicle was levitated by copper-wound eiectro-
magnets moving over a pair of aluminum strips. Because of the
large power consumption, however, Bachelet’s proposal was not
taken very seriously, and the idea lay more or less dormant for
half a century.

In 1963 J. R. Powell, a physicist at Brookhaven National Lab-
oratory, suggested using superconducting magnets to levitate a
train over a superconducting guideway. Powell and G. R. Danhy
propesed in 1967 a system that used a less expensive conduct-
ing guideway at room temperature. Later, they conceived the
novel idea of a “null-flux” suspension system that would min-
imize the drag force and thus require much less propulsion
power (13).

During the late 1960s, groups at the Stanford Research
Institute and at Atomic International studied the feasibility
of a Mach-10 racket sled that employed magnetic levitation.
The maglev principle was later applied to high-speed trains by
Coffey et al. and Guderjahn. In 1972 the group at Stanford Re-
search Institute constructed and demonstrated a vehicle that
was levitated with superconducting magnets gver a continuous
160-m-long aluminum guideway. The vehicle, weighing several
hundred kilograms, demonstrated both passive and active elec-
tromagnetic damping of the vehicle’s motion (21).

At about the same time, a team from MIT, Raytheon, and
United Engineers designed the magneplane system, in which
lightweight cylindrical vehicles, propelled by a synchronously
traveling magnetic field, travel in a curved aluminum trough.
One advantage of the curved trough is that the vehicle is free
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to assume the correct bank angle when negotiating curves, but
the guideway itselfis banked at only approximately the desired
angle. The magneplane concept was tested with a 1/25-scale
model system that vsed both permanent magnets and super-
conducting coils for levitation above a 116-m-long synchronized
guideway.

Research groups at the Ford Motor Company Scientific
Lahoratories (12,22), the University of Toronto, and McGill
University (23,24) carefully studied magnetic levitation and
electromagnetic propulsion; although they did not construct
test vehicles, these groups contributed immensely te our un-
derstanding of the basic physics and engineering principles in-
volved. The initial research effort in the United States ended
about 1975. Interest revived again around 1989, when four ma-
jor conceptual designs were funded for several years by the fed-
eral government (25}, after which government funding again
disappeared.

Maglev systems have been studied in several other coun-
tries, most notably Japan, Germany, and the United Kingdom.
The only maglev train ever in commercial service was a 600-m-
long route in Birmingham, England that connected the airport
to & conventional rail line. This service operated from 1984 to
1995. Its service was terminated mainly because of lack of parts
in a one-of-a-kind technology.

Research in Germany and Japan has continued to the
present, and full-scale vehicles have been tested in both coun-
tries. The two main maglev technologies that are being pursued
at this time may be broadly classified as electromagnetic sys-
tems (EMSs), in which active feedback and electromagnets are
used, and electrodynamic systems (EDSs), in which repulsive
forces are generated by eddy currents that are induced in the
guideway hy the passage of a superconducting magnet,

EMSs depend on the attractive forces between electromag-
nets and a ferromagnetic (steel) guideway, as shown in Fig. 8.
This system is under intensive investigation in Germany. The
magnet-to-guideway spacing must be smail (only a few centime-
ters at most), and this requires that the straightness tolerances
of the guideway must be relatively small. On the other hand,
tt is possible to maintain magnetic suspension even when the
vehicles are standing still, which is not true for EDSs. In the
system shown in Fig. 8, a separate set of electromagnets pro-
vides horizontal guidance force, and the levitation magnets,
acted on by a moving magnetic field from the guideway, provide
the propulsion force. The German Transrapid TR-07 vehicle is
designed to carry 200 passengers at a maximum speed of 500
km/h. The levitation height is 8 mm, and power consumption
is estimated to be 43 MW at 400 km/h. A full-scale prototype
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Figure 8. Schematic diagram of Transrapid maglev system

(Germany).

of the Transrapid has run for many years on a 30 km test track
in Emsland, Germany. Plans call for the Transrapid to enter
commercial service in 2005 on a 292 km route that connects
Hamburg to Berlin.

EDSs depend on repulsive forces between moving magnets
and the eddy currents they induce in a conducting aluminum
guideway or in conducting loops, as shown in Fig. 6. This sys-
tem is being intensively investigated in Japan. The repulsive
levitation force is inherently stable with distance, and compar-
atively large levitation heights (20 cm to 30 e¢m) are attainable
by using superconducting magnets. Various guideway config-
urations, such as a flat horizontal conductor, a split L-shape
conductor, and an array of short-circuit coils on the sidewalls,
have heen investigated. Each has its advantages and disad-
vantages, The proposed Japanese high-speed maglev system
involves the use of interconnected figure-8 (“null-flux”) coils on
the sidewalls. The null-flux arrangement tends to reduce the
magnetic drag force and thus the propulsion power needed. A
prototype of this system has been operated for many years on
a 7-km-long test track in Miyazaki, Japan. The Japanese cur-
rently plan to construct a commercial version that will eperate
between Tokyo and Osaka, with the first part of this route, a
42-km-long test track, in the Yamanashi prefecture. A three-
car test train achieved the design speed of 550 km/h on this
test track in December 1997,

Magnetic Bearings

In active magnetic bearings (AMB), the attractive force be-
tween an energized magnet and a ferromagnetic body acts to
achieve levitation, Typically, the magnet is an electromagnet,
and the rotor is a ferromagnet. Such a system is inherently un-
stable, so, depending on the position of the rotor, active feedback
is used to modulate the field of the electromagnet.

For decades, AMBs have been used in industrial applica-
tions; recently they have been used in cilfree turbomolecular
vacunm pumps, compressors for gas pipelines, machine spin-
dles for cutting operations, x-ray tube rotating anodes, pumps
for cryogenics, turbo expanders in air separation plants, mo-
mentum wheels for satellite applications, flywheel prototypes,
and sensitive pressure gauges. The three principal advantages
of an AMB are: (1) absence of lubrication ail (required in most
mechanical bearings}); (2) the ability to attain higher speeds
without the heating caused by mechanical frietion; and (3) the
ability to change in real time the stiffness and damping of the
bearing to meet operating requirements.

In the basic setup of an AMB, position signals from gap sen-
sors are used by a controller/power amplifier to set the appro-
priate currents and veltages of the electromagnets in such a
way that stable levitation is achieved. In the example of an iron
rotor below a ferromagnet, if the rotor starts to fall so that the
gap becomes too large, the current in the magnet is increased
to increase the attractive force. Similarly, if the gap becomes
too small, the current is decreased. Control becomes effective
when the bearing is activated and does not require any metion
to levitate.

An advantage of the AMB is that it can adapt to operat-
ing conditions and communicate with its environment. Within
certain limits, the AMB can be set to operate with arbitrary
stiffness and damping, and the gap between the rotor and elec-
tromagnet can be changed. A rigid rotor can be made to rotate
about its principal axis without transmitting vibrations to the



foundation. By changing the stiffness and damping, the rotor
is capable of easily crossing the critical speeds of the bearings.
In addition, bending vibrations of an elastic rotor can be sig-
nificantly reduced by an appropriately designed active control
loop.

Analog controllers were used in early AMBs; however, the
tendency now is toward digital controllers. The design of early
AMB systems was usually based on proportional-integral-
differential (PID) control algorithms. Generally, the feedback
law is chosen to be linear and is developed on the basis of the
system linearized about the static equilibrium position. Recent
investigations have shown that there is performance merit in
the use of certain nonlinear feedback laws. Typically, switching
amplifiers are used to power the coils. These amplifiers are ba-
sically transistor switches that connect the coils to a de voltage.
The transistors are either on or off and produce a square wave
voltage on the coil, with the result that a sawtooth current is
praduced in the inductive load. By contrelling the on and off
times, most current wave forms can be produced in the coils.
The disadvantage of the switching amplifiers is the oscillation
in the current, which causes remagnetization loss in the mag-
netic bearing. However, the shorter the switching period, the
weaker these oscillations.

Typically, a high-frequency carrier signal is used in the po-
sition sensor, which provides a linear signal versus the rotor
location. Optical sensors, inductive displacement sensors, ca-
pacitance sensors, Hall effect sensors, and eddy current sen-
sors are commonly used. The sensors must be contact free and
capable of measuring a rotating surface. The surface quality of
the rotor and the homogeneity of the material at the sensor will
influence the measurements. A bad surface will produce noise
disturbances, and geometry errors may cause disturbances in
the rotational frequency or in multiples thereof. Training of the
sensors while in place may alleviate some of these noise prob-
lems. In this technique, the rotor is rotated at some fixed speed,
the surface is measured over many revolutions, and the aver-
age of the measurements for a given set of angles is stared in
a computer memory so the sensor remembers the surface. The
set of data serves as a hackground, which is subtracted frem
the measurement during regular operation.

A new type of AMB, currently under development, does not
involve the use of sensors. Instead of the usual current ampli-
fier, a voltage amplifier is used. The current in the amplifier is
measured and a control algorithm can be developed so that the
rotor can be stabilized from this measurement.

One of the fundamental limitations of an AMB is that the
hearing force slew rate is limited because the magnet coils are
inductive and the power supply to the driving amplifier has a
maximum voltage. The slew rate limitation causes the hearing
force to change more slowly than the control signal demands
and thus introduces a phase lag. Another way to state this is
that the inductance of the coils and the maximum voltage pro-
vide an upper limit to the stiffness of the system.

In principle, the current requirements of the coils of an AMB
can be made arbitrarily small if the sensors have a high enocugh
resolution and the sensor and power electronics are fast enough
to respond. That is, less force is needed (and therefore less cur-
rent) to return a rotor from a 1 um deviation from equilibrium
than it does to return it from a 1 mm excursion. As sensors be-
come faster and achieve greater resolution, and as power elec-
tronics become faster, one may expect that the losses in AMBs
will decrease. At some point, the homogeneity of the rotor and
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the magnet system will then provide the determining limit of
these losses.

For a complete rotor, five degrees of freedom must be con-
trolled. If magnetic biasing is used, the system can often be
designed so just one degree of freedom need be controlled. Be-
cause an AMB typically provides stable stiffness in only one
direction, it may be appropriate to design the magnetic bias
with a rather large stiffness that provides stability in all di-
rections but one. Then, only one AMB controller is required to
stabilize against movement in the unstable direction,

In any of the bearing systems discussed in this section, con-
siderable advantage in terms of reduced losses can be achieved
by using a magnetic bias to take up most of the bearing load.
(For example, see discussion of Fig. 1.} The rotational losses
of a permanent magnet pair generally consist of eddy currents
induced in one of the magnets by the azimuthal field inhomo-
geneity of the other. These losses are typically smaller than
those associated with the bearing that makes up the stabiliz-
ing part of the system. Low-loss magnetic biasing can also be
accomplished with a combination of permanent magnet and
ferromagnet.
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MAGNETIC MATERIALS
HISTORICAL BACKGROUND

Magnetic materials have been known since ancient times—for
example, in 380 B.C.E. Plato wrote (1) of the “stone which
Euripides calls a magnet,” which we infer was Fe3O,, now
known as magnetite, The scientific quality of magnetism stud-
ies abruptly and dramatically jumped with the publication in
1600 by Gilbert of the classic text De Magnete (2). Quantita-
tive measurements of magnetic materials were enabled by the
1820 discovery by Oersted that an electric current creates a
magnetic field. In 1846 Faraday made systematic studies of
the attraction and repulsion of materials in a gradient field
and classified materials as diamagnetic if they are repelled
by a region of increased flux density and paramagnetic if they

are attracted. To this we add ferromagnetic (strongly magnetic,
like iron) to form the set of three basic classes of magnetic
response.

Since the early part of the twentieth century, magnetic ma-
terials have been the subject of deep and broad research and
development due to their economic and scientific importance,
and much of our knowledge is mature. Nevertheless, startling
discoveries continue to be made, such as the discovery of Nd-
Fe-B permanent magnets and the “giant magnetoresistance”
effect in thin-film multilayers.

MAGNETIC FIELDS AND THE MAGNETIC RESPONSE
OF MATERIALS

The magnetic properties of matter may be viewed as a response
to an applied stimulus, namely the magnetic field strength H.
The macroscopic response of a material is given by its magne-
tization, M, and the overall field is the sum of the two, called
the magnetic induction B. In a vacuum the magnetization is
strictly zero. For this article we adopt S units, so we have B =
woH in a vacuum, where B is measured in tesla (Wh/m?), H is
measured in amperes per meter, and by definition pg = dn x
1077 H/m. The magnetic response adds directly to the applied
field, giving B = u(H + M).

The issue of units in magnetism is perennially vexing. In
the past, cgs (Gaussian) units have been commonly used by
scientists working with magnetic materials. In that system, B
is measured in gauss, Hin Qersteds, and M in emu/cm?, where
emu is short for the uninformative name electromagnetic unit.
The constituitive relation in Gaussian units is B= H + 47 M.
Important conversion factors to keep in mind are 10* Gauss =
1T and 12.5 Oe = 1 kA/m. A definitive discussion of units
and dimensions is given in the Appendix of Jackson’s Clessical
Electrodynamics (3).

TYPES OF MAGNETIC MATERIALS: TAXONOMY

Basic Families

Two of the basic families of magnetic materials involve a highly
linear response {i.e., M = x H, where y is defined as the mag-
netic susceptibility). The main magnetic response of all mate-
rials is due to the magnetic moment of individual electrons, a
property directly connected to their spin. The moment of a sin-
gle electron is 1 Bohr magneton, ;g = 1.165 x 1072 Wh-m. Due
to the Pauli principle, in many cases the electrons in an atom
are precisely paired with oppositely directed spins, leading to
an overall cancellation. Nevertheless, a magnetic response can
be discerned in all materials, as observed by Faraday.

Diamagnetism

Diamagnets have a negative value for y, that is, the induced
moment is opposite to the applied field. The susceptibility is
temperature independent and typically small (see Fig. 1}. Dia-
magnetism is due to the effect of 2 magnetic field on orbital
maotion of paired electrons about the nucleus (superficially com-
parable to Lenz's law). The diamagnetic susceptibility of most
materials is very small—in the vicinity of —1 x 107", A tabula-
tion of diamagnetic susceptibilities of various atoms, ions, and
molecules is given by Carlin (4).
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Figure L. Schematic temperature dependence of the susceptibility of
a diamagnet, paramagnet, ferromagnet, and antiferromagnet.

A large negative magnetic susceptibility is characteristic of
only one class of materials {(namely, superconductors). A Type
superconductor in the Meissner state exhibits complete exclu-
sion of magnetic flux from the interior of the sample, M = —H,
or B = 0. Superconductors can also exhibit partial flux penetra-
tion, 0 < B < uyH. In both cases the spectacular observation of
stable levitation is possible, something that cannot be achieved
using only materials with x > 0 (as proven by Earnshaw's theo-
rem}, Note that stable levitation is possible even for bodies that
are only weakly diamagnetic given a sufficiently large magnetic
field gradient {5).

Paramagnetism

Paramagnets have a positive value for x, that is, the induced
moment is in the same direction as the applied field. Param-
agnetism is chiefly due to the presence of unpaired electrons—
either an overall odd number of electrons or an unfilled inner
shell. Nuclei ean also show paramagnetism, though typically
of an extremely small magnitude. The electron gas of a metal
is also usually slightly paramagnetic, though exchange cou-
pling can sometimes lead to ordering {e.g., ferromagnetism).
Independent unpaired electrons give each atorm or molecule a
small permanent dipole moment, which tends to be aligned by
an external magnetic field. Langevin showed that thermal en-
ergy disrupts this alignment, leading to a susceptibility ¥ =
Nm?3kgT, where N is the density of dipoles, m is the moment
of each dipole, &g is the Boltzmann constant, and T is the abso-
lute temperature. Curie and Weiss found that the temperature
in this formula should be replaced by T' — (T — T} for materi-
als with an ordering temperature T, (the “Curie temperature.”™
The paramagnetic susceptibility of a material can give impor-
tant insights into its chemistry and physics, but it is an effect
of limited engineering significance at present.

Ferromagnetism

Ferromagnetism is the spontaneous magnetic ardering of the
magnetic moments of a material in the absence of an applied
magnetic field. Nearly all technologically important magnetic
materials exhibit some form of ferromagnetism. In such ma-
terials, the magnetic moments of electrons couple together, so
that they respond collectively. In this manner it is possible for
all of the magnetic moments in an entire sample to point in
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the same direction, potentially giving a very strong effect. The
details of how the individual moments couple with each other
can be understood in terms of guantum mechanics. There are
three types of “exchange” interaction generally found:

* The first is direct exchange, in which an unpaired elec-
tron on one atom interacts with other unpaired electrons
on atoms immediately adjacent via the Coulomb interac-
tion. This is the strong mechanism that dominates in most
metallic magnetic materials, such as Fe, Ni, Co, and their
alloys. It results in a positive exchange energy, so the spins
on adjacent atoms tend to align parallel.

The second is indirect exchange, or superexchange, in
which the moment of an unpaired electron on one atom po-
larizes the (paired} electron cloud of a second atom, which
in turn interacts with the unpaired electron on a third
atom. This is the mechanism that dominates in most ox-
ide materials, such as ferrites. For example, in Fe,Q, the
Fe ions (with unpaired electrons} interact through O ions
(which have only paired electrons). Superexchange creates
a negative exchange energy.

Finally, there is the possibility of interaction between elec-
trons that are not lecalized but can move freely as in
a metal. This interaction, known as the RKKY interae-
tion after ite discoverers (Ruderman, Kittel, Kasuya, and
Yoshida), is usually weaker than direct exchange. It plays
an important role in the behavior known as giant magne-
toresistance and can result in either a positive or negative
exchange energy.

The main properties that characterize ferromagnetic materials
are the Curie temperature, T, the saturation magnetization,
M, the magnetic anisotropy energy, K, and the coercive field,
H_(see Fig, 2}, The first two are intrinsic to a material. The third
has both intrinsic and extrinsic factors. The last is extrinsic and
depends on the form (microstructure, overall shape, ete.) of the
material and will be discussed later.

* The exchange interaction that leads to ferromagnetism can
be disrupted by thermal energy. At temperatures above T,
the disruption is so great that the ferromagnetism ceases,
and the material exhibits only paramagnetism. Thus T,
measures the magnitude of the exchange coupling energy.
For example, the T, of Fe is 770C while forCo, T. = 1115°C,

M

0 1 T
0 Te

Figure 2. Schematic temperature dependence of the saturation mag-
netization, M, for a ferromagnet.
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and for Ni, T. = 354°C. The ferromagnetic transition is
a second-order phase transition, which means that the
order parameter {magnetization) increases continuously
from zero as the temperature is lowered below T'.

The saturation magnetization is the macroscopic magnetic
moment of all of the spins averaged over the volume of the
sample. Thus, in a material with many unpaired electrons
per atom, M, will be large (e.g., Fe with yM, = 2.16 T at
room temperature). Conversely, M, will be much smaller
in materials that also contain nonmagnetic atoms or ions
{e.g., FesOy with uoM, = 0.60 T' at reom temperature).

The electron spins ¢couple weakly to their orhital motion
in a process known as spin-orbit coupling, a relativistic ef-
fect. As a result, the energy of the system depends on the
orientation of the spins (i.e., the magnetization) with re-
spect to the orbitals of the atoms (i.e., the orientation of
the sample}. This results in an intrinsic coupling of the
magnetization to the crystal lattice. It leads to magnetic
anisotropy—that is, the energy of the system depends on
the orientation of the magnetization with respect to the
sample. The direction along which the magnetic moment
tends to lie is known as the easy axis. The magnitude of the
anisctropy may be large, as in SmCos permanent magnets
that strongly resist demagnetization with K ~ 107 J/m?,
or it may be quite small, as in the high-permeability mate-
rials NiggFeg ; (Permalloy) or a—Fey ggP.13Co07 (an amor-
phous alloy).

» Another source of anisotropy can arise from the shape of
the specimen, ¢r from the shape of individual grains within
the specimen. This is a local magnetostatic effect, rather
than an intrinsic effect, and is called shape anisotropy (see
Fig. 3} It is an extremely important factor in any real ap-
plication. Two extremes are illustrative: A long thin needle
(i.e., an acicular particle) can be readily magnetized along
its long axis but will require a large field to force the mag-
netization to be across a short axis. The magnitude of field
required is H, = M./2 (i.e., H, = 8.5 x 105 A/m for the case

— =/

Easy axis of magnetization

=L/

Hard axis of magnetization

-

Figure 3. Shape anisotropy quantitatively describes the observation
that needles and plates are most easily magnetized along a long dimen-
sion.

of an Fe needle}. A flat plate, on the other hand, will re-
quire twice that field, i.e., H, = M, to magnetize it parallel
to the normal.

A third source of anisotropy is due to the magnetostric-
tion of magnetic materials, coupled with stresses in the
material. Magnetostriction is the change in dimensions of
& sample when the magnetization is aligned along var-
ious crystallographic directions; it occurs as a response
that minirmnizes the magnetocrystalline energy. Conversely,
when a sample is strained along some crystallographic di-
rection, this contributes to the magnetic anisotropy. This
is called stress anisotropy. It can be an important effect in
low-anisotropy materials that are highly strained, such as
almost all thin films.

»

The various magnetic anisotropies that may exist in a
material all act simultaneously. The best way to analyze
their cumulative effect is in terms of the anisotropy en-
ergy, which is the sum of all of the energies arising from
individual anisotropies. The details of this analysis can be
complex; see Bozorth or Brailsford, listed in the Reading
List, for examples and guidance.

Useful magnetic materials almaost inevitably consist mostly
of Fe, Co, or Ni or a combination of these three elements, bhe-
cause these are the elements that are ferromagnetic at room
temperature and above. A great variety of other elements may
be added to form alloys or compounds with specific useful prop-
erties, but inevitably a large fraction of Fe, Co, or Ni will be
present. When a nonmagnetic metal is alloyed with these el-
ements, M, and T, generally decrease rapidly due to dilution.
For example, Fig. 4(a) (Bozorth pp. 308-309) shows the effect of
alloying Ni with Cu (which together form a continuous solid so-
lution), showing the monotonic decrease in M, with increasing
Cu content. Other effects may oceur, such as band-structure ef-
fects or the formation of compounds, which will alter the trends
with alloying [e.g., formation of FesAl, as shown schematically
in Fig. 4(b)).

Alloying with rare-earth metals is often used in cases where
a high intrinsic anisotropy is desired, such as in permanent
magnets. The lanthanide rare-earth metals are all highly mag-
netic due to unpaired electrons in the 4 f-shell (inner) orbitals.
The T'. of these materials is below room temperature because
the exchange interaction between inner orbitals of adjacent
atoms is small, but the intrinsic anisotropy is generally large
because the spin-orbit interaction is largest in atoms with
high atomic number (and therefore highly relativistic orbitals).
Adding a small amount of a rare earth can dramatically in-
crease the magnetocrystalline anisotropy of an Fe-, Co-, or Ni-
based compound, often with anly a modest decrease in T, and
M,. The modern “rare-earth” permanent magnetic materials
use this effect, as in SmCos and Nd;Fe4B.

Domains and M-H Loops

While positive exchange coupling tends to align all of the spins
in the same direction, real materials generally exhihit this uni-
formly oriented state only if they are very small (<100 nm).
Larger samples “demagnetize” by breaking up into magnetic
domains. In each domain the local magnetic moments are uni-
formly aligned, usually along an easy axis. The directions of
magnetization of the various domains can balance such that
the overall magnetization is zero and the magnetostatic energy
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Figure 4. (a) Saturation magnetization and T, for Fe-Cu alloys, nor-
malized to the values for pure Fe, The monotonic decrease is typical of
systems that form a continuous solid solution. (h) Saturation magneti-
zation of Fe—Al compositions, normalized to the value for pure Fe. The
anomalous behavior near the composition FesAl (25% Al) is due to the
formation of the FejAl phase.

iz small. When an external field is applied along an easy axis,
domains aligned with the field tend to grow, while these an-
tialigned tend to shrink. At high enough field the sample will
be forced into a single-domain state, and the saturation mag-
netization will be cbhserved. The formation of domains impiies
the presence of domain walls—boundaries between adjacent
domains—that have increased exchange and anisotropy ener-
gies due to misalignment of neighboring spins. The density
and orientation of domains in a sample is partly determined
by energy balance between the domain wall and magnetostatic
terms, but is also strongly affected by nonequilibrium consider-
ations such as domain wall nucleation and pinning. In general,
the growth and shrinking of domains (i.e., the motion of do-
main walls) dissipates energy, so the M—H curve is hysteretic,
as shown schematically in Fig. 5.

This hysteretic, sigmoidally shaped M-H curve is very typi-
cal of ferromagnetic materials. Four important parameters are
immediately evident from examination of the M-H curve.

* First, the limiting magnetization is just M., the single most
important measure of a ferromagnetic material.

Second, the slope of the M—H curve at M = 0 is the small-
signal permeability 4(0), which measures the responsive-
ness of the magnetic material to an external field when it
is close to its demagnetized state. This parameter is par-
ticularly important for soft magnetic materials, which use
the magnetic material to obtain a flux multiplication by
the factor u(0). This parameter is determined partly by
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Figure 5. Schematic M—H curve, showing saturation magnetization,
M;, remanent magnetization, M,, coercive force, ., and initial per-
meability, 2(0) (defined for an initially demagnetized sample, i.e., with
H=0and M =0).

the magnetic anisotropy that is characteristic of the ma-
terial but is also affected by factors that impede domain-
wall motion, such as physical grain structure, microscopic
inclusions, dislocations, or magnitude of the magnetocrys-
talline anisotropy.

Third, the magnetization observed at zero field (after the
sample has been fully magnetized) is called the remanence,
M. This is an important parameter for permanent mag-
nets, as it measures the magnitude of M available when
the material is isolated. Note that the “squareness ratio,”
M./M,, is dominated hy extrinsic aspects of the material,
such as grain structure and defect, along with underlying
anisotropies including the shape of the specimen.

Fourth, the field required to reduce the external magne-
tization to zero (again, defined only after the sample has
first been fully magnetized) is called the “intrinsic coerciv-
ity” or coercive field, H.. At this field, the sample is in a
multidomain state and the magnetizations from all of the
various domains exactly cancel out. The coercive field is
an important property for permanent magnets, as it mea-
sures the ability of a material to withstand the action of an
external magnetic field, whether applied or self-generated.
It is also determined mainly by extrinsic aspects of the ma-
terial such as grain structure.

*

-

The interpretation of M—H loops can often involve subtle as-
pects of the loop, including directional properties, the approach
to saturation, possible nonsigmoidal curving, discrete jumps
{known as Barkhausen jumps), and so on. These may reflect
coherent rotation of spins in a domain when the external field
is not aligned with an easy axis or may be due to subtleties of do-
main wall motion. Development of superior magnetic materials
often involves intensive research into these issues, but usually
the designers of devices need only focus on a few properties.

Negative Exchange Interaction

The exchange interaction, as mentioned previously, need not
be positive, inducing alignment of adjacent spins. When it is
negative, adjacent spins will tend to align antiparallel. This
can lead to a variety of behaviors depending on the structure
of the material.
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Figure 6. Antiferromagnetie structure of Ni0, showing Ni atoms in
the {101) plane. The spins are aligned along (1111 directions as shown.
The magnetic unit cell is twice the length of the crystallographic unit
cell.

Antiferromagnetism

The simplest configuration that can be obtained with a nega-
tive exchange energy is antiferromagnetism, in which the spins
on adjacent sites in a unit cell cancel to give no net magnetic
moment. A simple example is NiO, which forms in the rock salt
{NaCl) structure (see Fig. 6). The ordering temperature for an-
tiferromagnetic materials is called the Néel temperature, T,
after the discoverer of antiferromagnetism, and is analogous
to the Curie temperature of a ferromagnet. Above Ty = 250°C,
NiQ is, of course, paramagnetic. In the antiferromagnetic state
the susceptibility is not negative, as in the case of a diamag-
net (which has no permanent dipoles} but is positive, small,
and depends on the direction of the external field due to intrin-
sic magnetocrystalline anisotropy. The details of spin configu-
rations and other properties of antiferromagnets can be very
complicated. Antiferromagnetism is difficult to detect by con-
ventional magnetic measurements, Neutron scattering mea-

oy T Yy

D

surements are typically required to confirm the existence of
antiferromagnetism.

Antiferromagnetic materials have been known and under-
stood since the work of Néel beginning in 1932, but there are
presently no important applications of bulk antiferromagnetic
materials. Thin films {~~1 nm to 100 nm thick) of antiferro-
magnetic materials now play an important role in state-of-the-
art magnetic recording, specifically in magnetoresistive read
heads. The antiferromagnetic thin films are used to magnet-
ically bias the magnetoresisitive sensor using a phencmenon
called exchange anisotropy: the surface interaction hetween a
ferromagnetic and antiferromagnetic material in intimate con-
tact (see Fig. 7). Since this is an interfacial phenomenan, its
magnitude is only significant when the surface/volume ratio is
high, as in a very thin film.

Ferrimagnetism

In a compound with two magnetic sublattices and antiferro-
magnetic coupling, the magnetic moments of each sublattice
will generally not cancel exactly. Then the material will exhibit
an overall magnetization that in many regards will appear ex-
actly like that of a ferromagnet, with a hysteretic M—-H loop,
a coercivity, and a remanence. Such materials are called ferri-
magnets, because the prototypical examples are ferrites. Some
properties, such as the temperature dependence of the magne-
tization, can be radically different from those of ferromagnets.
For example, the different temperature dependencies of the
magnetization on twe sublattices can sometimes lead to exact
cancellation of the net magnetization at a particular tempera-
ture, called the compensation temperature, Toum, (often denoted
T., which leads to confusion with the Curie temperature}. At
that temperature the material behaves as if it were an antifer-
romagnet.

While ferrimagnets behave in many ways like ferromagnets,
the highest saturation flux density in ferrimagnets is typically
only about 0.6 T, and they cost significantly more than iron or
silicon iron. Their crucial advantage is that they are usually
good insulators and therefore are useful at high frequencies
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Figure 7. Schematic illustration of exchange anisotropy arising from interface coupling between
an antiferromagnetic and ferromagnetic material. The schematic M—H loop indicates that the loop
is offset in H and that with no external field there is only one stable state (namely, the saturated
state). That is, at H = { there can be no domain structure.



due io low eddy-current losses. Three classes of ferrimagnetic
materials are predominant in applications:

* GGarnets have a generic formula of RaFe;(ys, where R rep-
resents a lanthanoid (Sc, Y, or lanthanide rare earth).
These compounds have a T, around 275°C and a rather
low saturation flux density at room temperature, B, =
0.18 T. They have proven useful for bubble memories be-
cause high-quality single-crystal garnets can be prepared,
and they continue to be used for UHF applications be-
cause they have particularly low losses in that frequency
regime.

Spinel ferrites are an especially large class of materials
with a wide range of properties. The generic formula unit
is AB,Q,, where Ais a divalent ion and B1is a trivalent ion,
usually Fe**, Most of the useful spinel ferrites are mag-
netically soft (that is, they have a low anisotropy energy
and a high permeability). The prototypical spinel ferrite
is FegQy, but Zn-substituted MnFe,Q, and NiFe,0,4 are
the soft ferrites used in most applications. Another ex-
tremely important ferrite is commonly used as a magnetic
recording medium—namely, y—Fe;02, which is a modi-
fied spinel in which one in nine Fe sites 1s systematically
vacant.

Hexagonal ferrites are a much smaller class of materi-
als, but this class includes the important ceramic per-
manent maghet materials, A typical formula unit for a
hard hexagonal ferrite is BaFegO,,. These materials have
a platelet-type growth habit with a very high uniaxial
anisotropy and an easy axis normal to the platelet. This
makes it difficult for the magnetization of a platelet to
change, which accounts for the hard magnetic properties.
The fact that these materials are insulating is often not an
important issue since they are used to create a dc magnetic
field.

When a magnetic dipole is aligned (e.g., by intrinsic
anisotropy) along an axis and a radiofrequency (RF) field is
applied perpendicular to that axis, the dipole does not respond
simply by oscillating in the direction of the RF field, but it pre-
cesses around its axis in accordance with classical mechanics.
The precession frequency is commanly expressed as « = p H,,,
where y is the gyromagnetic eonstant [y = 35 kHz/(A/m) for
most materials] and H,, is the anisotropy field. If the RF field is
at exactly this frequency, the dipole can readily absorb energy
from the field (and convert it into heat via coupling to the lat-
tice). This phenomenon is known as ferromagnetic resaonance,
FMR, though it iz most important in insulating ferrimagnets
where eddy currents do not already dominate the losses. Above
the FMR frequency the magnetic material has a nonmagnetic
response.

At very high frequencies the response of ferrimagnets is not
dominated by domain-wall motion, which is sluggish, but by
coherent rotation of the spins in the sample. Then the perme-
ability is given simply by ., = By/Hg,, 50 wpypite = ¥ B.. This
equation, known as Snoek’s law, says that for a given material,
a higher FMR frequency can only be obtained at the cost of a
correspondingly smaller permeability. It is a basic limitation to
the use of ferrimagnetic materials at frequencies above about
10 MHz. Other issues, such as domain-wall resonances, may
reduce the maximum frequency even further.

MAGNETIC MATERIALS 35

Direction of apphed field: —~

H=0 H = moderate H =high
K =low
—
N g E_/

o

Metamagnaetic
transition

P
- N
Ground state

Spin-flop
transition

Figure 8. The spin-8op transition and metamagnetic transition in
antiferromagnetic materials. The spin-flop transition only occurs in
materials with relatively low magnetic anisotropy energy, K, binding
the spins to the easy axis (in this case, the horizontal axis).

Metamagnetism

If a large enough magnetic field is applied to an antiferromag-
net along an easy axis, the spins that are antialigned with the
field will suddenly flip their orientation to achieve a lower en-
ergy state. That is, for a sufficiently high magnetic field, H,
the magnetostatic energy m- H (where mis the dipole moment
of an individual atom) will inevitably outweigh the exchange
energy. In some antiferromagnetic materials this flipping can
be observed with achievable magnetic fields; it is then called
metamagnetism. Note that in principle all antiferromagnets
will exhibit this behavior at high enough field—the distinction
is only in whether the required field can be produced in the
laboratory.

Antiferromagnets with a relatively low anisotropy energy
can exhibit an intermediate state hetween the antiferromag-
netic and metamagnetic states as the field is increased. In this
case, application of the field along the easy axis will cause the
spins to reorient perpendicular to the magnetic field, and still
in an approximately antiferromagnetic configuration, as shown
schematically in Fig. 8. This transition is called spin flopping.

Neither metamagnetism nor the spin-flop transition are of
practical significance in bulk applications of magnetism. How-
ever, the metamagnetic transition is an essential feature of the
phenomenon of giant magnetoresistance (GMR), which is ob-
served in metallic thin-film ferromagnet/paramagnet multilay-
ers (vide infra).

Spin Glass State

When a magnetic material has structural disorder, it is some-
times not possible for the exchange interaction among various
neighbors to be satisfied, and no long-range orientational order
(either ferromagnetic or antiferromagnetic) can be achieved.
At low enough temperature such a “frustrated” material will
achieve a quasi-ordered configuration in which the spins are
static but aligned in random directions. This is the “spin glass”
state. In a given sample, the magnetic properties are found to
be history dependent: For example, the saturation magnetiza-
tion depends on whether the sample was cooled in a magnetic
field or in zero field. So-called spin glass materials should not be
confused with the metallic glasses discussed later. The nature
of the spin glass state has heen a productive area of study for
physicists for many years, but the phenomenon has no current
engineering significance {6).
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A related concept is that of “geometrical frustration,” which
occurs in materials that have triangular site coordination and
that therefore are frustrated even in a perfectly ordered mate-
rial. These materials are presently being explored intensively
by physicists, but also have no current engineering significance
{7).

Double-Exchange Materials

Along with the exchange mechanisms listed previously, there
is a fourth mechanism, double exchange, that is relevant
only to a small class of materials. The prototype material is
(La,Ca)MnQy;, a perovskite oxide, in which the Ca substituted
for La acts as an electron donor. Electrons hopping from one Mn
atom to another do not change their spin orientation during the
hop, so the Mn atoms orient ferromagnetically. The most inter-
esting property of these materials is observed in the paramag-
netic state: In zero field the Mn spins are randomly oriented, in-
hibiting electron hopping and yielding a high resistivity. When
the Mn spins are partially aligned by applying a large magnetic
field, the hopping probability is enhanced, and the resistivity
decreases dramatically. At an optimum temperature (near T),
a resistivity decrease by a factor of 10° to 10° has been observed
at a field of 4 MA/m, a result that has led the effect to be known
as colossal magnetoresistance (CMR). The effect is colossal at
low temperatures and for only a small temperature range, and
it requires very large fields to be applied, so it has not proven
useful for engineering applications at present.

Superparamagnetism

In smal! single-domain particles of ferromagnetic material, the
magnetization tends to align along the easy axis, and the energy
barrier required to move the magnetization is on the order of
KV, where K 1s the anisotropy energy density and V is the vol-
ume of the particle. For the simple case of uniaxial anisotropy,
AE = KV. If the thermal energy k3T is greater than this en-
ergy, then fluctuations in the orientation of the magnetization
will lead to zero spontaneous magnetization and a response to
an applied field that is analogous to the local moments of a nor-
mal paramagnetic material. The effect is seen, for example, in
Co particles smaller than about 7.5 nm. The moment of a Co
sphere of diameter 7.5 nm is roughly 20,000 times larger than
the moment of single Co atom, so the effect is called superpara-
magnetism. While superparamagnetism is not technelogically
useful itself, it does represent an important limitation to the
particle size of future magnetic recording media, and is there-
fore being intensively investigated.

Thin Films

Thin films of magnetic materials behave exactly like bulk mag-
netic materials in most respects, albeit in profoundly different
regimes for some parameters. For example, thin films have a
high demagnetization factor normal to the film and essentially
zero demagnetization factor in the plane of the film. Thus it
is generally very hard to magnetize a thin film normal to the
plane but fairly easy to move the magnetization in the plane.
A simple consideration such as this can have wide-ranging
implications, from an increased FMR frequency to gross ef-
fects on the structure of domain walls (i.e., the transition from
conventional Bloch walls to Néel walls as the film thickness
is decreased below about 100 nm). Thin films also tend to

have stresses that are extremely high compared to stresses
in butk materials—500 MPa values are not uncommon. These
stresses couple to the magnetostriction of the material to cre-
ate a stress anisotropy that can strongly influence the magnetic
behavior.

Thin films are used in a wide variety of applications, the
most important of which are as media in hard disks and
magneto-optic disks, miniature electromagnets in hard disk
write heads, and magnetoresistive sensors in hard disk read
heads.

Thin films inherently possess & unique direction, the growth
direction. This is usually the normal, although it can be oblique
if the incident atomic flux used to grow the film arrives from an
oblique angle. For some materials the growth direction directly
leads to a large intrinsic uniaxial anisotropy. For example, in
amorphous Th-Fe one might expect that there would be no
anisgtropy at all. Instead, films grown with the incident Th and
Fe atoms arriving essentially perpendicular to the substrate
exhibit a large intrinsic uniaxial anisotropy oriented along the
normal, and with a sense that leads to a perpendicular easy
axis. The anisotropy is sufficient to overcome demagnetization,
s0 domains form in which the magnetization is oriented perpen-
dicular te the film. Such materials are used in magneto-optic
recording {vide infra} (8}.

Some hehaviors seen in thin films are either absent or not
commonly observed in bulk magnetic materials. An important
example is the phenomenon of so-called giant magnetoresis-
tance in thin-film multilayers. These multilayers are typically
formed by sequentially depositing metallic ferromagnetic and
paramagnetic layers, each ~1 nm to 3 nm thick, using sputter-
ing or evaporation in a high-vacuum chamber. Between two and
a hundred layers might be buiit up in this way. The ferromag-
netic layers couple with each other by the RKKY interaction
through the paramagnetic metal, so depending on the thick-
ness of the paramagnetic layer, the interlayer coupling may be
antiferromagnetic or ferromagnetic. For example, a film con-
sisting of 100 repeats of 1.0 nm-thick Co adjacent to 0.6 nm-
thick Cu exhibits an antiferromagnetic state at zero field: Even
though each Co layer is individually ferromagnetic, alternate
layers have oppositely directed magnetizations. When a mod-
erate field, H, is applied, the magnetizations of all of the lay-
ers align with the external field, producing a metamagnetic
transition.

Baibich et al. (9) discovered the most interesting aspect of
the metamagnetic transition in metatlic multilayers: the ef-
fect it has on the resistivity of the sample. The aligned state
has a greatly reduced resistivity compared to the antialigned
state. The magnetoresistance ratio (R(H = 0) — R(H = H,)))/
R(H = H,) can be as high as ~100% depending on the choice
of materials, This is far greater than the highest normal mag-
netoresistance obhserved in any material at room temperature;
hence the name giant magnetoresistance. It is attributed to
spin-dependent scattering of electrons, which is enhanced when
magnetizations of adjacent layers are antialigned. This effect is
crucial for the highest-performance magnetic disk read heads
being currently designed {vide infra) (10).

MAGNETIC MATERIALS USED IN APPLICATIONS

Useful magnetic materials are often divided into three cate-
gories:



= Soft magnets, in which the magnetization is readily
changed with an external field, thereby providing a flux-
multiplying effect

* Hard magnets (permanent magnets), which have high co-
ercive fields and which therefore resist demagnetization
by stray fields including their own

* Magnet recording media, which combine aspects of soft-
ness and hardness

Soft Magnetic Materials

Soft magnetic materials are used in applications such as trans-
formers and inductors. An obvious example would be the iren,
known as electrical steel, used in transformers for inexpen-
sive power supplies. At frequencies above about 10 kHz, eddy
currents limit the use of metallic magnetic materials, so high-
resistivity ferrites such as (Mn,Zn)Fe;Oy are used.

Permeability. An important property of soft magnetic mate-
rials is their relative permeability, nominally defined by u. =
B ugH. Actually, since the B(H) curve is neither linear nor sin-
gle valued, a large number of useful permeabhility parameters
¢an be defined, such as the initial permeability, the maximum
permeability, and the anhysteretic permeability. For simplic-
ity, we will consider only the initial small-signal permeabil-
ity, defined as ©(0) = 3B/3H|g_¢. Values from p(0) = 10 (high-
frequency ferrites) to u(0) = 10,000 (low-frequency inductors)
are typically encountered in applications.

Power Devices. Probably the main use of magnetic mate-
rials at present, on a weight basis, is in power transformers.
These can range from huge transformers used in substations,
to miniature transformers used to convert line voltage to a level
suitable for small consumer devices, to small ferrite transform-
ers used in switching power supplies.

Low-frequency power applications almost inevitably employ
low Si percentage Fe-S8i alloys known as “silicon iren” or “elec-
trical steel.” This is because Fe is by far the cheapest magnetic
material available. The coercive field of pure Fe is typically
about 80 A/m. The addition of a small amount of Si to Fe low-
ers the anisotropy, resulting in lower losses and a coercive force
of about 40 A/m. It also substantially increases the resistivity,
which decreases eddy currents. Eddy currents in transformers
are usually further reduced by lamination (i.e., using a stack
of Fe-8i plates, each electrically insulated by a coating layer,
rather than a single thick piece). The laminations are arranged
s0 that eddy currents are interrupted by the presence of the
insulator and forced to circulate only within each lamination
{i.e., 50 that any ac magnetic flux is perpendicular to the nor-
mal). Properly designed, the thickness of each plate should be
smaller than a skin depth, §, given by § = (2p/wu )2, where p
is the resistivity, w is the angular frequency of the ac magnetic
field, and ; is the permeability. Note that the permeability can
also he frequency dependent.

Improved varieties of silicon iron are prepared using spe-
cific sequences of forging (rolling) and annealing to obtain a
grain-oriented microstructure. In such materials the crystalle-
graphic orientation of individual grains is forced to be aligned
over the entire piece. The advantage is that materials with
lower losses are obtained, though the material is also somewhat
more expensive. At present, most power transformers utilize
grain-oriented silicon iron.
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The highest-performance materials for low-frequency trans-
former applications are the metallic glasses, amorphous alloys
of Fe and Co with one or more metalloid additions (usually B,
C, 5i, and P). These materials can have losses that are 10 times
smaller than =ilicon iron and coercive fields below 0.5 A/m.
But the saturation flux density is generally ~1.5 T, and the
materials are substantially more expensive than silicon iron.
These negative aspects of metallic glasses have precluded their
widespread use.

Power supplies with low weight and volume are highly desir-
able for some electronic applications, and this can he achieved
with the design called “switching” power supplies. An addi-
tional benefit is circuit versatility and flexibility, while the main
tradeoffs are increased cost and design complexity. A switching
power supply uses pawer electronics [typically Metal-Oxide-
Semiconductor Field-Effect Transistors (MOSFETs} to chop
and rectify power at high frequency, a power transformer or
inductor to change the voltage, and control electranics to syn-
chronize and control the system. The frequencies used range
from about 50 kHz to a present upper limit of 1 MHz.

At these frequencies, metallic ferromagnets cannot be used
as the desirable lamination thickness would be prohibitively
small. Fortunately at such high frequencies, the energy that
must be stored in the transformer or inductor is correspond-
ingly small for a given power capacity (E ~ P/w, where E is
the maximum stored energy, P is the maximum power, and « is
the angular frequency). Therefore, the cost of the magnetic part
need not dominate, especially considering the cost of the elec-
tronics involved, so the use of relatively expensive but very high
resistivity ferrites is feasible. In most cases an (Mn,Zn)}Fe,Q,
spinel ferrite is chosen as a compromise between saturation flux
density, losses, resistivity, and cost. At the highest frequencies,
(Ni,Zn)Fe;(0y, may prove useful, as it has a higher resistivity
and therefore is less susceptible to eddy current losses.

Motors and generators inevitably employ iron or silicon iron
to act as a flux concentrator. The armature and stator are com-
menly constructed of grain-oriented silicen iron, though small
motors often employ nonoriented silicon iron or metallic-glass
materials. As in transformers, the ferromagnetic parts must be
laminated to reduce eddy current losses,

Inductors, Small-signal transformers and inductors are
used in a variety of circuit applications, as in impedance-
matching and isolation transformers, antennas, and chokes.
Signal-level devices do not have to carry substantial power, so
they can be small and the cost of materials can easily be out-
weighed by performance considerations. Thus a wider variety
of magnetic materials is used in these devices.

At audio frequencies and below, transformers and inductors
were once commonly used for signal applications. For example,
long-distance analog telephone circuits were balanced by the
periodic addition of leading coils—inductors designed to match
the large distributed capacitance of phone lines. A common
choice for the magnetic core in those coils was Permalloy (Niy,
Feyy) or a related alloy, and the cores were formed by rolling
a long tape into a toroidal core. However, in modern telecom-
munications systems the analog signals are quickly converted
to digital signals at the central exchange and then transmitted
by fiber-optic, satellite, or microwave relay. The need for load-
ing coils is minimal. Similarly, the function of audiofrequency
impedance-matching transformers and other inductive elec-
tronic components has largely been displaced by more elaborate
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but much cheaper integrated circuit designs. Low-frequency
magnetics are used in modem isolation transformers to pro-
vide dc electrical isolation with audio coupling; these are made
with either laminated metallic or solid ferrite cores.

At RF frequencies (50 kHz to 50 MHz)} magnetic cores
are widely used; for example, in antennas, RF transformers,
chokes, and resonant circuits. The usual cheices for magnetic
cores are the spinels (Mn,Zn}Fe;O, (up to about 1 MHz) and
{Ni,Zn)Fe;0y (up to about 10 MHz to 50 MHz). The manganese
zinc ferrites are cheaper but have a resistivity typically less
than 1000 Q-em. Eddy current losses limit their usefulness at
high frequencies. The initial permeability is voughly 1000 to
3000. Nickel zinc ferrites can have resistivities as high as 10° Q-
cm and initial permeabilities on the order of 100¢. Their upper
frequency limit is dictated by the need to avoid FMR losses. Ma-
terial designed for operation above about 10 MHz typically is
prepared with moderate porosity to inhibit domain-wall motion
and losses associated with domain-wall resonance. The perme-
ability mechanism then is limited to that of coherent rotation
of the spins, which implies a much smaller value (x, ~ M,/ H, ~
10 to 100).

Above about 50 MHz, magnetic materials are not commonly
used in transformers and inductors, as Snoek’s law demands
that the permeahility be uselessly small in order for the FMR
frequency to be sufficiently greater than the frequency of op-
eration, Snoek’s law can be circumvented by the use of ma-
terials with a large biaxial anisotropy (e.g., the hexagonal
magnetoplumbite-type ferrites) or by using thin films with a
high saturation magnetization. At present, however, those ap-
proaches are not commercially important.

Write Heads. An important application of soft magnetic ma-
terials is in the recording heads used in tape and disk sys-
tems. Write heads essentially consist of an electromagnet with
a toroidal magnetic core and a very small air gap {~100 nm
to 300 nm). The flux that extends from the air gap, called the
fringing field, is used to magnetize the magnetic medium pass-
ing nearby (see Fig. 9). In tape and floppy disk systems the mag-
netic medium is in actual contact with the head, while in hard
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Figure 9. Schematic of a magnetic recording head. Recording is ac-
complished using the magnetic fringing field (i.e., the field that leaks
from the gap).

disk systems the head flies aerodynamically over the spinning
medium at a height of 25 nm to 75 nm. The maximum magnetic
field available for magnetizing the medium is proportional to
the saturation magnetization of the head material.

Originally the magnetic recording heads were made from
laminated metal alloys, such as Permalloy or Sendust (an alloy
of Fe, Si, and Al notable for being magnetically soft and phys-
ically very hard), but as recording densities and frequencies
increased, an tnevitable move was made to ferrite materials.
Ferrite heads are made from cast pieces that are carefully pol-
ished to form a precise air gap and then are assembled with
the driving coil. As recording densities have increased, media
with higher coercivities are necessary, so head materials with
high-saturation magnetization are needed. Unfortunately this
is where the ferrites are most deficient, with maximum B, ~
0.6 T. One approach te obtain improved performance is to add
a thin film of relatively high B, material (such as Permalloy, B,
=0.9T to.1.1 T} on the inside edge of the gap of each piece. The
thin film acts as a flux concentrator and increases the fring-
ing field significantly. This approach is called the metal-in-gap
{MIG) design.

The highest-performance recording heads are constructed
using thin films and photolithography. They have the advan-
tage of great precision in layout, leading to extremely narrow
pole tips, precise gap widths, and precise placement of the driv-
ing coils. Permalloy and related alleys are most commonly used
at present, but soft amorphous alloys such as CoggsNbg paZirg 7
offer significant improvements with B, ~ 50% greater than
Permalloy. The resistivity of the amorphous alloys is in the
range p ~ 100 uQ-cm, about 5-fold higher than Permalloy,
which reduces eddy current losses, allowing recording at higher
frequencies. Further advantage can be obtained by using the
recently developed nanocrystalline (grain size ~1 nm to 5 nm)
alloys such as Feg 93Tag.05No 03, which have extremely high B, ~
2.0 T and also have resistivities in the range of 100 4 Q-cm to
150 1 Q-cm. These materials are being vigorously developed for
future generations of high-performance recording, espectally
hard disk drives.

Read Heads. The same magnetic structure that is used for
magnetic recording can also be used for reading the recorded
signal, The passage of recorded domains across the gap of the
recording head will induce a small voltage on the driving coil,
which is amplified and processed. Indeed, this inductive read
head is the simplest and cheapest approach to magnetic record-
ing. However, the signal level is very low and limits the perfor-
mance of hard disk drives. The present generation of hard disk
drives uses a separate magnetic structure (incorporated in a
single read;/write head) for reading the recorded magnetic sig-
nal. The sensor in this device is a magnetoresistive thin film
made of Permalloy and biased with a dc current. External flux
from the recording medium couples to the Permalloy film, rotat-
ing the magnetization with respect to the fixed direction of the
de current, This changes the resistance of the Permalloy (the
so-called conventional or anisotropic magnetoresistance effect,
AMR) and therefore the voltage developed across the device.
The AMR effect 15 relatively small, about 5%, but is sufficient
to deliver signal superior to that of an inductive head.

Superior performance can be obtained by incorporating ma-
terials that exhibit giant magnetoresistance. These can have re-
sponses that are about 10-fold higher than AMR materials. So-
called spin valves employ the same physical principle as GMR



(namely, spin-dependent scattering) in a more highly eentrolled
and respensive magnetic structure. The higher signal output of
spin-valve read heads, in conjunction with careful redesign of
the entire magnetic recording system (including media, head
structure, electronics, signal processing, ete.}, can lead to sub-
stantial increases in recording density.

Shields. Soft magnetic materials are also used to make mag-
netic shields, typically used to protect electronic components
from magnetic interference or to contain the external field
around a component that generates magnetic flux. An example
of the former are shields for cathode-ray tubes, such as com-
puter monitors, while an example of the latter are shields for
speakers, such as “multimedia” speakers intended for place-
ment close to a {(unshielded) monitor. These shields are usnally
formed from Permalloy and related alloys. Often “Mumetal”
is specified for these applications—this originally designated a
particular Fe-Ni—Cu alloy but it is now used generically to refer
to many high-permeability alloys, Note that RF shields (unlike
dc¢ magnetic shields} rely on eddy current screening and use
high-conductivity paramagnetic metals such as Cu.

A related application is the use of materials that absorb RF
energy. These are typically lossy ferrites and are used in the
form of beads threaded on wires, where it is desired to suppress
high-frequency signals. Manganese-zinc ferrites are generally
used for this purpose, although nickel-zinc is used to obtain the
highest cutoff frequencies. Lossy ferrites can also be used as an
antiradar coating on military aircraft.

Hard (Permanent} Magnets

Permanent magnets are used in a wide variety of applications
where a static magnetic field is desired. The dominant uses
are in speakers and dc motoers and as holding magnets. The
field available from a given permanent magnet depends on the
physical configuration but is limited to B, the saturation flux
density in the optimum case. Specifically, for a toroidal part
with a small air gap (see Fig. 10, the flux density in the gap
will be B,. For Fe this is B, = 2.15 T, while for Fe;4Coq 4 it is
B, =243 T (11, p. 190), the highest value for any known bulk
material. In less optimum geometries, the available flux density
can be greatly reduced, as determined by magnetostatics. For
arbitrary-shaped parts, the usual approach is to employ finite-
element numerical calculations to infer the flux distribution.
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Figure 10. Air gap in magnetic circuits. The gray regions repre-
sent permanent magnet material, with the direction of magnetization
shown. The hatched region represents soft magnetic material, which is
used to complete the magnetic circuit.
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In general, where the design figure of merit is the flux avail-
able per unit volume of magnetic material, the corresponding
figure of merit for the magnetic material is the energy product
{BH )y (i-e., the largest value measured at any point in the sec-
ond quadrant [positive B, negative H] of the B-H curve). This
is only a crude way to evaluate the usefulness of a material;
nevertheless it is indicative and is commonly quoted by per-
manent magnet manufacturers. Four main types of permanent
magnet materials are commonly used:

» Alnico, a class of Fe—Al-Ni—-Co~Cu alloys. The properties of
this material are entirely dependent on complex metallur-
gical processing and microstructural control. Commonly
used Alnico materials have (BH) ., = 50 x 10° J/m?®,
Barium ferrite, typically BaQ-(Fe;03)s, is the standard
“ceramic” magnetic material. The typical value (BH)y,, =
25 x 10% J/m? is smaller than that of Alnico, but the ma-
terial is both lower density and cheaper to produce than
Alnico and has almost entirely replaced Alnico in highly
cost-sensitive applications. The high value of {(BH )., in
this and the following materials is due to the very high
intrinsic anisotropy.

Sm—Co is the standard high-performance “rare-earth” per-
manent magnet, with (BH )., = 160 x 10° J/m®. The major
disadvantage of this material is its cost.

Nd-Fe-B, a more recent material, has an even higher
value for {BH )., = 320 x 10° J/m® than Sm—Co, and it
is less expensive. The major disadvantage of this material
in some applications is that the T, is somewhat low, T, ~

150°C,

Leudspeakers have long been a dominant application for
permanent magnetic materials. The permanent magnet is used
to establish a magnetic field in an annular region in which the
voice coil is mounted. When a current is driven through the
voice coil, an axial force is produced, in accordance with the
Lorentz relation, F = ev x B, where F is the force on an elec-
tron, ¢ is the charge on an electron, and v is the velocity of
the electron. Motion of the voice coil is coupled to a speaker
cone to move the air efficiently and thereby produce sound
waves.

The energy product of a magnetic material is a good figure
of merit for speaker applications, since for a given design, a
higher-energy product will result in a higher flux density in the
annular gap. Most loudspeakers are low-priced components, so
the cost of the magnetic material is the other key factor. For
this reason, barium-ferrite is the dominant material used. In
some applications, such as high-performance earphones, the
amount of magnetic material is small so materials cost is less
critical. In the past, Sm-Co magnets have been used for these
applications, though Nd-Fe-B magnets are now clearly the best
overall choice.

The materials used for permanent magnets inevitably cost
more than silicon iron, so large motors and generators always
use soft magnetic materials wound with ceils to create the re-
quired magnetic field. In small motors, the economics are dom-
inated by the cost of fabrication: The small coils and fine toler-
ances needed for electromagnet motors outweigh the added cost
of permanent magnetic materials, A vast number of small dc
motors are produced for a very wide range of applications, from
clock motors to the dozens of motors in modern automobiles
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used to drive windows, locks, seats, windshield wipers, and so
on.

An economically important use of permanent magnets is
in the low-tech application of holding magnets. These range
from decorative magnets for holding notes to a refrigerator door
to functional magnets for holding and sealing the refrigerator
door shut to strong magnetic chucks for holding ferrous mate-
rials for machine-forming operations. In almost all cases cost is
paramount, and barium ferrite is used. For some applications
the ferrite powder is mixed with a polymer precursor, formed
into a tape, and polymerized to form a flexible magnet, albeit
with reduced net flux density and therefore reduced holding
power.

Magnetic Recording Media—Intermediate Between
Soft and Hard

Magnetic recording is a huge business, dominated by the hard
disks and floppy disks pervasive in personal computers and
by tape recording—audio, video, instrumentation, digital data
storage, and so on. The media used in recording are magnetic
materials that must have a relatively high coercive force so
that they do not spontaneously demagnetize and lose informa-
tion. But the coercive foree cannot be much greater than ahout
100 kA/m because the leakage flux from the recording head
is limited and must nevertheless be sufficient to saturate the
medium.

The standard material used in tape and floppy-disk media
is gamma iron oxide, y—Fes0;. It is moderately expensive to
prepare (compared to conventional ferrites) because extremely
reproducible and controllable properties are required. Acicu-
lar (needle-shaped) particles ~50 nm in diameter are prepared
in order to obtain good recording characteristics. The coerciv-
ity of most tapes is about 20 kA/m to 30 kA/m. Recent high-
performance formulations use cobalt-modified y—Fe, 04, which
has a thin cobalt-rich region on the surface of the particles. This
material has an increased coercivity of about 50 kA/m and is
routinely nsed for video tape. In the past, CrO, was used as a
high-performance medium because it has a higher M, than y—
Fe; O3 and can be prepared with a coercivity as high as 80 kA/m.
However, it has a low T, (only 130°C) and is relatively expen-
sive, s0 it has been displaced by cobalt-modified y-—Fe,0;.

Hard disks used in digital recording are aluminum platters
coated with paramagnetic Ni-P or Cr and then a recording
medium such as Co-Cr. An extremely thin layer of C is usually
then deposited along with an even smaller amount of lubricat-
ing fluid, in order to avoid catastrophic head contact with the
medium (“head crashes”). The coercivity of hard disk media is
in the range 60 kA/m to 100 kA/m, and the saturation magne-
tization is about 1000 k& /m.

For many years it was expected that magnetic bubble mem-
ory might find a role for data storage in computers. However,
hubble memory is slow and expensive compared to hard disks
and semiconductor random access memory (RAM}. Its only ad-
vantages are that it is mechanically more robust than a hard-
disk system, and it is more radiation resistant than semicon-
ductor RAM. Therefore, the only present use for bubble memory
is in certain military applications.

Bubble memories store data in cylindrical domains, perpen-
dicular to the surface, that are generated in liquid-phase epi-
taxy (LPE) grown garnet films. The films are designed to have
a large uniaxial anisotropy perpendicular to the film plane and

are chosen to meet a number of other criteria. The bubbles are
moved around using a rotating external magnetic field created
by a miniature electromagnet, and they are detected using a
magnetoresistance bridge.

Finally, there is magneto-optic recording. In this scheme
data are stored on a plastic disk coated with an amorphous
metallic thin film such as ThysFeys or similar compesitions
doped with Dy and Co. They have a large uniaxial anisotropy,
with an easy axis perpendicular to the plane of the film, so
as with the garnet films designed for magnetic bubble applica-
tions, cylindrical domains are stable. Data are written by focus-
ing a laser on the desired spot, which heats the films above its
T., ~1008C to 1508C. If the film is exposed to a moderate mag-
netie field while it cools, the heated region will magnetize in the
direction of the applied field. Thus alternating regions of, say,
north-up and south-up can be written. The data are read with
the same laser at lower power to avoid heating, using a polar-
izer to detect Faraday retation (i.e., retation of the polarization
of light when it interacts with a magnetic material). This effect
is known as Kerr rotation when it occurs on reflection from a
metallic magnetic surface. The Kerr rotation in a magnetic ma-
teriaf is in the opposite sense for regions magnetized north-up
versus south-up. The maximum Kerr rotation in Th—Fe films
is rather small, ~0.2°, which gives a low signal/noise ratio and
correspondingly low data rate.

The data density in magneto-optic recording is comparable
to that of a conventional CD-ROM but has the great advantage
of being endlessly rewriteable, Magneto-optic drives are slower
for writing data and more expensive than conventional hard
drives, but they confer the advantage of cheap removahle media
and good archiveability and have found a small but significant
market niche.

Miscellaneous

Along with the three conventional classes of applications for
magnetic materials, there are a wide variety of specialized ap-
plications, too numerous to list exhaustively.

Nonrecipracal Materials, Some of the most interesting mag-
netic devices are based on the nonreciprocal propagation of
UHF signals in insulating magnetic materials. The behavior
is formally identical to the small optical Faraday rotation oh-
served in some nonferromagnetic materials, but the effect in
ferrites can he very large and is commonly used in microwave
applications {for example in isolators and circulators).

The nonreciprocal phenomena are due to interaction of the
incident radiation with the precessing electron spin {see MAG-
NETIC RESONANCE). A particularly straightforward case arises
when the incident microwaves are circularly polarized with a
propagation vector parallel to the easy axis of the magnetic ma-
terial and at a frequency equal to the natural precession fre-
quency of the electron spins. Then, if the sense of the circular
polarization is the same as that of the electron spin preces-
sion, energy is readily transferred to the spins and dissipated
as loss. If the sense is opposite {corresponding to propagation
in the opposite direction}, then there is little interaction and
the loss is minimized, It is easy to imagine an isolator based
on the directionality of this phenomenon, though the practi-
cal design of this and other nonreciprocal microwave devices
can be very complex. In general, a moderately large external
biasing magnet is required to set the FMR frequency equal to



the operating frequency (a larger field is required for a higher
operating frequency).

Three classes of materials dominate the magnetic materials
used for microwave applications. The figure of merit for mi-

crowave devices is usually proportional to 1/AH, where AH is
the FMR linewidth.

* First, the garnet-structure ferrites exhibit the highest per-
formance available because they have the lowest FMR
linewidths: A typical value for polycrystalline ceramic yt-
trium iron garnet, YIG, is AH = 4000 A/m. Single crystals
with linewidths as low as 40 A/m have been reported. Sin-
gle crystals are relatively expensive but are usually the
best choice at low frequencies.

Second, the spinel ferrites are useful in a number of cases.
Nickel zine ferrite is particularly useful at high powers be-
cause it has a higher T, than garnets, and it is often used in
the range above 10 GHz. Manganese-magnesium ferrites
are used in the range of 5 GHz to 10 GHz because their
lower saturation magnetization allows biasing at lower
field.

Third, the Z-type hexagonal ferrites have a hard axis nor-
mal to the basal plane, so the need for external biasing
is reduced. They require expensive processing to produce
oriented, high-quality ceramics. They are most useful for
mim-wave applications.

In general, the key issues in developing materials for mi-
crowave applications are related to processing and microstruc-
ture control rather than exploring new compositions. Small
grain size is important to minimize losses from domain-wall
resonance, to maximize the resistivity, and to make stronger
materials that resist the thermal stresses caused by high-power
operation. Obtaining a high density is always impertant, but
densification usually is accompanied by grain growth. The art
of designing or choosing a microwave magnetic material is in
balancing these conflicting requirements.

Ferrofluids. Ferrofluids are liquid suspensions of magnetic
particles coated to avoid agglomeration. Typically the liquid is
a hydrocarbon or silicone, and the magnetic particles are fer-
rites, but a wide range of combinations is possible. The behavior
of ferrofluids is unique and scientifically interesting, and fer-
rofluids are commercially used for such diverse applications as
gas-tight seals for rotary shafts, heat transfer agents for loud-
speaker voice coils, and damping systems,
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MAGNETIC NOISE, BARKHAUSEN EFFECT

The change of the magnetic state of a ferro- or ferrimagnetic
body under the effect of a slowly changing externally applied
magnetic field is a complex process, involving reversible and
irreversible changes of the magnetization. Due to irreversible
magnetization processes, any change of the magnetic state is
accompanied by losses, manifested in the presence of the mag-
netic hysteresis. The reason for the losses is that any real ma-
terial has a defect structure, responsible for the details of the
hysteresis loop. The magnetization changes discontinucusly,
hy jumps from defect to defect, giving rise to magnetic noise,
which can be made audible through a headphone. This pro-
cess and the corresponding noise is named after its discoverer,
H. Barkhausen (1919) as Barkhausen jumps and Barkhausen
noise.

The magnetization process (M) of a ferromagnetic (or ferri-
magnetic) body is represented by a nonlinear and multivalued
function of the applied magnetic field (H), the magnetic hys-
teresis loop. Figure 1 shows the magnetic hysteresis laop of a
magnetic composite of nanometer size iron particles embedded
in a nonmagnetic ZnQ matrix. At any given temperature the
maximum attainable magnetization is called the saturation,
or spontanecus magnetization, M, Reducing the magnetic field
from saturation to H = 0 brings the magnetic body to the rema-
nent state with the remanent magnetization {or remanence) of
M.. Further reducing the field in the negative direction down to
the coercive field (coercivity), at ~ H = — H,, the magnetization
will be reduced to M = 0.
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Figure 1. Magnetic hysteresis loop of a nanocomposite of iron in Zn0.
M, saturation magnetization, M, remanent magnetization, H. coerciv-
ity (M. Pardavi-Horvath, unpublished data}.

The equilibrium state of the magnetization corresponds to
the minimum of the free energy of the magnetic material. The
most important contributions to the free energy are due to
(1) the quantum mechanical exchange energy, responsible for
the collective ordering of the individual spin magnetic moments
of the electrons; (2) the magnetocrystalline anisotropy energy,
favoring some crystalline directions for the magnetization di-
rection with respect to others, giving rise to the easy and hard
directions of magnetization; (3) magnetostrictive stresses, that
is, the length change of a magnetic material in the presence
of mechanical stress; (4) the Zeeman energy of the interaction
with the externally applied magnetic field(s); {5) the magne-
tostatic energy due to the creation of internal and external
demagnetizing fields, depending on the shape and size of the
magnetic body; and (6) the energy of interaction of the mag-
netization with defects in the magnetic body. Due to (6) the
details of the magnetization curve of two apparently similar
pieces of the same magnetic material might differ substan-
tially. In the absence of any applied magnetic field, the equi-
librium state of a magnetic body would be that of zero mag-
netization. The existence of the remanent magnetization, the
basis of the operation of any permanent magnet or magnetic
recording device, is the result of the defect structure in the
material, and/or shape and size distribution of the particles
or grains. These features are controlled by the technology of
manufacturing the material. However, any magnetic material
can be brought to the M = 0 state in H = 0, by demagnetizing
it. The most frequent process of demagnetization is to apply
an ac magnetic field of an amplitude large enough to saturate
the material, and slowly and gradually reduce the amplitude to
ZeTn.

In the demagnetized state the distribution of the magnetiza-
tion inside of the magnetic body is nonuniform. The magnetic
structure consists of domains, small regions of different mag-
netization direction (1). The vectorial sum of all of the domain
magnetizations is zero in the absence of any applied magnetic
field. The geometry and the size of the domain structure is gov-
erned by the interactions, delineated previcusly. The domain
structure can be observed by a number of techniques, includ-
ing magnetic force microscopy, Lorentz electron microscopy, or
in polarized light, utilizing the magneto-optic Faraday or Kerr
effects. In some cases the domain structure can be very simple,
congisting of only two sets of domains, magnetized “up” and
“down,” as in the case of a 5 um thin, single crystalline ferri-

Figure 2. Magnetic domain structure in H = 0 applied magnetic field
of a defect-free 5 um thin single crystalline yttrium iron garnet film.
The magneto-optic contrast is due to the opposite direction of the mag-
netization in black-and-white domains with respect to the surface nor-
mal. The periodicity of the domain structure in 10 gm {Microphoto-
graph in polarized light).

magnetic garnet sample, 2 microphotograph of which, taken in
polarized light via the magneto-optic Faraday effect, is shown
in Fig. 2. The areas of dark and light contrast correspond to
the directions of the magnetization perpendicular to the sam-
ple surface, directed “downward” and “upward,” respectively.
In H = 0 the two regions have equal volumes, such that the
total magnetization M = 0. The boundary line between the
domains is the domain wall (DW), where the direction of the
magnetization is changing gradually between the two domains
whose magnetization directions differ by 180°. The size and
shape of the domains and the position of the DWs correspand
to the minimum free energy configuration. In a flawless ma-
terial the domain structure is very regular by crystal symme-
try, as seen in Fig. 2 for a single crystal grown along the [111]
crystalline direction. The threefold symmetry of that axis is
evident.

Upon applying an external magnetic field to a previously
demagnetized magnetic body, its magnetization follows the ini-
tial (virgin) magnetization curve. Assuming a perfectly homo-
geneous, flawless material without any preferred axis, the pro-
cess of magnetization change might proceed reversibly, with no
losses involved {1,2). In such a case, the field will exert a force on
the domain magnetizations and increase the magnetizations of
the domains lying near to the field direction by increasing their
volume. This magnetization change happens via the motion of
the DWs to new positions. This wall motion is reversible up to
a certain magnetic field value and if the field is reduced to zero,
the walls move back to their original position and M returns
to zero {M, = 0)in H = 0. In an ideally perfect material this
reversible wall motion would dominate the magnetization pro-
cess up to magnetic field values near te saturation. Then the
magnetization vectors of the remaining domains would start
turning into the direction of the field, completing the magneti-
zation proeess by rotation. This magnetization process is illus-
trated in Fig. 3. For a thin slab of a magnetic material, having
an easy axis of the magnetization along the side of slab, the
magnetic field is applied along this easy axis.

In any real material there are always microstructural de-
fects: inclusions of foreign phases, voids, dislecations, inho-
mogeneous stresses, irregular surfaces and interfaces, grain
boundaries, cracks, and se on, such that the free energy of the
material is not uniform over the body, and the conditions for
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Figure 3. Magnetization processes by wall motion and rotation. {a}
Demagnetized state: H = 0, M = 0; (b} Irreversible wall motion: H > 0,
domains having favorable magnetization direction with respect to the
applied magnetic field are growing; {¢) The magnetization in domains
with unfavorable direction is rotating toward the magnetic field direc-
tion; {d) Saturation: domains disappeared, magnetization aligned with
the applied field.

magnetization change will vary locally. The free energy might
have local minima {or maxima)} at some defects, where the
DWs will be pinned. They can only move and increase (de-
crease) the magnetization when the magnetic field changes
enough to provide a force sufficient to overcome the energy
barriers between the defects. The domain wall will then dis-
continuously jump from one pinned position to another. The
irreversible processes of discontinuous DW displacement are
called Barkhausen jumps. In a macroscopic body, the defects are
distributed more or less randomly in space and energy. When
the magnetic field reaches the critical value for the irreversible
DW motion of the weakest defect, H = H,, the wall will move
until it reaches the next defect, where it will be pinned again.
Upon inereasing the field there might be another DW pinned
at another defect, having a critical field equal to the applied
field, and now that wall will jump to the next available energy
minimum, and it will be pinned at the next defect. Depending
on the density of the defects and the strength of the interaction
between defects and DWs, it might happen that a wall will be
pinned by many similar defects and it will move, breaking away
from many defects simultaneously, giving rise to a large mag-
netization jump. Figure 4 shows these two different scenarios
for Barkhausen jumps. Figure 5 shows strong DW pinning at
inclusions in a garnet crystal, near magnetic saturation, The
applied field is high enough to reduce the black domains to a
very small area, but it is not enough to overcome H.,, of the
inclusions.

A finite size ferromagnetic material is usually broken into
many magnetic domains. Any material, including the demag-
netized state, is not, in general, a unique state, as there is
a very large number of possible domain arrangements sum-
ming to a particular M value. Consequently, the sequence of
the Barkhausen jumps is probabilistic. Moreover, the critical
field for a jump depends not only on the strength of the ac-
tual defect-DW interaction, but on the magnetic state of the
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Figure 4. Magnetizaiion change by irreversible wall motion:
Barkhausen jumps of domain walls (lines) pinned at defects (dots).
(a} Wall pinned at many defects, simultaneous breakaway with a large
magnetization jump. (b} Domain wall motion by individual jamps from
defect to defect. 1 is the original DW position in H = 0; 2 is the DW
position in H = H,,.

neighboring domains too. These domains, like small magnets,
create their own magnetic fields at the site of their neighbors
{magnetostatic, dipole fields). Depending on the direction of the
magnetization of a given domain, it can help or prevent the ex-
ternally applied magnetic field in supplying the energy for the
jump. This energy, needed to overcome the barriers caused by
the defects, results in hysteresis losses.

The discrete and irregular nature of the magnetization pro-
cess causes hysteresis loss and noise in magnetic devices. To
reduce these losses, the material should be uniform, The losses
can be reduced, even in the presence of a large defect density,
if the defects are uniformly distributed and/or they interact
very weakly with the moving DWs. In this case the DWs are
moving smoothly across the material, with ne sudden jumps in
the magnetization, The other limiting case is when the material
has a very narrow distribution of defects yielding a rectangular
hysteresis loop. In contrast, for a good permanent magnet very
active and strong pinning centers have to be created to keep
the magnetization from changing, that is, avoid spontaneous
demagnetization.

Figure 5. Strong domain wall pinning at inclusions in an epitaxial
garnet crystal in applied magnetic field near to saturation, where the
magnetization M = My, — Myown < M. The black stripe domains cor-
respond to Mygun. Upon applying a magnetic field H »» H,, most of the
walls disappear, only those pinned by the strongest defects (black dots)
are left.
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EQUILIBRIUM MAGNETIZATION DISTRIBUTION

Domains and Domain Walls

The equilibrium state of the macroscopic magnetization of any
magnetic body is the state with minimum total free energy (1—
5). The term in the free energy responsible for the existence of
ordered magnetic states is the exchange interaction between
the electrons’ magnetic moments. The magnitude of the atomic
magnetic moments is constant at a given temperature. The
atomic magnetic moments are rendered parallel (antiparallel)
to each other due ta the exchange interaction, giving rise to fer-
romagnetic (antiferromagnetic, ferrimagnetic) order. The ther-
mal energy tends to randomize the direction of the atomic mag-
netic moments, and at the Curie temperature, T, it overcomes
the exchange energy, and there is ne magnetic order above 7.
The magnitude of T, is proportienal to A, the exchange con-
stant, characterizing the strength of the exchange interaction.
For iron, A = 1.49 x 1071 J/m.

The origin of magnetocrystalline anisotropy energy is the
interaction between crystalline electric fields and atomic mag-
netic moments (spin-orbit coupling), rendering these moments
parallel to certain, easy crystallographic directions. The sim-
plest form of the magnetocrystalline anisotropy is the uniaxial
anisotropy, with one easy axis. The anisotropy energy density
can be characterized by a single anisotropy constant X,. For
the hexagonal, uniaxial cobalt at room temperature K, = 4.1 x
105 J/m3. For cubic crystals the anisotropy is weaker and char-
acterized by two constants, K; and K, where usually K; « K.
For iron K, = 4.8 x 10* J/m?%,

In the absence of an applied magnetic field, the equilibrium
state of the distribution of the atomic moments can be found
from the minimalization of the total energy, that is, it is deter-
mined by the competition of the anisotropy and exchange ener-
gies, giving rise to the magnetic domain structure. The change
of the magnetization direction between adjacent demains is not
abrupt, because it would require a large investment of energy
against the exchange energy. However, if the transition is very
broad then many magnetic moments weuld be along unfavor-
able directions from the point of view of anisotropy energy. The
result is the minimum energy situation with a fermation of a
DW of width:

b = /A/K

To create a DW, a new, magnetic surface has to be formed. This
surface energy of the DW energy is given by:

Yw = 4V AK

There are other contributions to the free energy of a magnetized
body, which have to be taken into account when calculating the
distribution of the magnetization. These are the magnetostric-
tive stresses, the Zeeman energy of the interaction with applied
magnetic field, and the magnetostatic energy due to production
of demagnetizing fields, depending on the shape and size of the
magnetic body.

The total magnetization of the bedy is the vector sum of the
demain magnetizations, M = Tmwp;, where m; is the magneti-
zation vector in each domain directed along ¢; with respect to
field direction, and v, is the volume of the ith domain. A mag-
netic material is saturated when all the atomic magnetization

vectors are parallel to the applied magnetic field (e; = cosg,; =0},
that is, all the domain magnetizations are turned into the field
direction M = M,. (See Fig. 3.) Before saturation any change of
the total magnetization can be described by:

SM =5y mu; = Ye8lm| + Y e:8u; + Y v myide

The first term is zero because the magnitude of the magnetic
moments is constant; the second term describes the change of
the volume of the domains via DW motion, and the third term
is the contribution of the rotation of the magnetization angle
¢, inside the domains to the change the magnetization.

DOMAIN WALL—DEFECT INTERACTION

Domain Wall Pinning Coercivity

The equilibrium magnetization distribution in any H field is
expected to be determined by the minimum energy cenfigura-
tion, when all the contributing energies are taken into account.
In a perfectly uniform material the DW energy is the same
everywhere and the position and the distance between the DWs
is uniform. However, real materials are not uniform. Material
properties differ from peint to point, and as a consequence, the
material constants A and K are not constants, but they are
functions of the position r: A{r) and K{(r). The result is that at
some sites the DW energy is locally lowered {or increased) and
extra energy is needed to mave the wall from that position, that
is, to change the magnetization. In a one-dimensional case, the
energy needed to move a DW of volume v (v = AL§,, height
A, length L, width é,,, specific DW energy y.) by dx has to be
compensated by the change of the total DW energy (5,6):

2HMdx = dlvy,)
= Y AU + vd(py } = vod(RLS,) + vdy/ Alx)K(x)

The critical field for the start of the motion of a given DW, that
is, the first Barkhausen jump, is:

1 divy,)

Hy = oM, dx

For the whole material, the average critical field, that is, the
coercive force of the start of the DW motion, for the case when
the DW volume remains constant, is given by the rms value of
the critical fields of all defects:

1/2 1 a2
& = gRLag Dl
Thus the necessary condition for the occurrence of Barkhausen
jumps is the presence of a gradient of the DW energy. Figure 6
shows a one-dimensional sketch of the energy landscape of a
magnetic body, due to the gradient of the DW energy. The DW
is located in an energy minimum, pinned by the defect. Upon
reaching the critical field of interaction with a defect, the DW
breaks away, jumping to a new metastable equilibrium posi-
tion, The DW can freely move and the magnetization changes
continuously if the defects along its path are weaker than the
previous maximum in the gradient. The variation of the DW
volume across the surface might have a significant contribution
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Figure 6. One-dimensional variations of the DW energy landscape of
a magnetic body due to the position dependence of anisotropy and ex-
change energies, caused by localized crystalline defects. Arrows denote
the jump of the domain walls to the next position of equal energy.

to hysteresis losses due to surface roughness effects, as in the
case of soft magnetic thin films in recording heads (6).

The change of the DW energy due to local variations of
anisotrophy and exchange energy causes DW pinning at lo-
calized defects. These defects are responsible for Barkhausen
jumps and hysteresis losses. During the magnetization process
the energy from the applied magnetic field has to overcome the
energy of interaction of the moving domain wall with defects
in the magnetic body. Due to the statistical nature of the defect
distribution, the magnetization curve of two apparently similar
pieces of the same magnetic material might differ substantially,
depending on the technology of production. Figure 7 is a mea-
sured hysteresis loop of 25 quasi-identical magnetic garnet par-
ticles. Each particle is seen to be magnetized at different fields,
illustrating the distribution of critical fields (7). The mean value
of the critical fields for DW metion is scaled with the coerciv-
ity of the material. However, for the macroscopic critical field,
the coercivity is & statistical parameter, and it has a certain
distribution and standard deviation. The standard deviation of
the critical field distribution characterizes the spectrum of the

M
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Figure 7. Measured hysteresis loop of 25 guasi-identical magnetic
garnet particles, illustrating the sequence of Barkhausen jumps cor-
responding to the distribution of eritical fieids of individual particles.
{From Ref 8.)
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defects based on the strength of DW-defect interaction. More
accurate, statistical models, given in Ref. 5, take into account
that the process of pinning/depinning takes place only over a
distance of one domain width wy, so there will be a In{io4/6.)
factor in all formulas for DW pinning. If the defect size is very
small (10-7 m) compared to the DW width, then the moving DW
averages out the defect potential, and there is no irreversible
magnetization and hysteresis loss associated with a very fine
microstructure. On the other hand, when the defects are very
large compared to §,,, then the energy associated with the inclu-
sions will be reduced due to the presence of secondary domain
structure and the associated discontinuous DW mation will be
negligibly small and the irreversible magnetization losses will
be reduced.

Inhomogeneous Stress Fields

One of the main contributors to Barkhausen noise is re-
lated to the stress sensitivity of magnetic materials. The
magnetoelastic behavior is characterized by the magnetostric-
tive strain A = di/l, the relative shape and size change of a
magnetized body upon change of the magnetization, or vice
versa the change of magnetization upon deformation (1, 5),
For single crystals the strain might be different in different
crystallographic {hki}directions, with different A,,. For poly-
crystalline materials the average value of % is used. For most
of the magnetic materials » = 107° to 10-5. Elastic stresses o
couple to magnetostriction causing an effective stress-induced
anisotropy of the material:

3
K = —5ho cos® ¢

where ¢ is the direetion of the stress relative to the magneti-
zation. The total anisotropy of the magnetic body is the sum of
the magneto-crystalline and stress-induced parts: K =K, + K.
Localized fluctuations of the internal stresses o(r) cause fluc-
tuations in the DW energy through K(r) and contribute to the
coercivity, that is, to the critical fields for Barkhausen jumps.

If there are long range one-dimensional stress fluctuations
o{x) in the material, with an average spatial periodicity (wave-
length) A, large compared to the DW width, then the DW energy
will fluctuate as

o = 4/ ALK, + (3/2)r0 ()]
causing a critical field for the DW motion of:

. _ 3hoylx) doix)
T AM. dx

This is the basic equation of the stress theory of Barkhausen
Jjumps and coercivity. If oi(x} is known then H,, can be calcu-
lated.

Assuming a quasi-sinusoidal stress field with an amplitude
of (o £ Ac/2) in the form of

A
o(x) = gp + 7" sin(2rx/A)
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Figure 8. Repulsion of domain walls in a magnetic garnet material by
the stress fields of triangular and hexagonal Ir inclusion, originating
in the nonmagnetic substrate. The inclusion'’s stress field penetrates
the magnetic layer and interacts with the domain walls. The sample is
near saturation, only the thin black domain remains due to the very
strong interaction with the stress field.

the critical field for the start of the DW motion is given by

Aol
He = pzz\}s

where p depends on the ratio of o,/ A. Although the usual effect
of the stress fields of the defects is that the anisotropy of the
material is locally reduced, thus creating an effective energy
well for the DW, it was demonstrated that it is possible to have
anisotropy barriers with locally higher DW energy, preventing
the change of the magnetization very efficiently (8). Figure 8
shows such a case, where the stress field from an inclusion in
the nonmagnetic substrate penetrates a magnetic crystal and
the DWs are repulsed by bath stress fields, preventing satura-
tion of the magnetization at fields much higher than the theo-
retical saturation field.

Domain Wall Interaction with Dislocations

A special case of the stress effects on magnetization processes
is due to the presence of dislocations (9,10,11,12,13,14). Plas-
tic deformation produces defects, such as dislocations, stack-
ing faults, and point defects, each associated with an internal
stress field, which will affect the Barkhausen noise. For low
deformation the number of dislocations increases linearly with
shear stress 7, and depends on the material’s shear modulus
G and the magnitude of the Burgers vector b characterizing
the dislocation. The moving DW interacts with the stress field
of the dislocation, depending on the direction and the distance
hetween them. The dislocation exerts a force £ upon the DW
according to its line element df and the magnetostrictive stress
tensor ¢ of the DW: f = —dl x ab. The calculation of this in-
teraction for a general case is not trivial.

For a simple case of a 180° DW, lying in the x -y plane and a
dislocation running parallel ta the plane of the DW, the geom-
etry shown in Fig. 9, the critical field is calculated in Ref. 10.

Figure 9. Geometry of the DW disiocation interaction. M, saturation
magnetization, &, D'W width, V Burger's vector of the dislocation.

For the simpie case of the change of the magnetization across
the DW ¢ = n /5., & = 0. The edge and screw components of the
dislocations are bsin & and bcos ¢. For an edge dislocation & =
w = 90°, for a screw dislocation o = 0, For a dislocation running
parallel to the x axis ¢ = 0. The angle between b and the z axis
is w. The compenent of the force f, is given as

f. = (3/2)Gbi(sin 2¢ cos « + 2sin® ¢ sinw sina)

The DW interacts with the dislocation only as long as the dis-
location is inside of the wall, because f, = 0 for ¢ = 0, con-
sequently, fu.. = (83/2) Gbi. To move the DW by dz, dW =
f dz work should be performed. The energy necessary to get
the whele DW over the single dislocation barrier is W = (3/2)
Gbo A, The critical field for the DW motion from a single
straight edge dislocation is:

H? = (3/2M.)Gbx

For a dislocation density of N m~2 H,, will be proportional to
N2 that is, the linear defect density.

In some cases the measured H,. is much higher than the
expected from the above equation. This is due to the fact that,
depending on material parameters, the DW might be elasti-
cally deformed, that is, stretched between two dislocations be-
fore breaking free (1,5,15). Assuming that the amplitude of DW
bulging is one-quarter of the distance between dislocations, the
critical field for the DW jump is:

H = V2Ny /M,

Domain Wall Pinning at Inclusions and Voids

In developing new magnetic materials the control of the mi-
crostructure is of primary importance. Nonmagnetic grain
boundaries are essential for magnetic recording media in de-
creasing the exchange coupling between grains; the proper-
ties of permanent magnets are defined through inclusions of
phases with magnetic properties different from that of the ma-
trix, while soft magnetic materials should be as homogenous
as possible. In case of nonmagnetic inclusions or voids, the DW
is pinned because the local DW energy is reduced by the miss-
ing volume when the DW includes the inclusion or void. At the
same time, depending on the size of the defects, there will be



free magnetic poles on the surface of the inclusions and veids,
producing demagnetizing {stray) fields with a significant en-
ergy contribution (10,16,17,18,19).

Small Inclusions, d < 6,,. When a spherical inclusion of size
d, volume v = 7d?/6, is located outside of the DW it behaves
like a dipole, having a dipole energy of Wy = (1/3) MZp. If it is
inzide of the DW, then it behaves as a quadrupole, and Wy =
Wp/2. If the interaction depends only on the distance between
the inclusion (or void) and DW, then dy . /dx =~ d*y /8%, and the
critical field for the start of the DW motion, due to the volume
effect for d « §,, is given by (10):

o 28y (A L[, 2wl
He= H v [‘r]

The contribution due to the demagnetizing field effects:

1i2
Hy = :—Zﬁ%vl"?[ln(2w£6w)]l-’g

w

The critical fields H:, and HZ, are comparable when d ~ §,,/4.

Large Inclusions, d > &,

For large inclusions there would be a very large demagnetizing
field contribution due to the strong dependence on the size of
the inclusions, which is disadvantageous from the point of view
of energy minimalization. The consequence is that a wedge-
shaped secondary domain structure is developed around large
inclusions to dilute the density of free poles over a larger surface
of the new DWs. The irreversible motion of the DW starts before
it would be completely torn off the inclusion, at a field:

H. =y 2Md)

The theory of inclusions was originally developed for spherical
inclusions. The case of elliptical inclusions was treated in Refs.
18 and 19, showing that the strongest demagnetizing field ef-
fects are due to flat inclusions lying perpendicular to the plane
of the DW. The critical field is for the case of extended planar
inclusions, width 4, including magnetic inclusions, H,, depends
on the relative magnitude of the anisotropy and exchange con-
stants of the two materials (A and A', and K and K'), and it is
given in Ref 20:

. 2Kd o
H, = m[ﬂfﬂt - KKl ford < 8.
KA |
H, = QM‘;A[AK{A —K'/K], ford»

The calculation of critical fields can be solved analytically for
simple cases only (21,22,23). Numerical methods of micromag-
netism are very powerful in calculating the critical fields for
DW pinning for any geometry and combination of defects. The
most cumbersome part of the calculation, the magnetostatic
fields due to the nonzero divergence of magnetization at the
defects, can be handled easily by numerical methods. Details of
the pinning process can be revealed by these methods, like the
repulsion of the approaching DW by the dipole field of small
inclusions in high magnetization materials (24,25). Figure 5
shows the domain structure of a garnet single crystal in H »
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H., near to saturation, where the strongest defects keep the
last DWs pinned (26,27,28).

IRREVERSIBLE MAGNETIZATION PROCESSES

In a ferromagnet with a domain structure irreversible magne-
tization takes place by DW motion, due to the sudden changes
of the magnetization as the applied magnetic field reaches the
critical field of depinning a DW from a defect, as given in the
previous section. On reducing the size of the magnetic body
down to the typical size of a single domain, no DW can be
formed and, consequently, there is ne DW motion, and no ir-
reversible losses associated with it. However, there are still
irreversible magnetization changes due to the sudden rotation
of the magnetic moment of the single-domain particles at the
switching field of the particle. The sequence of individual rota-
tion events of particle magnetizations gives rise to the hystere-
sis loops of particulate materials, usually described by Preisach
models (1,7,29). The energy barrier for magnetization switch-
ing is related to the effective anisotropy field of the particles:
H® = 2 K./ M, a fairly large value. These irreversible wall
motion or rotational magnetization processes are the cause for
the hysteresis losses. The measure of the energy loss associated
with the hysteresis can be determined from the area under the
hysteresis loop:

Wiy = ?Q HaM

loop area

The loss associated with an individual Barkhausen jump dWp
is determined in a similar way, by the area of the miner loop of
one jump. Integrating over all individual jumps gives the total
loss, Wy,.

The shape of the hysteresis loop is expected to be determined
by the sequential events of depinning the DWs from the defects,
or the sequence of the individual switching events of particles
by rotation. The sequence would depend only on the strength
of the interaction between a defect and a DW. In this case the
shape of the hysteresis loop would be reproducible and no ran-
dom noise would be associated with the magnetization process.
At the absolute zero of temperature T = 0 K, with no interac-
tion between the particles, this could be a valid assumption.
However, the shape of the hysteresis loop and the associated
losses are influenced by several other irreversible processes.
First of all, at finite temperatures temperature fluctuations add
a random noise to the magnetization process, randomly rais-
ing or decreasing the energy barriers what the moving DW
should overcome in order to change the magnetization (30,31).
Moreover, the height of the barrier, that is, the strength of the
interaction between the DW and the defect, might depend on
the temperature itself.

At any given temperature if one waits long enough there
will be a finite probability that a temperature fluctuation ap-
pears, large enough to push the DW over the next barriers. This
characteristic time delay between an instantaneous change in
the applied field and the subsequent change of the magnetiza-
tion is the magnetic aftereffect (4,30). The higher the tempera-
ture the more effective is the assistance of temperature fluctu-
ations. The slower the change of the field, the more chance the
DW has to jump over the energy barrier, waiting for the mo-
ment of the temperature fluctuation assisted decrease in the
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energy barrier. The eritical field of the start of the DW motion
at one given defect depends on the temperature and time: H,, =
H,.(T, ). As a result, the faster the rate of change of the field,
the larger the field needed to change the magnetization, that
is, the coercivity H, is increasing with frequency. The defect-
DW interaction is influenced by the aftereffect, leading to an
apparent frequency dependence,

Another effect that can’t be neglected is the shape and size
dependence of the magnetization curve. If a magnetic body
of finite size is magnetized, free magnetic poles cccur on the
surface, producing demagnetizing field, H;, which opposes the
direction of the magnetization. The demagnetizing field is pro-
portional to the magnetization, H; = —NM, where N is the de-
magnetizing factor (1,2,32). When the magnetization changes
in a small region of the body, the demagnetizing field changes
too, and the slope of the hysteresis loops changes, depending on
the demagnetizing factor and the permeability 4 = dB/dH =
&g H+ M) /dH. This change causes an apparent change in the
magnetization at a given applied field. A more seripus problem
is that the magnetic body is not homogeneously magnetized.
The direction and the magnitude of the domain magnetizations
vary, and the permeability is not a well-defined quantity. The
effect of the sample’s shape and size makes the comparison of
experimental data very difficult.

Eddy current losses can’t be neglected in the case of ac
magnetization processes of metallic magnets. When the mag-
netization is changed in a conductor, eddy currents and, as-
sociated with it, a time-dependent magnetic induction B(?) is
produced. Integrating B(t) over the sample surface, the change
of the flux in time, that is, the voltage induced by the eddy
current is obtained. Due o interference from this eddy-current
induced signal, the measurement of the Barkhausen noise in
metallic magnets is not a simple task (33).

BARKHAUSEN NOISE

Any discontinuous, sudden change of the magnetization in a
slowly changing magnetic field, due to the irreversible break-
away of a DW from a pinning center or an irreversible act of
rotation, induces a voltage spike in a coil surrounding the speci-
men. The sequence of these pulses is the Barkhausen noise. The
pulses are characterized by their number in the applied field
interval, magnitude of the induced veltage, width of the pulse,
and the integrated voltage, the jumpsum. The change of the
magnetization during one jump is related to the integral under
the area of the resultant pulse. The steepest part of the hystere-
sis loop, around the coercivity H. contains the largest number
and highest amplitude pulses. The defect structure influences
both mechanical and magnetic properties of the materials. The
distribution of jump size, shape, duration, and the power spec-
trum of the Barkhausen noise is directly related to the mi-
crostructure of the magnetic material, and carries very impor-
tant information for nondestructive testing. Figure 10 shows
the applied magnetic field dependence of the Barkhausen noise
data for a steel specimen in terms of pulse heights of the in-
duced voltage, and the integrated voltage (jumpsum}, which is
related to the magnetization (33).

Stress Effects

The defect-DW interaction is very sensitive to the stress
due to stress-induced anisotropy in materials with finite
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Figure 10. Barkhausen jump statistics of a low carbon steel specimen,
and the integrated jumpsum signal. The inset is the measured signal
at higher magnification. {Courtesy of L. J. Swartzendruber, NIST, un-
published data.)

magnetostriction. Upon an application of stress the DW en-
ergy landscape and the critical field for individual DW jumps
change and, as a result, the shape of the hysteresis loop and the
permeability change with stress as well, After proper calibra-
tion, and over a wide range of stress, the Barkhausen noise can
often be used as a measure of the strain state of the material
(34,35).

In materials with strong uniaxial anisotropy, the equilib-
rium domain structure is relatively simple. In a stressed long
wire or ribbon, domain magnetizations will be aligned along the
long axis and the magnetization process is dominated by one
huge Barkhausen jump. The hysteresis loop of such a material
is nearly square. For a wire with large magnetostriction, A > 0,
under tensile stress ¢ along the axis, there is a stress-induced
uniaxial anisotropy: K, = (3/2)oi. The large change in mag-
netic induction upon changing the magnetic field will induce a
large, narrow pulse of voltage in a coil wound around the sam-
ple, used in many sensors and devices. Stress can be induced
in amorphous magnetostrictive wires during heat treatment,
and can be used as inductors. Figures 11 and 12 show the ef-
fect of magnetostriction and mechanical stress on Barkhausen
noise statistics upon magnetization of a highly magnetostric-
tive amorphous metallic ribbon in a free state and when the
same ribben is slightly stretched along its axis (36). The change
of the Barkhausen jump spectrum from numerous small jumps
to a very few huge jumps is evident. The integral of the jumps
over the magnetic field gives a curve similar to the magnetiza-
tion curve {37).

Temperature Dependence

The Barkhausen effect has a strong temperature dependence,
The DW energy itself depends on the magnetic anisotropy, a
strong function of temperature, leading to the increase of the
DW energy and the coercivity on lowering the temperature.
The energy of temperature fluctuations play a lesser role at
low temperatures, and the characteristic time constant of the
magnetic aftereffect is increasing with decreasing temperature.
As the probabhility for a jump decreases, the DW has to wait
longer for a kick from the thermal fluctuations, and the number
of jumps in a given field and time interval decreases (33). On
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Figure 11. Effect of magnetostriction and mechanical stress on
Barkhausen noise statistics upon magnetization of a highly magne-
tostrictive amorphous metallic ribbon (a) Free ribbon; (b} Ribbon under
weak tensile stress (M. Pardavi-Horvath, unpublished data).

the contrary, upon increasing the temperature the coercivity
decreases, and due to strong thermal activation processes, it’s
easier for a DW to make a jump. At the same time the thermal
energy becomes larger than some of the DW-defect interaction
energies, many of the low energy defects are “turned off” and
the width of the defect-DW interaction spectrum decreases too.
The magnetic material becomes magnetically softer.

Statistics of Barkhausen Jumps

The statistics of Barkhausen jumps has been the topic of wide
ranging investigations for many years. The static interaction
of one defect with one domain wall is just the beginning of the
theoretical treatment of the magnetization process of a mag-
netic material. In a real material, a very large number of sta-
tistically distributed defects interact with a large number of
DWs, resulting in a complex Barkhausen noise behavior. The
process depends on temperature, time, sample size, and shape
(38,39). For the interpretation of the Barkhausen signal the
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Figure 12, (a} Integrated signal of individual jumps for the sample
in Fig. 12. 1 is the free ribbon; 2 is the ribbon under tensile stress. (h)
Number of jumps for 1. {¢) Number of jumps for 2. (M. Pardavi-Horvath,
unpublished data.)

functional form of the energy landscape is needed. All these
unknown parameters can be taken into account as fluctuations
in the DW energy, and described by an ensemble of stochastic
Langevin functions. The model generates both hysteresis loops
and Barkhausen jump distributions, showing a power-law be-
havior for small jumps and a rapid cut-off at large jump sizes,
in agreement with the experimental data (40,37, 41).
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Unfortunately, along the hysteresis loop different types of
magnetization processes take place. Therefore, the treatment
is usually restricted to the constant permeability region around
the coercivity. The assumption used in predicting the noise
power spectrum (42) is that both dB/dH and dH/dt are con-
stant. This approach was extended to the whole hysteresis loop
assuming that the Barkhausen activity in terms of the jurnp-
sum is proportional to the differential susceptibility, which ean
be determined from hysteresis models (43).

An important question is whether the individual jumps are
correlated or not. For statistically independent jumps the the-
ory predicts that the power density is constant at low frequen-
cies and decays as 1/ £° at high frequencies. Some experimental
data agree with this prediction, however, in some cases there is
a maximum at low frequencies. The analysis of the Barkhausen
noise signal characteristics, as autocorrelation, jump ampli-
tude correlation, jump time and amplitude correlation, and
power density show ne evident deviation from random noise
behavior. Evidently, a different mechanism is responsible for
the low frequency losses {44).

The progress in nonlinear dynamics and chaos, relatively
easily applicable to the behavior of domains and domain walls,
leads to simple nonlinear models for DW dynamics, taking into
account the viscous damping of the DW moving under the effect
of a harmonic external force in the field of defects. It was shown
that Barkhausen noise can be characterized by a low fractal
dimension (45,46). Barkhausen jumps show the attributes of
self-organized criticality, with the distribution of lifetimes and
areas of discrete Barkhausen jumps following a power-law be-
havior {47 ,48).

Experimental Techniques

Modern Barkhausen spectrometers are based on the same prin-
ciple of Faraday's law of induced electromotive force {emf), as
used by Barkhausen in 1919. According to Faraday’s law, when-
ever there is a magnetic flux change dB/dt there will be an
induced voltage V, proportional to dB/dt and the number of
turns of a measuring pickup coil. The difference is that the
original amplifier is now substituted by a digital computer con-
trolled data acquisition system and digital storage oscilloscope
(33,44,49), Usually the size and the duration of Barkhausen
pulses is measured and statistically registered. The resuits are
frequency distributions. The entire sequence of Barkhausen
pulses can be considered as a stochastic precess and then the
spectral density of the noise energy, related to the total irre-
versible magnetization reversal is measured (33,39). Figure 13
shows the block diagram of a typical apparatus. The equip-
ment consists of a magnetizing system used to sweep the sam-
ple through the full hysteresis loop from negative saturation to
positive saturation, at a frequency of typically 0.06 Hz; a Hall
probe to measure the magnetic field; a surface coil to measure
the induced voltage and/or another pick-up coil, surrcunding
the sample, for power spectrum measurements, The measure-
ment is controlled and the data are analyzed by a digital com-
puter. The bandwidth of the system is from 100 Hz up to 100
kHz. A discriminator is used to reject signals below a certain
noise level. At each instant of time, £, the value of the magnetic
field, H, and the induced voltage is V, measured. So the ampli-
tude of jumps versus field, the integrated signal, the jumpsum,
and the rate of the jumpsum can be determined. The jumpsum
rate is qualitatively similar to the rms noise. Power density
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Figure 13. Block diagram of Barkhausen noise measurement. (Cour-
tesy of L. J. Swartzendruber, NIST.)

spectra and autocorrelation functions can also be obtained from
the data. For a stationary random process, the power density
spectrum is the Fourier transform of the autecorrelation func-
tion, ®(#) = {V{¢) x Vit + ), so that statistical properties of
the Barkhausen noise can be easily investigated by this tech-
nigue (49).

A widely used method in studying the Barkhausen effect is
to measure the power as a function of the frequency of cycling
the field. This technique yields information about the intervals
between jumps (33). The frequency of the Barkhausen jumps is
related to the average DW velocity, and it contains information
about the average time it takes for a moving DW to reach the
next barrier through the average distance between defects.

Utilizing the aptical activity of magnetic materials it is pos-
sible to identify individual defects, pinning mechanisms, and
measure actual DW velocities. In transparent magnetic mate-
rials individual DW-defect interactions can be investigated via
the magneto-optical Faraday-effect (26,27,28), as illustrated in
Figs. 2, 6, 7, and 9. In metals, the Kerr effect offers a possibil-
ity to visualize the defect-DW interaction, as it was dene for
several metallie film magneto-optical recording media, in or-
der to study the cause of media noise in readout (501. It was
shown that the distance between pinning centers is about 0.4
um and the DW “waits” up to several seconds before the next
jump. The pinning time decreases exponentially with increas-
ing driving field.

Nondestructive Testing

When applicable the measurement of magnetic Barkhausen
neise is a fast, reliable, and simple technique for nonde-
structive material evaluation, as compared to x-ray diffrac-
tion, ultrasound, and other more sophisticated measurements
(49,51). The Barkhausen effect is especially well-suited for the
study of steel, one of the most important structural materials,
Commercial instruments to characterize materials based on



Barkhausen noise are now available. The Barkhausen spec-
trum can be, for example, related to the grain size of the
material, s0 it can be used for grain size measurement af-
ter cold-rolling (52). The stress sensitivity of the DW motion
makes it very convenient to study residual stresses, using the
Barkhausen emission under stress. Depending on the band-
width of the measurement, either the surface or near subsur-
face layers can be tested (34). The Barkhausen emission test is
used in the grinding industry to check the residual stress due to
thermal damage and microhardness (53). Plastic deformation
increases the dislocation density, an effect easily detected by
the DW-dislocation interaction induced critical field increase.
There is a possibility to use deformed thin wires of iran and
iron—nickel alloys as strain gages in the 102 range with a sen-
sitivity of +5% (35).

Barkhausen noise plays an important role in magnetic
recording. The head-to-medium velocities in hard drives may
range from 1 to 50 m/s, with data frequencies from 100 kHz
to 50 MHz; for tape systems the velocity might be as low as
25 mm/s at 1 Hz frequency. These parameters are very near to
the range of Barkhausen noise. The main source of the medium
and head noise is the Barkhausen noise. The nonuniformity
of media leads to a localized, regular neise, superimposed on
the random noise from magnetization switching processes. For
particulate materials the noise is related to the shape, size,
and orientation dispersion of the particles; for multigrain thin
film media the signal-te-noise ratio (SNR} depends on the mi-
crostructure, texture, and grain cluster size. In soft magnetic
write-read head materials the DW pinning and the related hys-
teresis losses are the most important source of noise (50,54).

FLUX PINNING AND LOSSES IN SUPERCONDUCTORS

The basic parameters defining the transition from the super-
conducting to the normal state are the critical temperature T,
critical magnetic field H,, and critical current density o,. Type
II superconductors possess the highest possible critical param-
eters. Destruction of their bulk superconductivity occurs at the
upper critical field H.. If no applied magnetic field is present,
then o, up to 10! Am~2 can be reached. High current den-
sity and small energy dissipatien is the main reason for indus-
trial applications of superconductors in magnets, electrical ma-
chinery, and power transmission lines. Ideal superconductors
are lossless, however, using Type I superconductors for practi-
cal applications dissipative processes are of great importance.
In Type I superconductors dissipation is negligible up to very
high frequencies, where the electromagnetic field destroys the
Cooper pairs, responsible for superconductivity. Losses in ideal
Type II superconductors are assaciated with viscous motion of
vortex lattices. Losses in the most important class of super-
cenductors, the Type II nonideal superconductors, are due to
magnetic hysteresis, similar to the case of ferromagnetic ma-
terials. In superconductors the irreversible mation of magnetic
flux lines through pinning centers causes the hysteresis. The
problem is more complicated in technical materials: supercon-
ducting cables are multifilament, multicore, twisted, stabilized
composites where the coupling losses to the normal matrix play
a significant role in dissipation (55).

Vortex Structure

Superconductors (SC) are characterized by the penetration
depth of the weak magnetic field i, the coherence length &,
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and the Ginzburg-Landau parameter ¥ = A/§. Superconduc-
tors can be classified according to the magnitude of «. Type 1
8Cs have « < 1/+/2, and the external field is totally screened
by diamagnetic supercurrents flowing in the penetration depth
distance from the surface (Meissner effect). For Type II 5Cs
« > 14/2. The N/S boundary is in equilibrium only in high ap-
plied magnetic field. A type II 8C below the first critical field
H., behaves as a Type I material. In a field of H =~ H, it is
energetically mare favorable to break inte the mixed state of
alternating N and SC phases, consisting of thin, normal core
vortex lines, parallel to the external field, with circulating para-
magnetic supercurrents. Each vortex carries a quantum of flux
¢ = hc/2e, where A is the Planck constant, c is the light ve-
locity and e is the electron charge. The size of a vortex is typ-
ically a few hundred nanometer. The vortex lattice is in some
way analogous to the magnetic domain structure of ferromag-
netic materials, as discussed previously. Upon increasing the
applied magnetic field H, the number of vortices increases as
the vortex laitice period becomes smaller. At H = H,, =/2 « H,
the vortex cores overlap and the material becomes a normal
metal. H.; of SC for practical applications is on the order of
10° T.

Vortex Motion and Flux Jumps

Many technical applications of SC require high current densi-
ties and low losses, which ean be accomplished by immobiliz-
ing the vortices by pinning them at defects. The vortices have
a complex magnetic field around them, decaying exponentially
within the distance 4. If the SC is placed in an applied field H,
parallel to its surface, then supercurrents J,, will be generated
by a vortex located at x,:

dn = AT H expl—x/ 1)

and a repulsive Lorentz force will act on the vortex, F,, = J ..
This force changes with the distance, thus changing the free en-
ergy of the vortex system. If there is an energy gradient, that
18, a Iocal change in the potential for the vortex motion, then
the vortex can be pinned at the defect lowering the free energy
of the system. There is an energy barrier to the penetration of
vortices in and out of the 8C at the boundary, and vortex mo-
tion into the 8C can be prevented by surface treatment. Ideal
Type IT SCs are thermodynamically reversible if there are no
defects in the material to act as pinning centers, But even in
the absence of bulk pinning, there is always the surface, itself
an irregularity, so there is no ideal SC. In the absence of pin-
ning centers, the vortex lattice’s motion is like a hydredynamic
fiow in a viscous medium. Dissipation is due to the viscous
damping process. The power necessary to maove the vortices is
Wse = paef%, where p, is the specific resistance. Because there
are always thermal fluctuations, and ./, is decreasing with in-
creasing T, any slight increase in the temperature decreases
the critical current and, by preserving the total current, the
current distribution has to change, and as a consequence, the
magnetic field distribution generated by the current distribu-
tion 1s changes too. According to Maxwell’s law whenever there
is a flux change there will be an electric field, and this field
does the work to move the vortices, that is, a flux jump is ob-
served. Flux jump instabilities are very dangerous because they
can transform the SC into the N state completely, Thermaily
activated flux flow is one of the main reasons for the low current
density in new high-T, 8Cs.
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Another case of flux jumping occurs due to magnetic field
fluctuations. As the applied field increases, critical shielding
currents are induced to prevent the penetration of flux into
the SC until a certain field H {or magnetic flux density as-
sociated with that field B) value , where flux jumps occur, For
thin filaments the flux completely penetrates the material, and
there is no flux jumps even for applied fields much greater
than H. The constraint on the thickness d of the SC material is
that:

tochd < B* = [3u,S(Te — TH]V*

where S is the volume heat capacity of the material (56).The
distribution of the induction is usually described by the Bean-
London model of critical state, where the magnitude of the crit-
ical current is directly related to the gradient of the local indue-
tion Jf, = dB/dx. A change in the penetration occurs only when
the change in the external field exceeds the surface shield-
ing fields created by shielding currents, according to Maxwell’s
equations. This picture of SC hysteresis losses is valid up to
about 10° Hz. In the Bean-London model the contribution of
the vortex structure is not included. A complete analytical so-
lution for the distribution of current and induction in hard SCs
is still missing.

Nonideal Type I SCs

Real materials always have spatial inhomogeneities acting as
pinning centers that prevent the penetration of flux inte the
SC upon increasing the applied field; or preventing the ex-
clusion of flux upon decreasing field, giving rise to hysteresis
and associated irreversible losses. There is a remanence flux
frozen in the SC even in the absence of external field. In anal-
ogy with hard magnets, these nonideal Type Il SCs are called
hard 8Cs.

The pinning centers are similar to those in magnetic ma-
terials, preventing the motion of domain walls, such as: point
defects of inclusions, voids, precipitates of second phase, line de-
fects tike dislocations, grain boundaries, twin boundaries, and
so0 on. The bigger the difference between the properties of the
defect and the SC the larger is the pinning effect, again simi-
lar to the case of the strong DW pinning for high DW energy
gradient in ferromagnets.

There is no complete, exact theory of pinning in 8Cs, and the
methods used to describe the vortex-defect interactions are very
similar to those dealing with DW pinning. Strong pinning and
high current density is achieved mostly by microstructural de-
velopments through technology of preparation, compositional
modifications, and different treatments {for example, irradia-
tion). In intermetallic SCs (Nb;Sn, Nh3Ge) the pinning cen-
ters are related to the fine grained structure on the order of a
few nm, and precipitation of oxides or carbides at grain hound-
aries. In the high-T, cuprate SCs vortex pinning is linked to
the layered structure of the material, the vortices are interact-
ing strongly within the layers {pancake vortices} and weakly
between layers. As a result the electrical properties are highly
anisotropic. The pancake vortices are very mobile. Increasing
the interlayer coupling would make a more effective pinning
with higher {and isotropic) current densities (57).

In an ideal SC the vortex structure is a regular two-
dimenisonal network. Due to the very inhomogenecus structure
of the hard SCs, the vortex lattice is distorted, following the

microstructural features, that is, the energy landscape of the
material. For high defect densities and high current densities
the vortex lattice becomes “amorphous”, the lattice is “melted”.
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Arich source of up-to-date information on Barkhausen noise,
magnetic domain wall pinning, and hysteresis losses are the
issues of the J Appl. Phys., and IEEE Trans. Magn., publish-
ing the material of the annual conferences on magnetism. The
IEEE Trans Appl. Supercond. is suggested as a source of cur-
rent information on flux pinning in superconductors.

MaRTHA ParRDAVI-HORVATH
The George Washington University

MAGNETIC REFRIGERATION

The application and subsequent removal of a magnetic field
causes cooling in certain materials—the magnetocaloric effect
{or magnetic refrigeration}. In the laboratory it is possible to
pump over liquid helium and so provide considerable cooling
power at ~1 K. For this reason magnetic refrigeration has usu-
ally been used to reach temperatures below 1 K. It is also the
case that the high magnetic fields required are usually provided
through superconducting magnets which must operate below
~5 K. There are two types of magnetic refrigerator, adiabatic
demagnetization refrigerators (ADR} and nuclear demagneti-
zation refrigerators. The ADR uses the interaction of electrons
with an applied magnetic field whereas nuclear demagnetiza-
tion uses the interactions of the nuciei. The temperature region
of operation for an ADR depends on the magnetic material used.
This can range from tens of Kelvin down to mK (1); whereas for
a nuclear demagnetization refrigerator the region is 10 mK to
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several microkelvin. Cooling power (the amount of energy that
can be absorbed) decreases strongly with decreasing tempera-
ture. For an ADR cooling powers in the region of microwatts at
low temperature can be obtained whereas for nuclear demagne-
tization it is nanowatts or less. Such low cooling powers from
nuclear demagnetization refrigerators leads to extreme mea-
sures in order to avoid unwanted heat entering the system, for
example, seismic isolation. The use of nuclear demagnetization
refrigerators is therefore restricted to specialized low tempera-
ture research laboratories. For ADRs with their higher cooling
power such extreme measures are not required, making such
refrigerators easier to use in a more typical laboratory environ-
ment, so that they are the more common of the two.

Principle of Magnetic Refrigeration

A cooling process may be regarded to be an entropy reducing
process. Since entropy (or degree of disorder) of a system at
constant volume or constant pressure decreases with decreased
temperature, cooling can be achieved within a medium via any
process which results in the decrease of entropy of that medium.
For example, the liquefaction of gases is achieved by the isother-
mal reduction of entropy through compression of a volume V, at
temperature T to a smaller volume V; generating heat, which
is extracted by contact with a cold reservoir, followed by adi-
abatic or isentropic expansion which results in cooling of the
gas to below T'). In the magnetic cooling process the disordered
collection of magnetic dipoles associated with a particular ion
within a medium (paramagnetic material) constitutes such a
system described here. For such a material the application of
a magnetic field causes alignment of the dipoles with the mag-
netic field and thus a reduction in entropy. The dipoles used
are either electronic {electron cooling due to the electron spins)
or nuclear (nuclear cooling due to the nuclear spins) depending
on the required final temperature, millikelvin temperatures for
electronic {ADRs} and microkelvin temperatures for nuclear de-
magnetization refrigerators. The principle of operaticn is the
same the main difference being the starting temperature. For
electron cooling starting temperatutres of up to 20 K or more can
be used whereas for nuclear cooling a starting temperature in
the region of 0.01 to 0.02 K is needed in order for the magnetic
interaction to dominate over the thermal energy.

Components of a Magnetic Refrigerator

An ADR is essentially composed of the following three items
which need to be housed in a cryostat (2) to provide a bath
temperature:

1. A paramagnetic material. This is suspended via low ther-
mal conductivity supports within an enclosure at the bath
temperature, usually pumped, liquid helium in labora-
tory systems. The paramagnetic material iz integrated
with a stage or platform, upon which the experimental
items under investigation may be mounted.

2. A magnet. This may either be a permanent or supercon-
ducting magnet. The latter is usually used due to their
ease of operation and compactness. It is housed within
the liquid helinm vessel and se sufficiently cooled for su-
perconductivity.

3. A heat switch. This is used to make and break a high
thermal conductivity path between the paramagnetic

Low temperature stage
ErmrTTE

. ) Heat switch
Liquid helium bath

cold plate

Magnet

Paramagnetic
material

- Low thermal conductivity supports

Figure 1. Conventional ADR schematic. A paramagnetic material is
shown in a pill arrangement with a stage where samples can be at-
tached. The pill is housed in the bore of a superconducting magnet via
low thermally conducting supperts. The magnet is housed in a liquid
helium container and the heat switch is used to coo! the pill to the
temperature of the liguid helinm.

material and the cold bath (e.g., liquid helinm). This is
used in order to cool the paramagnetic material to the
starting temperature and to extract the heat of mag-
netization. The form of this switch may be mechanical,
gaseous, or superconducting (2).

A schematic of a “classical” ADR is shown in Fig. 1. Vari-
ations on the classical form arise due to requirements to (1)
increase the low temperature hold time and (2) increase the
bath temperature. Increasing the low temperature hold time
can be achieved by reducing the parasitic heat leak through
the supports by using a second higher temperature intermedi-
ate paramagnetic material. This intercepts the heat flow from
the bath to the low temperature paramagnetic material. The
intermediate material comprises a higher temperature param-
agnetic material which has a high heat capacity, for example,
gadolinium gallium garnet. The operation of the ADR is the
same as the conventional form except the intermediate para-
magnetic material will demagnetize to a temperature between
that of the bath and the low temperature material. Such a re-
frigerator is commonly called a two stage ADR (3). Increasing
the bath temperature without decreasing the hold time can be
accomplished by using a second ADR 1o cool a classical or two
stage ADR. It is essentially two ADRs in series, one configured
for high temperatures and the other for low temperatures. The
high temperature ADR is used to cool the low temperature ADR
prior to the demagnetization of that stage. This effectively sim-
ulates a lower temperature bath for a conventional or two stage
ADR. This kind of refrigerator has heen called a double ADR (4).

A further variation of the classical ADR is the “hybrid”. This
consists of a conventional ADR coupled to a low temperature
cryogenic stage provided by He®. The He? stage is used to pro-
vide a temperature of 0.3 K reducing the parasitic heat load
and providing a very low starting temperature for the param-
agnetic material.

The composition of a nuclear demagnetization refrigerator
is essentially the same as a conventional ADR except that its
bath temperature must be in the region of 0.01 K, The bath is



provided by either an ADR or, more typically, a He?*-He* dilu-
tion refrigerator (2,5).

HISTORY AND CURRENT STATUS OF
MAGNETIC REFRIGERATORS

Cooling by affecting the electron spins was proposed by De-
bye (6) in 1926 and Giauque {7} in 1927. The first practical
demonstration was by De Haas, Wiersma, and Kramers (8), Gi-
auque and MacDougall (9) in 1933, and Kurti and Simon (10) in
1934. The nuclear demagnetization refrigerator was suggested
by Gorter in 1934 and Kurti and Simon in 1935. However it was
not until 1956 when Kurti et al. successfully obtained cooling
from 12 mK to 20 «K via the demagnetization of nuclear spins.
Since those pieneering days numerous texts on magnetic refrig-
eration have been published and most low temperature physics
hooks contain a chapter describing it. For further information
see Refs, 2, 5, and 11.

The advent of dilution refrigerators in the 1960s saw the
demise of ADRs because of the higher cooling power and con-
tinuous operation offered by dilution refrigeration. In recent
vears ADRs have become more popular due to the increased
use of low temperatures (0.1 to 0.01 K) for the operation of de-
tectors for astronomy and particle physics and the develepment
of mechanical coolers to replace the use of liquid helium (12).
In astronomy the need for better signal to noise leads to low
temperature detectors {10 to 100 mK) and exotic telescope lo-
cations (Antarctica, on top of high mountains, and in space).
X-ray astronomy can only be conducted by space-borne instru-
mentation due to the absorption of X rays by the earth’s atmo-
sphere. The cost and practiealities involved require low mass
systems which are gravity independent and highly reliable. The
use of a consumable cryogen in space—helium—Ilimits the du-
ration of missions. For infrared and optical astronomy space
also has enormous advantages in the form of “seeing” and sky
background.

The first demonstration of an ADR in space occurred with
a sounding rocket flight in 1956 (13). This was a conventional
ADR comprising a liquid helium cooled magnet and an ferrie
amonium alum (FAA) zalt pill housed in a pumped liquid he-
lium cryostat operating at 2 K. A similar ADR is under de-
velopment (14} at the Goddard Space Flight Center for the X-
ray spectrometer (XRS) experiment due to fly on the Japanese
ASTRO-E mission in 2000, Advances in miniaturizing ADRs
and increasing their operating temperature range further are
ongoing and brought about by real-use practicalities. Such de-
velopment is being achieved through new matertals {especially
for thermal isolation), new magnet technology (low current),
and high temperature paramagnetic materials. Until recently
the superconducting magnet used to generate the magnetic
field would have to be housed in the liquid helium bath. The ad-
vent of conduction ecooled superconducting magnets, in which
the magnet is cooled via conduction through the magnet hous-
ing, enables the ADR to be a unit which is simply attached to a
cold plate. This enables the ADR to be connected to a mechani-
cal cooler thereby eliminating the need for a liquid helium bath
to cool the magnet and provide the bath temperature for the
ADR. Cryogen-free operation could enable the ADR to become
a general purpose instrument capable of autonomous computer
contrel without the need for the user to have either cryogenic
experience or special helium handling equipment.
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Certain paramagnetic materials are suitable for use as mag-
netic refrigerants. The magnetic ions of these materials have
an interaction energy, ¢ with their erystalline envirenment and
each other which is smaller than the average thermal energy
#T. In such a situation each magnetic ion is relatively “free” re-
sulting in a distribution of randomly oriented dipoles with 2.7
+ 1 degeneracy, where J is the angular momentum quantum
number, that is, there are 2.J + 1 possible orientations of the
ions. This gives an R In(2J + 1} per mole contribution to the
entropy of the material from the magnetic dipoles, where R is
the gas constant. The entropy (8) of a paramagnetic material
can be thought of comprising two components. One arises from
the magnetic ion (e.g., chrome in chromium potassium alum,
CPA) and is given the subscript m (S,). The other component
arises from the rest of the molecule and is refer to as the lattice
{Siattice)- The total entropy is given by

8= Sm + Slactice

As the temperature of the paramagnetic material is reduced
the lattice contribution to the entropy of the material reduces
and a point is reached where the magnetic entropy given by
R In(2. + 1) dominates. As the temperature decreases further
the entropy will remain at the value given by R In{2.J + 1)
until the thermal energy approaches the interaction energy ¢
at which point spontaneous ordering of the dipoles sceurs, due
to their own weak magnetic fields, and the entropy falls. When
¢ ~ k8, where 8 is the magnetic ordering temperature of the
material {or Néel temperature), the entropy drops rapidly. At
very low temperature the internal interactions between ions
removes the degeneracy and the system resides in a singlet
ground state of zero entropy. At a temperature greater than
¢ the entropy of the spin system of the magnetic tons can be
reduced significantly if the interaction of the dipoles and the
applied magnetic field is greater than the thermal excitation
given by kT

If the internal interaction energy is very low the magnet ions
can be considered as free and the entropy (8) of a collection of
magnetic ions can be given by Eq. 1. Figure 2 shows the typical
form of the entropy curve as a function of temperature and
applied magnetic field:

S8(B,T) _ sinh(2J + 1) /2 x x

R inh(x/2
sinh(x/2) (1

_ (2J2+ D cotht@ + 1x/2)
where
x =gBB/AT (2)
and

g =spectroscopic splitting factor
B = Bohr magnetron

B =magnetic field (Gauss)

k= Boltzmann constant

T = temperature (K}
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This equation is only valid if the ions are free and for high
(>1T)magnetic fields. For low magnetic fields additional terms
which take into account the weak internal field have to be
added. The zero magnetic field entropy curve is determined
from

8= fC/TdT
where

S=total entropy
C =heat capacity
T = temperature

A detailed account of paramagnetic theory as applied to mag-
netic refrigeration can be found in Ref. 11.

PARAMAGNETIC MATERIALS

The paramagnetic material “the refrigerant” is the core of the
refrigerator. It determines the temperature to which cooling
can be achieved and how much energy can be absorbed. Cool-
ing over a wide temperature range is possible due to the varied
materials available. These can be divided roughly into four tem-
perature ranges {~10 to 40 mK, 40 to >100 mK, =03 Kto 1 K,
and =1 K). The substances widely used in these temperature
ranges are detailed in Table 1. A detailed review of the first
three temperature ranges can be found in Ref. 11 and for the
fourth, high temperature range (15).

Refrigerant Construction (Salt Pill)

Traditionally, the refrigerant stages in an ADR have been called
salt pills because in the early days all refrigerants were made
from a “salt”. Although other forms of paramagnetic refrigerant
are now available the term salt pill has remained in common
use and now, incorrectly, refers to the whole refrigerant assem-
bly used in the ADR. The refrigerant materials commonly used
and listed in Table 1 are hydrated salts (CMN, CPA, CCA, FAA,
and MAS), garnets (0,3 compounds) or perovskites {Al0; com-
pounds). Salt pills comprised of the following four components,
(1} a stage, to which items can be attached for cooling, (2) A
thermal bus connecting the stage to the paramagnetic mate-
rial, (3) the paramagnetic material, and (4) a container for the

from high thermally conducting material, usually copper, and
the container is either a high electrical resistivity material in
order to minimize eddy current heating, for example, stainless
steel, or fibre glass. Garnets and perovskites, which are very
large dense crystals, can be bonded via an epoxy or low temper-
ature cement to the thermal bus. In the case of hydrated salts
the thermal bus comprises many hundreds of high thermally
conducting (copper) wires attached to the stage and spreading
into the salt enclosure. The hydrated salts are produced via an
aqueous solution and the slow evaporation of the water. They
fall into two categories, those that can be readily grown around
copper wires and those that cannot. In the case where the salt
will not grow around wires (CPA} small crystals have to be
grown in a vessel (beaker} and then compressed along with the
wires to form a solid mass which is then sealed in the pill enclo-
sure, For the salts which will readily grow around wires (CMN,
CCA, FAA, and MAS) the aqueous solution is allowed to evapo-
rate from the enclosure which holds the wires and thermal bus,
For CMN, where the orientation of the crystals to the magnetic
field is important, seed crystals have to be cemented in place
first with the correct orientation. The salts listed in Table 1 are
all corrosive to copper and so if used this metal has to be plated
with gold. A thickness of 30 to 50 pm is usually sufficient. The
hydrated salts have to be hermetically sealed within the enclo-
sure in order to ensure that water of crystallization is not lost
when exposed to vacuum. Such sealing can be achieved by the
use of epoxy, for example, Stycast 2850,

MAGNETIC REFRIGERATOR OPERATION

The operation of a magnetic refrigerator requires the system
to be at a temperature in which the lattice entropy does not
dominate the paramagnetic material in order that the applied
magnetic field can reduce the entropy of the material. The pro-
cess of cooling can be separated into three stages. The first is
isothermal magnetization of the paramagnetic material at a
temperature T, transferring the paramagnetic material from
point A (Fig. 2) to point B, This process generates heat (mag-
netization energy) which has to be extracted to a heat sink at a
temperature of T';, via a heat switch. The magnetization energy
(@ Joules per mole) is given by

paramagnetic material. The stage and thermal bus are made Q = [ TdS (3)

Table 1. Magnetic Details of Some Paramagnetic Materials

Temperature

Range Material Formation J g T, (K)

10-40 mK Cerium magnesium nitrate (CMN) Ce;Mgg(NOy),, - 24H,O 1/2 2 ~0.01

40->100 mK  Chromic potassium alum (CPA}) CrKiS0O,),- 12H,0 3/2 2 ~0.01
Cesium chromic alum (CCA} CsCr(80,),- 12 H,O 32 2 ~0.01
Ferric ammonium alum (FAA) FeNH,(50,),- 12H:O 442 2 ~0.03

=03 K Manganese ammonium sulfate (MAS) MnSO(NH,),80,-6H,0 5/2 2 ~0.1

=>1K Dysprosium gallium garnet (DGG) Dy;GayO, 1/2 8 ~0.4
Erbium orthoaluminate (ErQA) ErAlQ, 1/2 9 ~0.6
Ytterbium orthoaluminate (YbOA) YhalO, 1/3 7 ~0.8
Gadolinium gallium garnet (GGG) GdyGasOy 712 2 ~0.8
Dysprosium aluminum garnet (DAG) Dy;ALO; 172 11 —~2.5
Dysprosium orthoaluminate (DOA} DyAlO, 172 14 ~3.5
Gadolinium orthealuminate (GOA} GdAlO, /2 2 ~3.8
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Figure 2. Typical behavior of entropy with temperature and magnetic
field, with the operational sequence of an ADR. The sequence starts at
point A, proceeding to point B on application of the magnetic field (heat
switch engaged). Cooling, transfer to point C, occurs with the partial
removal of the magnetic field (heat switch open). The temperature is
held (transferring from C to D over time) by further reduction of the
magnetic field at the correct rate.

and since T is constant
@ = T[S - Sul (4)

Adiabatic demagnetization forms the second stage in which the
magnetic field is reduced to a value B; which corresponds to
the desired final temperature T During this stage the entropy
of the paramagnetic material remains constant, resulting in
cooling as given by

(B! + b1 (BE +b%)12

T T {(5)

where

B, = Initial magnetic field
B;=Final magnetic field
b = Internal magnetic field associated with each magnetic ion
T, = Initial temperature
Tr=Final temperature

The third stage can be effective in two ways, the first and
most thermally efficient is isothermal demagnetization. This
provides stability at Tt by reducing the magnetic field B from
By to zero at a rate which counteracts the thermal input from
the surrounding environment. The total amount of energy the
paramagnetic material can be absorbed is given by Eq. (3) and
Eq. (8) next, since T is constant,

Q@ = Ti[Se — Spl (6)

The duration in seconds of operation at T, called the hold time,
is given by

. n TSe - Spl
Hold T =——— (7
old Time Qe
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where

n = Number of moles of magnetic ion
d@:n/dt = Total power into the paramagnetic material (e.g.,
parasitic heating)

Once the magnetic field reaches zero the whole process must
be repeated (recycled) from stage 1. The second approach is for
the magnetic field to be reduced to zero, completely demagnetiz-
ing the paramagnetic salt to a temperature of Ty, A constant
temperature above T\;, can be achieved by using a stage which
is heated via a resistor and which has a weak thermal link to
the paramagnetic material. The heater power needs to be re-
duced as the paramagnetic material warms under the parasitic
load. Since the temperature of the paramagnetic material is not
ceonstant the energy which can be absorbed is given by Eq. (3)
only. This process is less thermodynamically efficient to the
isothermal process since heat is being added, however, it does
not require active control of the magnetic field and therefore is
simpler in some respects.

TEMPERATURE REGULATION

As previously stated the third stage of eperation of an ADR,
namely the holding of the final required temperature, can be
achieved via demagnetizing at a rate to counteract the heat
flowing into and thus warming up the salt pill. Temperature
regulation is achieved via a computer controlled serva system
in which the rate of reduction in magnetic field is controlled
in order to maintain the temperature at the desired value, For
superconducting magnets the magnetic field is proportional to
current and thus it is the current that is controlled. The de-
gree of stability is limited to the sensitivity of the thermometry
and the step size in magnetic field/current. Temperature reg-
ulation of +1 uK is possible with room temperature resistance
bridge phase sensitive detection (PSD) electronics and germa-
nium thermometers. The thermometry readout is limited by the
Johnson noise associated with the resistance bridge resistors.
Caoling of these resistors to approximately 10 K should make
it possible to achieve ~a few hundred nanokelvin stability of
an ADR when operated at a temperature of 0.1 K.

Magnetic Field Servo

Constant temperature is maintained by the reduction of elec-
trical current {I} by a value d7 every dt seconds. The value of
dI/dt is determined by the servo algorithm based on how well
the temperature is being maintained. With every new value of
dI/dt the current is stepped down at the corresponding value
of dI, (d! is kept constant) until the new value of d1/dt is cal-
culated. Intervals of a minute or less are appropriate for most
systems depending upon the application.
The current—temperature control equation (16) is:

dlifdt = ¢/ AOUT, = Toet) + (A7) Y (T — Tiat))
where
i = Current value

J =previous (i—1) value
dl;/dt =ith current ramp rate
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T; =ith temperature
T;_j=1-jth temperature
Tt = Servo temperature

At =time interval

1 = system time constant

T = Sum over j=0toi-1

¢ = gystem constant

SUMMARY

Millikelvin refrigeration is becoming necessary for many ap-
plications (astronomy, particle physics, material science, and
biophysics}. Adiabatic demagnetization refrigerators are seen
as one of the most attractive ways of achieving such temper-
atures. Their compactness, ease of operation (turn key is a
possibility since the process is purely electrical and cryogen
free) and gravity independence gives many advantages over
helium based apparatus. Cryogenic engineering advances now
mean that an ADR can be a small bench top instrument rather
than requiring a well equipped cryogenic laboratory. With this
simplification and miniaturization of cryogenic instrumenta-
tion the user will no longer have to be an experienced cryo-
genic physicist which will open millikelvin refrigeration to a
much broader community of scientists and engineers. Such an
expansgion process has not yet occurred with nuclear demagne-
tization refrigeration, however, with the constant development
of lower operating temperature detectors and advances in cryo-
genic science and engineering it is probably only a matter of
time.
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MAGNETIC RESONANCE

Consider a toy top on a table. If it is not rotating, it will imme-
diately fall down because of gravity. If it is spun, however, it
will rotate about the z direction keeping the angle 8 constant
as shown in Fig. 1. Now let a rod-shaped magnet {a nail with a
small flywheel) in a magnetic field between the poles be thelong
axis R at an angle ¢ from the direction z of the field, as shown
in Fig. 2(a). It will tend to align in parallel like a magnetic com-
pass with the line of magnetic force. If ane spins it about the
long axis R, however, it will rotate about 2, keeping # constant
as shown in Fig. 2(b). Both of these motions are called preces-
sion and are perpetual in the absence of friction. In this case,
the toy top or the rod-shaped magnet has angular momentum,
and the direction of force is perpendicular to the plane defined
by R and z. This force is called torgue. The precession oceurs
also on a microscopic scale. Consider a single free electron or
a single proton in a uniform field H, along the z axis. It has a
magnetic dipole moment p. or uy, respectively, which is consid-
ered to be a tiny magnet. In this case, one does not need to spin
it because it has an angular momentum a prieri, and the mag-
netic moment is caused by the rotation of the charged particle.
Because of this angular momentum, it exhibits similar motion

—Z

R

NS

Figure 1, Precession of a top.
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Figure 2. Small iron rod (nail) in magnetic field. To avoid the gravi-
tational effect, the long axis is along the horizontal direction.

in a magnetic field as earlier and as shown in Fig. 3. This mo-
tion is called Larmor precession. The frequency of the Larmor
precession is derived from the following torque equation, which
is similar to the case of a top:

du
EE——}’[#XH] (1}

where y i3 a coefficient called the gyromagnetic ratio and u is
either u, or uy. H is the magnetic field described as H = (0,
0, Hy). Equation (1) can be solved easily. The z component of
Eq.(l)is

di,

@ = 0 (2}

Then one finds that u,, which is the z component of x, is con-
stant. The magnitude of y, depends on the initial condition
and is unknown here.  is also unknown but is given by cos ¢ =
u./11t|. This is reasonable and easily understood by Fig. 3. The
x and y components of Eq. (1} are described as

dux duy
rr =y Hy. 7 viteHy (3)

From these equations, one can obtain
My Fipy xexpl—iy Hyt) = cos(y Hyt) — i sinly Hyt) {4)
This means that the magnetic moment rotates about the z axis

in the direction of a right-handed screw for y < 0 (in the case
of an electron) or the opposite way for y > 0 (in the case of a

Figure 3. Precession of a magnetic moment .
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proton) with an angular frequency

wy = |y Hy (5)

where w; is called the Larmor frequency. As will be explained
later, y is expressed as

o€
=99, (6
where gis the so-called g-value and equal to g, = 2.0023 for an
electron and gy = 2.7896 for a proton. e and m are the charge,
which is negative for electrons and positive for protons, and
the mass of the particle, respectively. ity is the permeability of
vacuum. The frequencies are easily calculated using w = 2n f
and are approximately

fo=280GHz and f,=428MHz atBy= ¢y =1T
(7)

for moments of electrons and protons, respectively. Notice that
the mass of the nucleus depends an the atom and that the g of
the other nucleus is different from that of the proton.

When an ac magnetic field (electromagnetic wave at radio
frequency) perpendicular to the z-axis with amplitude Ay whose
frequency and polarization satisfy Eqs. (4) and (5) is applied,
what is its effect on the magnetic moment? First, consider a
magnetic moment without an ac field in a coordinate system
x'y'z rotating about the z axis with wy as shown in Fig. 4(a).
The magnetic moment points to the fixed direction in the x'z

(a)

{b)

Figure 4. (a) Precession in the rotating coordinates x'y'z without A,
(b) rotation of 1 in the x'z-plane with A, and (¢} trajectory of the top of
It
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plane keeping the angle # constant and never moves in this
coordinate system. When an acfield is applied, Hin Eq. (1) must
be replaced by H = (hy cos wt, Ay sin wgt, Hy). The magnetic
moment starts to rotate about the y* axis in the x'z plane as
shown in Fig. 4(b} in the rotating coordinate system. & is no
longer constant in this case and changes as a function of time
as @ = 2n f.1 + 8;, where #; is the initial angle and £, is the
repetition rate given by

2xfr = vhe (8)

In a fixed coordinate system this means that first the preces-
sion is accelerated absorbing the electromagnetic wave power
with increasing amplitude of 11, and x, and with decreasing u.,
and then with decreasing amplitude of n, and x4, and with in-
creasing u, toward the —z direction as shown in Fig. 4{c) as the
trajectory of the top of the moment. As soon as u completely
points in the —z direction, it returns until x4 points in the z
direction emitting electromagnetic wave power this time. Nei-
ther absorption nor emission occurs on average. Usually £, is
much smaller than £y, so the real precession is not like that
in Fig. 4(c}, (i.e., fg iz 10* times greater than 1 cycle of £,).
This phenamenon is called magnetic resonance in general and
more directly electron spin resonance (ESR) or nuclear mag-
netic resonance {NMR) depending on which moment is in ques-
tion. Magnetic resonance occurs when the frequency of the ac
field coincides with the Larmor frequency.

As mentioned earlier, the magnetic moment of an electron
is caused by the angular momentum of the electron. If one cal-
culates o classically, assuming that an electron is a uniformiy
charged sphere with radius r rotating with angular frequency
ew, then u is obtained as

ey (9

2 2m,

where e and m, are the charge and mass of an electron, respec-
tively, and L = meer? is the angular momentum of an electron.
We now must introduce quantum mechanics. According to this
theory, L must be given by L = sk using Planck’s constant £,
where s is called the spin angular momentum quantmum num-
ber or simply the spin and s = 1/2. This means an angular mo-
mentum of an electron can be only#/2 or /2. From the theory
of quantum mechanical electrodynamics, however, it has been
shown that g, must be multiplied hy Eq. (9) for the magnetic
moment of an electron. Then the relation between the magnetic
moment of electron . and spin s is

He = JetBS (10

where

o

pp = —— = 1165 x 10"*[Wb - m]) (11)
2m.

is the unit of the magnetic moment of an electren and is called
the Bohr magneton. The energy of the magnetic moment in
a field is —u.H, which is called Zeeman energy. Then the
Hamiltonian described by the energy in quantum mechanics
is written as

H=—g.upHs {12)

Lot

AE = goupt

—%gePBH

H
(a}
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Figure 5. Schematic energy levels of a spin in magnetic field.

0

Because of s = 1/2 for an electron, only eigenstates of £1/2 are
aliowed. The energy states are then shown in Fig. 5(a), and the
energy difference between these two levels is

AE = g.ugH {13}
In an eleciromagnetic wave whose frequency satisfiesho = AE,
the electron at the ground state is excited to the upper state ab-
sorbing the electromagnetic wave energy as shown in Fig. 5(b)
and then immediately comes back to the ground state emitting
an electromagnetic wave as shown in Fig. 5(b) because the tran-
sition probabilities of both transitions are identical. No energy
dissipation occurs in this model. This phenomenon eorresponds
to that explained in Fig. 4. Equation (5} is also obtained from
this argument. In the case of a proton, g, and up must be re-
placed by gy = 2.7896 and

(14)

where m, is the mass of proton. In this case, yy = —guun/fi is
positive because the charge of the proton is positive. In the case
of an electron in an atom, it has an orbital motion around the
nucleus, and it alse contributes to the magnetie moment. But
it is not mentioned here for simplicity.

In real materials, the magnetic resonance phenomenon is
mere complicated because an electron or a nucleus is located
in an atom or a molecule and is no longer free. In this case, we
deal with the magnetic moment m, which is the average or sum
of all moments on lattices in the material. Each magnetic mo-
ment in a material interacts with other moments on other iat-
tices and with lattice vibrations (phonons). These interactions
cause the relaxation phenomenon, which is another important
aspect of magnetic resonance. Because of the relaxation, en-
ergy dissipation occurs in the resonance condition, and we can
observe the magnetic resonance as the absorption of applied
electromagnetic wave power. If a magnetic moment undergoes
friction during precession, the amplitude of oscillation is sup-
posed to damp and finally the moment becomes parallel to the



(a) (b)

Figure 8. (a) z cormponent of m increases up to my in a time scale of
T. (b} All moments start simultaneously at ¢ = 0, but they diffuseina
time scale of Ty my, my, ..., my; are each moment.

z axis as shown in Fig. 6(a) instead of as shown in Fig. 3. In
this case, m, increases as a function of time ¢ and reaches full
length my = || finally. Assuming that the time rate is constant
and defined as T, one can rewrite the equation of motion given
by Eq. (2) as
dm,  mg-—m
dt T

(15)

and obtain my — m, = Am exp(—t/T)), where Am is the initial
difference. Because this damping comes from the interaction
between spin motion and lattice vibration and then corresponds
to direct dissipation of energy to the lattice, T is called as “spin-
lattice relaxation time” or simply pronounced “tee-one.” On the
other hand, the x, y components of the averaged magnetic mo-
ment m, and m, have a finite magnitude when each magnetic
moment starts to rotate about the z axis simultaneously at £ = 0.
However, because of interactions between magnetic moments
{mainly magnetic dipole interaction), the local magnetic field
acting on each magnetic moment and consequently the Larmor
frequency varies from site to site in the material. Then the
phase of precession of each magnetic moment randomly dis-
tributes, as shown in Fig. 6(b}. This effect results in decay of
the x, ¥ components of the averaged magnetic moment m, and
my, which finally becomes 0. The characteristic time of this de-
cay is defined as T, and this is considered to be faster than T,
because T also includes the energy dissipation effect in addi-
tion to the dephasing effect of precession. This effect modifies
Eq. (3) as

dm,
dt

d
Y < ymHy -

dt n 19

= _ M
= ymyHy T

Equations (15) and (16) are called the Bloch equations. From
these equations, one can easily obtain

. . ¢
My +1m, X exp (—:wot - —)
i)

= [eos(wqt) — { sinfwyt )] exp (—%) (17
2

where wy = y Hj is used. T is called the spin-spin relaxation
time or simply “tee-two.” This is the same as a damping os-
cillation. The general theory, which deals with the relaxation
phenomenon more exactly, is difficult and more complicated.
Because of these relaxation phenemena, the magnetic moment
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Figure 7. Spectrum of damping oscillation is Lorentzian.

finally points to the z direction even if it starts to precess from
some angle 9, and the magnitude of m is not kept constant
during the precession because of the difference of T, and T.
When an ac field A, ! is applied perpendicularly to the z di-
rection, the averaged magnetic moment m, which first points
into the z direction starts to rotate at @ = y Hy and @ increases.
If (b T T ¥ « 1 (usually this condition is valid for ESR), not
like Fig. 4(¢), the Larmor precession becomes stationary, and
the tilting angle 4 is small. If (yA,; T17%)* » 1 (sometime this
condition is valid for NMR), the Larmor precession is similar
to Fig. 4ic). It is, however, complicated to solve the equation
of motion precisely. It should be emphasized in this case that
applied power of the ac field is absorbed at resonance condi-
tion by the spin system, and the absorbed power transmitted
as lattice vibrations of the material via the relaxation mech-
anisms. This process results in temperature increase of the
material. Resonance occurs not only exactly at w = y H; but
also at frequencies near « = y Hy. The distribution of the res-
onant frequency, namely response intensity or spectrum of the
characteristic oscillation as a function of w, is obtained by the
Fourier transformation of Eq. (17) as

1

fw—an)? + (%2)2

1) (18)

and it shows a Lorentzian line shape with a half width of
Aw = 1/T; (or full half width 2/T;} as shown in Fig. 7. By
sweeping frequency of the electromagnetic wave and by observ-
ing the power dissipation in the material as a function of fre-
quency, one can see that magnetic resonance with a line shape
of Fig. 7 occurs. The experimental method will be discussed
later.

ELECTRON PARAMAGNETIC RESONANCE

To ohserve electron spin resonance, there must be isolated and
independent electrons in the system. Namely, the materials
we are considering must be composed of atoms or molecules
that have magnetic moments. Every atom or molecule, how-
ever, does not necessarily have a magnetic moment. Electrons
in an atom or in a molecule strongly couple with each other,
and usually spin and orbital angular momenta are compen-
sated by making pairs of electrons. For example, a hydrogen
atom has only one electron, but it becomes a molecule when
coupling with another hydrogen atom, and the angular mo-
ments of two electrons in a molecule are directly opposite as
shown in Fig. 8. Then the molecule has no magnetic moment.
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Figure 8. Electrons in hydrogen molecule moving opposite in an orbit
with magnetic moments caused by spins, as indicated by arrows.

The helium atom has two electrons whose spin and orbital an-
gular moments are also compensated. In this manner, the net
magnetic moment for most atoms and molecules disappears as
a result of pairing by the strong intraatomic or intramolecu-
lar electron correlation that cancels spins and orbits. For ex-
ample, in the case of iron group atoms (i.e., Sc, Ti, V, Cr, Mn,
Fe, Co, Ni, and Cu in the periodic table), spin and orbital an-
gular moments of elecirons are not compensated because of
Hund’s rule, which was a result of the quantum mechanics.
This means that these atoms have an unpaired electron and
have magnetic moments. Figure 9 shows the exampte of Mn**
and Cu?*. For compounds that have these atoms as divalent
or trivalent jons, the magnetic moments are isolated, and ESR
can be observed. These ions are called paramagnetic ions and
the ESR concerning these ions is called electron paramagnetic
resonance (EPR). The atoms belonging to the palladium group,
platinum group, and rare earth group alse have similar prop-
erties. In these ions, the orbital motion of electrons caused by
orbital angular momentum creates a magnetic field acting on
the magnetic moment caused by spin angular momentum or
vise versa. So the orbital angular momentum and spin angu-
lar moementum are not completely independent. This effect is
called spin-arbit coupling, and this interaction energy is of the
order of 1072 J, A paramagnetic ion in compounds is usually
surrounded by negative ions called anions, which make a strong
electric field called a crystalline field on the paramagnetic ion
at the center. The energy of the crystalline field for an electron
is on the order of 1071 J. The electrons in the paramagnetic
ion suffer electric fields from both the central nucleus and sur-
rounding anions, and the motion of the electrons are no lenger
simple orbital motions. This effect gives rise to a reduction of or-
bital angular momentum, which is called quenching. Then the
contribution of the orbital angular momentum to the magnetic
moment is small and the magnetic moment ¢ per ion is usually

2+
Cu

Figure 9. Electrons in 3d orbit in Mn?* and Cu®* jons,

expressed as

i = gups (19
where Sis the total spin. This is, for example, §=5/20r §= 1,2
for our Mn?* or Cu?* ion, respectively, as easily is understood
by Fig. 9. g is the so-called g-value, which reflects the effects
of spin-orbit coupling and the crystalline field and is different
from g. depending on the material.

Paramagnetic ions in a crystal interact with each other by
dipole interaction and exchange interaction. These interactions
give rise to dephasing of Larmor precession, as mentioned pre-
viously, and result in the width of the absorption line as 1/T.
If the dipole interaction is dominant, the half width is approx-
imately given by

Aw=1/Th = wy (20}
where w,y is the sum of dipole interaction divided by%. The sum
is over all magnetic moments on the crystal lattice. If the ex-
change interaction is larger than the dipole interaction, the half
width is approximately given hy

Aw=1T = wlfw, (21)
where w, is the nearest neighbor exchange interaction divided
byA.

The unpaired electron is also realized in organic materials
as the free radical, in semiconductors as the donor or acceptor
impurity, and in color centers as some special molecules like Oy
or NO. By studying EPR, one can obtain microscopic informa-
tion about materials via g-value and line width.

HOW TO OBSERYVE EPR (EXPERIMENTAL METHOD)

A simple method to observe EPR is described here. The equip-
ment necessary for this experiment is an oscillator, a detector,
a cavity, and a magnet. The Larmor frequency of electron spin
is in the microwave region at an easily availahle magnetic field,
namely B = 0.1 to 1 T, as discussed, see Eqs. (5) and (7). The
most popular way is to use X-band microwaves whose wave
length is around 3 cm because the size of microwave compo-
nents 1s moderate, and the resonance field is about 0.3 T. A
Gunn oscillator with detector is now commercially available
and most convenient for this purpose. This oscillator is com-
monly used for detection of speeding automobiles by policemen.
Assemble the equipment as Fig. 10(a). The Gunn oscillator is
connected with a short wave guide and terminated by a cav-
ity. First, operate the Gunn oscillator and tune the cavity by
moving a plunger so as to resonate at the oscillator frequency.
A sample [A small amount of DPPH («,«-diphenyl-g-pictyl hy-
drazyl) may be good as a test sample] is put in advance on the
bottom of the cavity where the high-frequency magnetice field
is strongest. Install the cavity between the poles of the magnet
as shown in Fig, 10(b). A low-frequency ac (50 Hz or high) field
of a few hundred microteslas must be superposed on the main
de field by modulation coils. Then sweep a magnetic field up to
about 0.3 T. In this discussion, the absorption spectrum is given
as a function of frequency at constant field. In the real experi-
ment, however, changing frequency is so difficult that usually
a magnetic field is swept at constant frequency. The detected
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Figure 10. Experimental set-up to observe EPR.

signal through an amplifier is displayed on an oscilloscope as
shown in Fig. 10(c). The resonance absorption ling is obtained
as a function of magnetic field and the half width of the reso-
nance line must be converted by

A
AH=2Y

4

(22)

FERROMAGNETIC RESONANCE

In the case of ferromagnetic materials, all magnetic moments
peint to same direction below a certain temperature T, because
of the strong exchange interaction among magnetic moments.
The transition temperature T, is called the Curie temperature.
At a temperature sufficiently below T, the average magnetic
moment m saturates and the total magnetic moment M of the
specimen is given by

M = NgugpS (23)
where N is the magnetic moment per unit volume in the spec-
imen. The magnitude of M is comparable to the applied flux
density By = oy, whereas in the case of paramagnetic mate-
rials, the averaged moment m is about 1073 of the saturation
moment at room temperature and at 1 T as a result of thermal
fluctuation. Then the magnetic moments experience a field pro-
duced by themselves pointing in the opposite direction to the
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applied field. This field is called the demagnetizing field, and
it must be taken into account when the equation of motion is
solved. The field acting on the magnetic moment M including
demagnetizing field is given for each direction as

Hx = _'N;:Mx- fIy = _MMyn -H; = H) - NzMz (24)
where Ns are the demagnetizing factor and N, + N, + N, =1
and H is parallel to the z axis. From the equation of motion

dM
& = y[M x H] (25}
i
one can obtain the resonance conditions as
@ ~
*}j =/ Hy + (N, — NM{Hy + (N, — NJM,) {(26)

When the sample shape is spherical, N, = N, = N, = 1/3, then

(27}

In the case of a thin disk, Ny = 1, Ny, = N, =0 or N, = N, =0,
N, = 1for an applied field parallel or perpendicular to the disk
surface, respectively, In the case of athinrod, Ny =N, =1/2 N,
=0or N, =0, N, =N, = 1/2 for an applied field parallel or per-
pendicular to the rod, respectively. To observe the absorption
of ferromagnetic resonance, there must be energy dissipation
caused by the relaxation mechanism. Different from the case of
paramagnetic resonance, however, the magnetic moments are
tightly bound to each other, and no dephasing effect in the xy
plane is expected. So we cannot define 7. Instead, the Landau—
Lifshitz damping model is introduced for the ferromagnetic res-
onance. The equation of motion is described as

@=y[Mxm—1L[Mx[MxH]]

Tt (28)

where 1; is the Landau-Lifshitz damping factor. This means
that the direction of the second term is perpendicular to the
direction of M in the plane made by M and H;. Then the mo-
tion of the total magnetic moment M is a damping oscillation
as shown in Fig. 11. In thizs case, the length of M is kept con-
stant, whereas in the case of paramagnetic resonance, the re-
laxation times T and T, are independent, and the length of

2l

x

Figure 11. Direction of Landau-Lifshitz term and precession of fer-
romagnetic moment M.
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the averaged moment mtis not constant during the motion. The
magnitude of i is related to the interaction between the moticn
of magnetic moments and lattice vibration and then the energy
of the Larmor precession is transferred to the lattice vibration
via this mechanism, The line width of FMR is expressed using
this damping factor as

AL (29)

NUCLEAR MAGNETIC RESONANCE

In the case of nuclear spin, interactions with surreunding elec-
trons, lattice vibration (phonon), other nuclear spins are weak,
and a nuclear spin is considered to be almost isolated, which
means that y is almost constant and different from the case
of EPR. The magnetic interactions with surrounding electrons
can be replaced by the effective field H,, which is included in
Eqs. (1) and (5) as additional fields. Interactions also contribute
to the change of relaxation time from that of free nucleus. Ob-
serving the shift of resonance frequency caused by this effective
field and the change of relaxation time, one can obtain infor-
mation ahout the microscopic behavior of materials. This is the
reason why NMR is so useful as a probe to investigate prop-
erties of materials. Every nucleus does not necessarily have
nuclear spin, and y varies depending on the nucleus. All y are
listed in a standard table. NMR of copper nucleus is useful to
investigate high T, superconductors composed of copper oxide.
Mn and Co nucleus are also important to study magnetic prop-
erties of materials composed of these atoms.

The most popular nucleus is the proton, which is the nu-
cleus of hydrogen. All materials containing hydrogen show pro-
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Figure 12, Schematic view of MRI.

ton NMR. Water is the best example. To investigate molecular
structures of organic molecules, polymers, proteins, and other
biological materials, the proton NMR is useful and is now be-
ing used widely. In these cases, the absorption spectra of proton
NMR have a complicated structure as a result interactions with
neighboring atoms. By analyzing the structure of spectra, one
can determine the molecular structure like neighboring atoms
and distance. Because the resolution increases with increas-
ing resonance frequency, high-field and high-frequency MNR
is more useful, and now frequencies higher than 750 MHz are
available in fields above 17 T by using high homogeneous su-
perconducting magnets.

Magnetic resonance imaging (MRI) is well known as an im-
portant tool in finding tumors or other abnormal tissues in the
human body. Every cell in organs contains hydrogen atoms and
NMR is observable in any part of the body. But the shift or relax-
ation time varies depending on the organ. As shown in Fig. 12,
a body is placed between the poles of a big magnet and Ay is
applied to it. The magnetic field has a gradient with respect to
the position of the body, and the NMR is observed at only one
point on the body. This gradient field is scanned, and the reso-
nance point moves from head to foot. By analyzing the data by
a computer, one can see the structure of the body. If the organ
is abnormal, the density and relaxation times of NMR at the
affected part are different from those at a normal part. This
allows NMR to be used for diagnosis.
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SUPERCONDUCTING MAGNETS,
QUENCH PROTECTION

Superconducting magnets are subject to thermal instability,
leading to the loss of superconductivity, known as guench, in
which the critical values of field, temperature, and current den-
sity are exceeded and fail to recover. This phenomenon gener-
ally begins in a localized region of the coil, then spreads to the
rest of the magnet or magnet system with a “quench propa-
gation velocity.” All magnets use some form of composite su-
perconducting wire, in which superconducting filaments carry
current in parallel with normal conductor, known as the stabi-
lizer. The stabilizer has the dual purpose of preventing quench
in the face of disturbances and of protecting the magnet from ex-
cessive temperatures and pressures when unwanted quenches
oceur. Following a quench, current rapidly transfers from the
superconducting material to the stabilizer, since composites are
always designed so that the resistance of the stabilizer is much
less than that of the superconducting material in its normal
state.



In the case of a quench, it is almost never possible to allow
continued operation at eonstant current without unacceptable
temperature rises in the magnets. The current must be reduced
to zero and the stored energy in the magnet eliminated, either
by absorbing the energy within the magnet or by dumping the
energy externally. If the energy is dumped externally, it may be
absorbed in either warm, generally room temperature, dump
circuits, or in cold, generally liguid helium temperature, dump
circuits. Some magnets have sufficient enthalpy in their sta-
bilizer and magnetically coupled passive structures to absorb
their own stored energy without excessive temperature or pres-
sure rises. In fact, most magnets have sufficient energy, if the
ratio of peak local heating to average global heating can be
held to acceptably low levels. The peak/average ratio can be
controlled by design either by activating internal resistive or
inductive heaters or by rapidly dumping or heating all helium
coolant in order to guarantee that large portions of the coil will
heat up together. The other method of protecting magnets is
to dump the magnet energy into an external resistor. This re-
quires an absolutely reliable method of interrupting current
flow from the power supply and diverting it into the dump re-
sistor. Both methods require reliable and rapid detection of a
quench.

The fundamental limit on protecting magnets against
quench is the detection of that quench. This can be particularly
difficult in the case of coils in an electromagnetically noisy envi-
ronment, pulsed coils, and multicoil systems. It is also difficult
when the coils are very conservatively stabilized, as is often the
case for very large coil systems and buswork. Quench detection
systems can be active or passive, Active systems usually involve
some sort of balanced voltage bridge. The signal/moise ratios
of voltage bridges can be improved by using cowound sensors
and active cancellation. Passive systems use transformer-fed
heaters to trigger superconducting switches or voltage thresh-
olds to trigger cold diodes.

In order to size a magnet for protection, it is usually nec-
essary to know soemething about the physics of quench prop-
agation. Different physical theories are needed to predict the
spread of quench in potted, pool-beiling, and cable-in-conduit
superconductors {(CICC). Because of the difficulties in predict-
ing disturbances, initial quench zones, and quench propaga-
tion, a conservative design criterion is to assume that local hot
spots are adiabatic and that all energy must be dumped ex-
ternally. For internal quenching, the maximum time to heat a
long quench zone with a cowound or surface heater has to be
known.

The problem of magnet quench protection is a subset of the
generic problem of magnet protection, {1) during normal oper-
ation, (2) off-normal conditions such as guench, and (3) faults,
whether in the coil, bus, or power supply. The two most fatal
flaws are mechanical rupture and electrical arcing. They are
often preceded by excessive displacement and/or partial elec-
trical discharges and leakage currents. Flaws that are some-
time repairable can end a magnet’s useful life when cracks
cause leakage of helium under pressure, leakage current causes
enough heat to quench the magnet, or displacements create
unacceptable field errors. All of the structural design may be
considered as part of the magnet protection design. This sub-
Jject is too vast to be treated here, but should be discussed for
specific applications in the articles on superconducting mag-
netic energy storage, motors/generators, fusion, and magnetic
resonance imaging magnets. The design for electrical integrity
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will be discussed here, since it isn’t discussed elsewhere and be-
cause the internal and external voltages during a quench dump
are usually significantly higher than those during normal op-
eration.

Finally, we briefly review the actual history of failures to
protect magnets, Case histories provide a cautionary tale; this
article can only go so far in helping to protect magnets, since
most failures are caused by mental lapses that are frequently
not design errors.

COIL PROTECTION CIRCUITS

When a superconducting magnet quenches, all of its magnetic
energy is converted into heat. If a magnet has enough total
mass to absorb the heat and is small enough to guarantee that
a quench will propagate into a large fraction of the magnet,
then no protection circuits are needed, except to disconnect the
power supply, when the current isn't freely eirculating. How-
ever, when the magnet is too large and stores too much en-
ergy to guarantee completely passive protection, some active
measure muost be taken. The main distinctions between the
most commonly used coil protection circuits are whether the
dump resistors are internal or external to the cryostat and
whether the quench detection is triggered by active logic or
passive breakdown of a switch. External dump resistors usu-
ally correspond to the design philosophy of saving the magnet
by depositing almost all of the energy into a large, inexpen-
give structure at room temperature. Internal dump resistors
are usually designed to lower the peak local to average heating
of the magnet to a manageably low level.

External Dump

Neumeyer has recently reviewed the external quench protec-
tion circuits for superconducting magnets (1). He schematizes
the basic external dump circuit as shown in Fig. 1. The mag-
net is represented by an inductance L, while the mutual in-
ductance M, and the coupled inductance and resistance, L,
and R, represent the sum of all coupled magnets and pas-
sive conducting structures in the magnet system. The exter-
nal dump circuit consists of a power supply, a closing switch
C8, to shunt out the power supply during quench dump, an
opening switch OS to interrupt magnet current, and a dump
resistor R (2). The basic principle is that the dump resistor is
much, much larger than the resistance of the magnet normal
zane, so that almost all of the energy is deposited, at room tem-
perature, in a resistor sized to safely absorb all of the magnet
energy.

Leads to the dump resistor should generally be coaxial, in
order to minimize the voltage overshoot, due to L, dI /dt.

0Ss Mi

(cs L Ri

To power supply

Figure 1. Simple dump circuit schematic [Neumeyer et al. (1)].
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Figure 2. Equivalent superconducting
magnet quench dump circuits.

Several equivalent simple dump circuits may be used, as
shown in Fig. 2. Under normal operatien, they all have the
same effect on the magnet. The tradeoffs are in cost versus
reliability and in the specifics of the power supply and magnet
grounding system. A magnet ground/interrupter switch config-
uration should be selected that allows the switch and magnet
to float on a single short to the magnet case ground without
drawing large fault currents.

Neumeyer represents a typical counterpulse interrupter
with the circuit schematic shown in Fig. 3.

The operating coil current flows through the power supply
{PS)and the normally closed switch. When a quench is detected,
the counterpulse capacitor C is discharged by closing the switch
DS, producing a current zero in O8. The inductor SR is a sat-
urable reactor, which desaturates near current zero, decreasing
the dI/dt. This helps to extinguish arcs or to restore voltage-
holding capability in a solid-state switch. The key parameter,
set by selecting the counterpulse capacitor, is the time during
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Figure 3. Typical Artificial Zero Counterpulse Circuit [Neumeyer
et al. (1)l

2¢ R parallel, DCCB NC,
Switch NO

2d R parallel, DCCB NC,
Left switch NG, right switches NO

which current must be reversed and held near zero. This is
on the order of 10 s for vacuum bottle interrupters, 5 us to
50 us for thyristors, and 50 us to 200 us for air-blast inter-
rupters. The faster the interrupter clears, the less expensive
the counterpulse circuit. For solid-state switches with antipar-
allel diodes, the energy stored in the commutating capacitor
must be

1CV,z = 1 WM(H — 2ar) (1)
2 2

where 2, is the specified time during which reverse voltage
is maintained across the solid-state switch (s), « is the phase
angle in radians when the switch current is zero, and V{(0) =
M R.

The alternative to counterpulsed circuits are dc switches
that can sustain a high enough voltage to force current zero
without a resenant pulse. Here, the opening switch develops a
high enough are or resistive valtage ta drive the device current
close encugh to zero to extinguish itself and shunt the current
to a dump resistor. The most commonly used forced current zero
devices are air-blast breakers and explosive switches. The air-
blast breakers use a blast of compressed air and rapidly parting
contacts to create a very long, contorted arc with high-voltage
and a high tendency to quench. The blast also cools and further
constricts the arc. Explosive switches use a redundant number
of explosive charges and small arcs with a moderately high veolt-
age in each arc. Both types of switch can also be counterpulsed
to increase the probability of current interruption. However,
even in a forced-current zere circuit with no capacitor, an in-
ductor is still needed as a snubber, in order to limit the dV/dt
rise across the superconducting magnet, as discussed next.

Interrupters. In order to protect a superconducting magnet
with an external dump resistor, an absolutely reliable current
interruption switch is needed. Several current interruption
switches have been used in magnet design for quench dump or
other high voltage pulses. Whatever technology is selected, the
interrupters will usually have two opening switches in series



in order ta provide adequate reliability. The dump strategy will
then be either to open both series switches at once or to de-
tect a failure to open in a nondestructive opening switch (e.g., a
solid-state switch}, then to open a more reliable but destructive
switch (e.g., a series explosive switch). An interrupter may also
include a switch to shunt conductor current during normal op-
erations in order to reduce the steady-state ampacity require-
ment of the main interrupter. In this case, the high-current,
inexpensive, normally closed mechanical switch transfers cur-
rent into the quench dump interrupter after quench detection.
The interrupter then carries the magnet current only as long
as is needed to open and transfer its current to the external
dump resistor.
Interrapting switch technologies include:

1. Thyristor breakers with counterpulse circuits

2. Mechanical breaker (air, air blast, vacuum, vacuum and
magnetic field)

. Explosively actuated breaker (fuse and fuseless)

. Water cooled fuses (activated by water flow interruption)

. Gate turn off (GTO) thyristor breaker

. Insulated gate bipolar transistor (IGBT) switches

=1 & e D

. Superconducting switches

Turn-on switches that are used for the counterpulse cireuit
include:

1. Ignitrons
2. Thyristors
3. Vacuum switches

In the past, mechanical interrupters were favored for large
magnets, because of the high power handling capabilities of a
gingle device {(e.g., up to 73 kA x 24 kV in the JET air-blast
interrupter (2). However, with mechanical interrupters, the in-
evitable electrode erosion by current interruption arcs tends to
limit the number of reliable operations to ~~10* operations with
periodic maintenance every 10° interruptions. The probability
of failure (to interrupt current) in a mechanical interrupter has
also been typically 107% to 107* at best, atthough this is clearly
dependent on the specific design. For example, Yokota reported
vacuum bottle tests in which there were five interruption fail-
ures in 10,000 interruptions with single bottles and no failures
in 10,000 with two seriesed bottles (3). Clearly, any degree of
reliability can be achieved with mechanical switches with ade-
quate redundancy and maintenance. However, high-reliability
requirements are usually met by the use of solid-state devices.
Because they have no moving parts and are erosion-free, their
lifetimes can easily exceed 10° operations, limited only by ther-
mal fatigue. While individual solid-state devices used to be lim-
ited to the range of 1 kV x 1 kA, it is now possible to purchase
thyristors with ratings of 6 kA x 6 kV. In the case of thyristor
solid-state switches, the reliability of interruption will probably
be set by the counterpulse circuit with the failure mechanism
being either capacitor burnout or failure to close of the counter-
pulse circuit switch. The counterpulse circuit and its reliability
limitations ¢an be eliminated by the use of GTOs. They have
always had less power-switching capability than normal thyris-
tors, but are currently available with ratings of 3.3 kV x (4 kA,
turn-off, 1.2 kA, ss}. A new technology, IGBTs, is beginning to
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Figure 4. An arc-free current interrupter with pulse-rated solid-state
compenents.

be used in high-power applications requiring fast switching,
with device ratings up to 3 kV x (1.2 kA, turn off x 400 A,
ss). IGBTs can be switched an order of magnitude faster than
conventional thyristors, making them useful in switching con-
verters that reduce the amount of filtering or voltage ripple on
the magnets.

Explosive fuses are now capable of operating with very high
reliability. They are inexpensive and incorporate redundancy
in a single unit by including several in series explosive charges
and arcs. They are frequently counterpulsed for further redun-
dancy. Explosive fuses have the particular problem that they
won't interrupt currents below a certain level. They are there-
fore most appropriately used in quasi-steady-state aperations,
in which low current quench is highly unlikely, or in those
magnets that can guarantee passive internal absorption of the
quench energy. They also favor applications where quench is
highly unlikely, because they can only be used once.

A clever hybrid was preposed by Kuchinski to minimize
the total cost of mechanical and solid-state interrupters (4),
as shown in Fig. 4. This circuit allows all of the solid-state com-
ponents to be pulse rated, while eliminating arcing in all of
the mechanical compenents. 81 and 52, low-voltage mechani-
cal switches, carry the magnet operating current. To interrupt,
the thyristor T1 fires, suppressing any arcs, while S1 opens.
T2 fires to initiate the counterpulse through T1 that turns it
off. With D and T2 carrying magnet current with a low voltage
drop, 32 opens. Then the vacuum switch ig ignited to provide the
reverse counterpulse through T2 to switch it off All switches
are interrupted and magnet current flows through the dump
resistor,

Dump Resistors. The most common dump resistor is a mean-
der of steel bars. Alternative dump resistor concepts include:

Dump Resistor Advantages
Steel bars in air Simplicity, cost,
maintainability
Steel bars or ribbon in water Simplicity, energy density
{5)
Liquid rheostats (6) Energy density, elimination

of solid struecture;
Disadvantage: negative
temperature coefficient
Faster dump for fixed peak
voltage;
Disadvantage: High
cost/Joule

Voltage clamps (Zeners,
MOVs, Zn0)
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Figure 5. Series interleaf protection cireuits [Dudarev et al. (8)].

The voltage across a linear resistor declines with the cur-
rent. Since electrical integrity is limited by voltage, it would
be more efficient to use a resistor that discharged at eon-
stant voltage. With a perfect voltage source, either the peak
dump voltage could be lowered by one-third or the dump
time could be improved one and a half times. This can be
approximated by highly nonlinear resistors, such as Zener
diodes, Metal Oxide Varistors (MOVs) or Zinc Oxide (Zn0) ar-
resters (7). At very high energy levels, these are prohibitively
expensive., An inexpensive alternative with a useful degree of
nonlinearity is stainless steel, which has a resistance temper-
ature coefficient of ~0.001/K. If the temperature of a stain-
less steel tesistor is allowed to rise 500 K by the end of a
dump, its resistance will have increased by 50%. With nickel-
iron alloys, the resistance can be quadrupled by the end of a
pulse (1.

External Quench of Multiple Magnets. Both magnets and
switches are limited in voltage and current. When a magnet
system becomes too large, the dump circuit must subdivide into
several parallel, series, or independent circuits. A particularly
elegant circuit topology is that of the series interleaf, used in
the tokamak systems T-15 and the Tokamak Fusion Test Re-
actor (TFTR), a normal magnet system. The series interleaf
connection is shown in Fig. 5 (8).

This circuit has two advantages over independent or par-
alle]l protection circuits. With the interleaf, the voltage drops
alternatively up and dewn, because of the alternation of super-
conducting inductors and external resistors, as shown in Fig. 6.
This prevents high voltage from building up through the coil
system, as it would do if there was only a single dump resis-
tor. If the large coil system had simply been broken into the
same number of independent cr parallel dump circuits, there
would he a possibility of unbalanced currents and forces, dur-
ing a quench dump. With a floating power supply, the interleaf
cireuit also prevents unbalanced forces during a single ground
fault,

Alternative options for dumping energy in a mutually cou-
pled multicoil system are summarized in the table.

Dump Strategy  Advantages Disadvantages
Dump all coilsin  Simplicity, no High terminal
series unbalanced voltage

currents or
forces even
with single
ground fault
No unbalanced

Dump all coil in As many VCLs

series interleaf currents or and dump
forces even circuits as
with single interleafs
ground fault;
low voltage
Dump all ceils in -~ Low voltage; Possibility of
parallel; dump independent unbalanced
all coils control currents and
independently forces; large
number of
VCLs; least
reliable for
given
component
reliability
Dump faulted coil  Smallest Overcurrents in
externally; refrigeration persistent
other coils requirement for magnets when
remain in recool coupled to
persistent dump coil
mode (ORNL
EPR)

Internal Bump

Magnets are dumped internally when it is desirable to elimi-
nate helium loss through the vapor-cooled leads and when ter-
minal voltages have to be severely limited, as with commercial
products, such as MRI magnets, where users have to be in the
same room as the magnet. The least aggressive action that is
typically taken with a pool-boiling magnet is simply to discon-
nect the superconducting coil from the power-supply and allow
its current to die down slowly as it freewheels through a super-
conducting switeh or normal joint. This would be an appropriate
response to a low liquid-level reading, in which an active dump
might do more harm than good.

Cold dump reststors may still be either internal or external
to the magnet. That is, a large fraction of the energy can be
deposited into resistors or diodes that are outside of the magnet,
but inside the cryostat. However, since there is now no benefit
in refrigeration or cooldown requirements in removing energy
from the magnet, it is almost always desirable to return as
much of the heat as possible to the magnet, thereby creating
longer quench zones and more uniform heat deposition with
the magnet. This can be done by making the resistive element
a heater, closely coupled to the outer layer of the magnet or
cowound with the magnet superconductor.

Cold Dump Circuits. In a cold dump circuit, either the in-
terrupter or the resistor or both will be inside the cryostat at
the magnet temperature. Cold switches include superconduct-
ing switches and fuses, cold diodes, and cold transistors. Cold
resistors include cowound, insulated normal metal, surface
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Figure 6. Series interleaf circuit dump waveform [Dudarev et al. (8)).

heaters, and power dissipation in the switch itself. One ben-
efit of having all elements of the dump circuit coid, when
the switch is superconducting, is that the vapor-cooled leads
can be detached, allowing current to circulate losslessly in
the magnet. Cold heaters have two additional benefits, es-
pecially when they are cowound through the entire magnet.
They can prevent hot spots by reducing the peak local/average
heating, and they can also cancel the dI /dt valtage of the mag-
net with the resistive voltage, greatly reducing internal volt-
ages in the coil. Both the thermal peaking factor and the in-
ternal voltage can be reduced by orders of magnitude from
the external dump option in a wetl-designed internal dump
circuit.

The disadvantage of a cold resistor is that all of the
magnet energy is absorbed at cryogenic temperature, greatly
inereasing the time and cost for recool. Therefore, strings of ac-
celerator magnets, which involve a very large number of mag-
nets and training (see SUPERCONDUCTORS, STABILITY [N FORCED
FLOW) quenches, use cold switches, but dump externally in or-
der to achieve a large number of rapid cooldowns. CICC mag-
nets and absolutely stable pool-boiling magnets are not sup-
posed to quench. If they do, the engineering postmortem would
generally take more time than cooldown, and recool is not a
major consideration. The disadvantage of a cold switch is that
the power-handling capability of an individual switch is much
smaller than that of & warm switch. Above approximately 200
V x 15 kA, cold-switching becomes impractical,

Cold switches can be triggered actively or passively. Cold
diodes begin to conduct when a forward veltage higher than a
threshold is applied. Cold transistors begin to conduct when
a forward voltage higher than the turn-on voltage is applied
to their base. The transistor gain allows them to be over an
order of magnitude more sensitive than the diodes. Supercen-
ducting switches can be driven normal by external heaters or
induction coils, coupled closely with the switch. These triggers
may either be driven from a small, external power supply, or
be driven passively by the magnetie induction of the quench
itself.

A fully actively driven resistor doesn't actually require any
switch. Usually, the entire magnet can be driven normal, by ap-
plying heat that is less than 1-2% of the magnet stored energy.
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A small external circuit can drive the ¢urrent in a cowound re-
sistor or a heating pad on the outer layer in order to ensure
a large quench zone. A totally nonresistive method for creat-
ing a long quench in a large coil has also been proposed, in
which helium would be rapidly drained from the cryostat {9).
Advantages and disadvantages of each methed are listed in the

table.

Cold Dump
Circuit
Metal strips

Superconducting
switches

Superconducting
fuses

Internal resistive
heaters

Advantages

Low $/kg;
uniform
heating easy

Ideal for low
energy coils
with persistent
currents

Can develop
higher voltage,
faster dump
than supercon-
ducting
switches

Guarantee
uniform
heating of coil,
without
imposing high
quench
propagation
velocities. High
degree of

Disadvantages

Extremely
massive, bulky

Much too
expensive for
large coils; both
massive and
high $/kg

Much too
expensive for
large coils

Extraction of
leads from
CICC must be
leaktight,
resistive drop
must be low
enough to
prevent arcing
within sensor

redundancy can
be designed in.

No bulky dump
structures
cutside ceil
Fast helium drain  No bulky dump Slower, less
to induce global structures uniform

quench outside coil heating of coil
than resistive
heater. Not
applicable to

CICC

It is our opinion that cowound, resistive heaters have the fewest
theoretical limits in almost all cases. They will always achieve
the least peaking in energy deposition and internal voltage,
They can also be used in all applications as advanced quench
detection sensors, as discussed below; and they can sometimes
be used as structural backing elements.

Cold Switches. A typical cold switch is shown in Fig. 7. Here,
by splitting a coi} into two halves it is possible ta apply a resis-
tive dump voltage to both sides without opening the nermally
closed switch across the coil as a whole,

In this circuit, the magnets are charged through the power
supply, which is then shunted through the normally closed
switch, allowing current to circulate through the magnets. If
a quench begins in either half of the center-tapped coil, the
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Figure 7. A representative dump circuit using cold diodes.

voltage across the switch is zero, but the inductive voltage on
the unquenched half is equal and opposite to the inductive and
resistive voltage across the quenched half. Above the cold diode
thresheld of 10 V to 15 V, two of the four diedes begin conduct-
ing. The resistor is sized so that its voltage drop is much larger
than the I V to 1.5 V forward drop across the diode, but small
enough to satisfy Underwriter Laboratory safety limits, typi-
cally 100 V. The resistor itself might be a heater pad on the
outer layer of the winding, inducing a longer quench zone and
more uniform heat distribution in the coil.

In the circuit shown in Fig. 8, cold transistors are used, in-
stead of cold diodes, in order to block high voltages during both
charging and discharging of the magnet system. Kaerner (10)
found that the only active devices blocking bipolar voltages
at helium temperatures are NPT (non-punchthrough) IGBTs
{Insulated Gate Bipolar Transistors). In 1995, a single device
would carry 300 A at 5.9 K and block 1200 V. In this system,

Current
leads

LHe
reservoir

Gate connector
bushings

Figure 8. Arrangement of cold bypass switches in toroidal SMES sys-
tem | Kaerner et al. (10)].

Figure 9. Highly sensitive passive protection circuit: (1} Supercon-
ducting magnet, (2} Shunt resistor, (3} Superconducting switch, (4}
Main switch heater, (5) Auxiliary switch heater, (8) Secondary winding,
(7) Detachable current teads, {8} Current supply [Anashkin et al. (11}].

after quench is detected, the “weak” coil is shunted by the IGBT,
the coil is rapidly dumped by internal heaters, then the rest of
the coils are ramped down. With this scheme, only 1/n coils of
the stored energy has to be dumped at helium temperatures,
but there is only one set of vapor-cocled leads.

Probably the most commonly used cold switch is a normally
closed superconducting switch, During coil charging, it is held
normal by an actively driven heater. The heater is then turned
off and frequently the charging leads are then disconnected to
reduce losses. These can be used in conjunction with a cold
transformer in order to lower the voltage threshold for passive
dumping. Anashkin et al. designed a passive circuit that is ca-
pable of responding to very low rates of current decay (11). The
circuit in Fig, 9 demonstrated a superconducting switch normal
transition for a magnet field decay of 2 x 107 T/s.

The current decay due to a normal zone induces current in
the secondary winding and auxiliary heater which drives the
superconducting switch normal. Most of the magnet current is
now forced through the shunt resistor. The shunt resistor can
be placed either inside or outside the cryostat. An external re-
sistor would be favored for applications with a large number
of magnets or expected training quenches, such as accelerator
rings, in which cooldown time and refrigeration requirement
dominate. Internal placement is favered for very high perfor-
mance magnets, where the resistor can also be used as a magnet
heater to foree uniform quench.

QUENCH DETECTION

Superconducting magnets have traditionally used relatively
simple methods for detecting a quench. Voltage taps on the
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Figure 10, Quench detection bridge circuit [Purcell et al. (12)].

surface of a winding are the most common, and changes in
temperature, pressure, and flow have also been used, some-
times as supplements to voltage taps. These methods become
inadequate when a magnet has to operate in a strongly pulsed
field. The problem of induced noise voltage is exacerbated by
large size and large transients in flow or temperature, In the
future of large commercial systems, requiring high reliability,
quench detection is likely to be the weak link in the magnet
protection system. While series redundancy can provide arhi-
trarily high reliability in external protection circuits, it will re-
quire advanced concepts to guarantee high signal-noise ratio,
rapid detection, along with leak-free and discharge-free quench
detection under all operating conditions.

Voltage Sensors

Conventional Voltage-Taps and Bridges. The voltage across a
coil or a section of a coil is measured by tapping into the ex-
ternal surface of the conductor through the insulation. This is
commeonly done at sections of the winding pack that are physi-
cally close to each other, in order to avoid unnecessary inductive
pickup, but which may still have significant voltages between
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them, such as the voltage across two layers or two pancakes.
This method, being the crudest and most likely to be over-
whelmed by inductive noise, is used with very slow-charging
dc magnets. The signal-noise ratio of voltage taps is most fre-
quently enhanced by the use of a bridge eircuit to cancel out
the inductive signal. Two nearly equal inductive signals, such
as the inductance of two adjacent double pancakes or an ex-
ternal inductance with the same or proportional dl/dt as the
coil are put in two arms of the bridge. An external resistance is
then balanced against the coil section whose resistance is being
measured, and the ramped superconductor signal is zeroed out.
Any voltage should then be equal to the resistive drop across
the magnet during a quench. A typical bridge circuit design by
Purcell (12} is shown in Fig. 10.

Pick-Up Coils, If a coil is connected to a low transient
impedance external circuit, it is possible to detect a quench
by inductive pickups to an overall magnet change in current.
An external dump circuit can then be triggered to accelerate
the coil dump. A typical use of a pickup coil quench detector by
Sutter (13} is shown in Fig. 11.

A variation on this technique is to place higher-order pickup
coils around a superconductor as a multipole antenna (14),
During a quench, circulating supercurrents will be suppressed
more rapidly than overall current, causing a rapid collapse of
diamagnetism in the conductor that can be detected by the an-
tenna. Both techniques have the advantage of not interrupting
the cail insulation.

Detection Circuifs. The hasic detection circuit by St. Lorant
(15), shown in Fig. 12, would trigger a quench dump, based
on a resistive voltage level that exceeds a preset threshold,
typically 10 mV to 200 mV. In a bridge circuit, resistive voltages
of either polarity must be expected. Low-pass filters prevent
false positive signals due to ambient noise. The comparator is
the quench detector itself. The rectifier allows either pesitive
or negative voltages to be used as unipolar digital triggers, A

o
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Figure 11. Use of pickup coil quench detector in the Fermi National Accelerator Laboratory's

energy doubler magnet [D. F. Sutter et al. (13)].
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Figure 12. Basic quench detection circuit block diagram [S. J. St
{Lorant} et al. (15)].

signal inhibit may be used to prevent quench triggers during
coil ramping, and the Schmidt trigger creates a trigger pulse of
fixed amplitude and duration.

Advanced Detection Techniques

In a [arge magnet, the terminal veltage during pulsing may be
as high as 5 kV to 25 kV. The POLO coil set a world’s record for
CICC at 23 kV (16), while recent designs of large CICC coil sys-
tems, such as ITER (10 kV), TPX (7.5 kV), and NAVY SMES (10
kV} have specified voltages in this range, while the important
poal-bailing Anchorage SMES system is being designed to with-
stand 4.2 kV. By contrast, a large number of quench simulations
have shown that in order to hold hot-spot temperatures to 150
K, a quench must be detected at a threshold voltage of 0.2 V to
1.0 V (17,18). If, as in the TPX design (19), a desired value of
signal/noise of 10:1 is specified, the quench detection sensors
must be capable of reducing noise levels to ~20 mV to 100 mV.
This implies that the voltage rejection capability of the quench
detection system should be on the order of 100,000-500,000:1.
Although this may seem optimistic, recent experiments at MIT,
the Lawrence Livermore Laboratory, and the Ecole Polytech-
nique Federale de Lausanne have demonstrated the feasibility
of such high levels of voltage noise rejection (17,20).

New techniques that promise the greatest cancellation of
inductive noise and the highest signal/noise ratios include the
use of internal sensors, digital differencing and signal process-
ing, and fiberoptic temperature sensors.

Advanced Voltage Sensors. Several noise rejection techniques
can be used simultaneously in order to obtain ultrahigh system
noise rejection. Individual concepts that can be used include:

1. Cowinding an insulated voltage sensor with the CICC
cable

2. Extracting voltage sensors at joints, but terminating
them within the winding; thus subdividing the terminal
voltages and localizing quench information, without ex-
acerbating electrical integrity or leak tightness

3. Placing the cowound sensor in the part of the cable best
calculated to reject transverse, longitudinal, and self-field

Center of

final stage  Fiberoptics

Triplet -]

7 5
Valley Central tap

Figure 13. Placement of sensors within cable.

voltages. Placement of voltage taps in the center of the
final stage subcable was favored by TPX, as shown in
Fig. 13 (17}

4. Terminating the veltage sensor internally, further local-
izing and subdividing the winding into sections, and per-
mitting another level of voltage differencing, such as sim-
ple differencing and central difference averaging. The two
halves of the sensor form one solid wire that can be cabled
and wound with the rest of the conductor. A method for
forming an internal termination in a continuous sensor
is shown in Fig. 14

5. Further signal processing, such as using integrated volt-
seconds, rather than simple voltage thresholds as detec-
tion criteria

These techniques are now described in more detail.

A cowound sensor has been used previously on the US-Dual-
Purpose Coil (US-DPC) coil, where an insulated wire was
wound along an edge of the conduit on the cutside (21). A
cowound, insulated aluminum strip in the B&W SMES coil is
also being used as structural reinforcement. If the sensor is ca-
bled on the inside of the conduit, as shown in Fig. 13, the degree
of naise cancellation will improve by at least another order of
magnitude. The ITER QUELL (Quench on Long Lengths} ex-
periment demonstrated the cabling and extraction of voltage
gensors on the surface of a cable, but inside the conduit, for a
100 m length of conductor. In the QUELL experiment, the rejec-
tien of transverse voltage was more than 400 times better than

Stainless steel
capiilary tube

Copper
braid

S-glass
braid

Braze joint

Copper wire

Figure 14. Two-sided voltage sensor, showing internal termination
between two halves.



that of conventional voltage taps (21). Twe TPX experiments,
one with a copper cable, the other with a NbTi cable, demon-
strated cabling of sensors in different positions of a full-scale
cable (17). Depending on the sensor position, noise rejection
ranged from 600-60,000:1.

Extracting Voltage Sensors at Joints. Joint extraction from the
ends of a continuous winding, while difficuit, is much less intru-
sive than extraction every two layers or pancakes through the
winding pack. The joints must already be accessible for ser-
vicing and capable of accommodating helium stubs and lines
and instrumentation feedthroughs. The biggest problem with
extracting voltage sensors at the joints is ensuring that they
will not leak helium and that they won't be subject to electri-
cal breakdown. The approach to preventing leaks is two-fold:
(1) injecting a moderately sized seal area with a mineral-filled
sealant, such as Stycast, with a good thermal match to the seal
metal, and (2) designing the seal to be long, in compression,
and mechanically redundant in terms of interrupting individ-
ual microcracks, and (3) made up of a separate, weldable piece
that can be thermal shock tested or eycled before installation.
A simple version of this joint was demonstrated at MIT that,
after two cocldowns to nitrogen, was capable of holding 70 bars
on one side and vacuum on the other (17).

Design against electrical breakdown is ensured by design-
ing the CICC itseif, so that there can never be 160 V across
the voltage sensor, In this case, the sensor insulation will be
below the Paschen minimum for helium, irrespective of uncer-
tainties in helium pressure due to leaks or in stray transverse
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or longitudinal magnetic fields. Almost any large magnet will
satisfy this design approach automatically. For example, a nor-
mal zone as long as 1 km with a stabilizer current density of
200 A/m? at an average field as high as 13 T, would have a
resistive voltage of only 133 V between joints. Depending on
the time needed for internal current dump, the current den-
sity can be lowered slightly, if needed, in order to compensate
for resistivity rising with temperature. This should seldem be
necessary.

The surface of the cable is not the best position for emulating
the trajectory and therefore the flux linkage of a typical strand
in a cable. The best job would be done by a sensor that was
cabled into a first triplet, as though it were a strand. The second
best position, identified so far, is to place the sensor in the center
of the final stage of the cable, which is easier to cable and not
vulnerable to conduit broaching or welding. Both positions are
far superior to the center of the cable or a natural cabling valley
on its surface. Equations for approximating the induced noise
voltage for different types of field and sensor placement were
derived by Martovetsky (22) and are summarized in Table 1.

Terminating the Voltage Sensor Internally. Internal termina-
tion of sensors localizes the signal by subdividing the winding
into sections and permits another level of voltage differencing,
such as simple differencing and central difference averaging.
In TPX, the voltage sensors were terminated internally at 1/6,
1/3,1/2, 2/3, 5/6, and completion of the distance through the
winding pack, as shown in Fig. 15. Even before using differenc-
ing techniques, this should further reduce the noise voltage by

Table 1. Neise Voltages for Different Sensor Positions
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Figure 15. Inexpensive voltage sensor concept.

another factor of six, in a way similar to putting voltage taps
on each one of six double pancakes. Taking a simple difference
between, say, the signal at 1/6 and 1/3 is frequently ineffective,
since there may be a systematic gradient through the winding
pack due to eddy currents being turned around by a break on
one side of the winding pack, but not the other (23). However,
central difference averaging, in which one-half the first and
third sensor signal are subtracted from the middle sensor, as
first proposed by Yeh and Shen (24}, can be effective in cancel-
ing out gradients. For example, if voltages are measured across
double pancakes, the threshold voltage across the first six pan-
cakes would then be 0.5V, 5 — Vi, + 0.5V54 In simulations
of TPX, the degree of further cancellation using CDA was 5-20
(17). Internal termination has the additional benefit of localiz-
ing quench initiation and of following the sequence of quench
propagation through a winding pack.

Using a sensor insulation that is compatible with inexpen-
sive seam-welding of the steel capillary tube permits the re-
dundant use of multipie voltage sensors in a cable. Fabrica-
tion of sensors with S-glass braid, as shown in Fig. 16, was
demonsirated in the QUELL experiment and the ITER C8
Model Coil. Some combination of Formvar, teflon, and/or kap-
ton would be used for NbTi. Teflon would probably be most
desirable, because of its ability to eliminate seams at modest
temperature and pressure, thus eliminating tracking. XMPI
Kapten, at higher temperature and pressure, should have even
higher performance,

Further Signal Processing, Such as Using Integrated Voit-
Seconds, Rather Than Simple Voltage Thresholds as Detection
Criteria, This is particularly effective in screening out short
disturbances, such as stick-slip, flux jumps, and plasma dis-
ruptions. In TPX simulations, an additional factor of 10-20
in signal/noise was achieved by using a volt-second window,
instead of a voltage threshold (17). Further improvements in
signal/noise ratie through signal processing have been pro-
posed through the use of carrier signals and synchrenous de-
tectors.

In summary, although there is clearly a bhroad range of
design specific signals and signal/noise ratios, the following
rules of thumb might be used for preconceptual design of a
voltage noise reduction system with the goals of achieving a
signal/noise level improvement of > 10 (i.e., 10 kV down ta 100
mV): Split the winding pack into sections (5-10) x Place inter-
nal sensor in cable final stage (100-1000} x central difference

Stainless steel
capillary tube

Figure 16. Six internali voltage sensors, terminated at equal distances
through cable.
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Figare 17. Fiber-optic sensor.

average (5-10) x filter, integrate, signal process (5-10) = 10*-
10%, Two TPX noise injection experiments, one with copper, the
other with NbTi cable, demonstrated transverse field noise re-
jections of up to 60,000 (17). The ITER QUELL coil had both
conventional and cowound voltage taps on the cutside of the
cable in its natural valleys. In this experiment, the voltage re-
jection of the cowound sensor was 80 times better than that
of the noninductive winding with a voltage rejection of 8:1
or 500:1 total. Another noise-rejection method used in ITER
of differencing multiple in-hand windings was calculated to
achieve noise rejection ratios of 300—400. A better way to nor-
malize the results to design for all noise sources is to show
that the V/(km-T/s} are <1 for transverse field and «10 for
parallel and self-field, corresponding to «1 V for 1 T/s over
a kilometer. Placement of the sensor in the center of the fi-
nal stage or in a triplet have, so far, met this goal in all
experiments.

Advanced Fiberoptic Temperature Sensors. Conventional tem-
perature sensors have a number of disadvantages: they cannot
be inserted inside a cable-in-conduit, don't measure cable tem-
perature directly, and have a significant time lag. Like con-
ventional voltage taps, they can’t give coverage to a winding
without frequent penetration of the insulation system. Further-
more, thermocouples are insensitive at helium temperatures,
while carbon glass resistors and resistance temperature de-
tector (RTD) sensors are insensitive at quench temperatures.
The use of fiber optic temperature sensors, protected by a steel
capillary, as shown in Fig. 17, has several advantages over con-
ventional sensors: (1) They can be inserted directly into the he-
lium flow channel with a very short thermal time constant, (2)
they are insensitive to pulsed magnetic fields (25), helium flow,
and pressure, {3) they are very small (<50 xm), so as many
fibers as desired can be placed in a single steel can, {4) the
length of a fiber between joints is practically unlimited, 50 km
being a routine commercial length, and (5) they have great sci-
entific potential in the use of signal processing to provide a
complete profile of temperature and field versus length and
time.

Fiberoptic temperature sensing works on the principle of
measuring optical path length, taking advantage of the temper-
ature dependence of the glass index of refraction. The change
in phase from either effect is

Ap = 2—:—{nAL + AnlLj (2)
where A¢ is the phase shift and » is the index of refraction.
The major problem with this technique is the rejection of
path length changes due to mechanical strain in the glass.
One strain-rejection technique is to decouple the glass from
the conduit containing it, so that they don’t share strain. At
M.ILT, a fiber was inserted in a 1.0 mm stainless steel capillary



Table 2. Sensitivity of Dual-Mode and Dual-Polarity Fiber to
Temperature and Strain

Temperature Sensitivity Strain Sensitivity

Method {radians/m-K} {radians/m-g}
2 Polarities 1.2 5 x 107
2 Modes 2.18 55 % 102
2 Colors 0.1 0.5 x 10*

tube and several turns were wound on an 80 mm steel tube.
The assembly was heated to 700°C, then cooled to 4 K with-
out damage, thus demonstrating strain decoupling and the ab-
sence of a capstan multiplying effect on fiber tension (26). The
QUELL experiment demonstrated that the relatively loose fit
of a copper-clad fiber can reduce the strain-sharing by a fac-
tor of 10-100. However, mechanical strain was still a domi-
nant effect, since the changes in index of refraction are <1%.
It has been demonstrated by Smith that the mechanical strain
and temperature-dependent signals can be almost totally de-
coupled by using two independent signals with different strain
and temperature dependences (27). This can be accomplished
by the use of polarization maintaining (PM} optical fiber, two
color operation, or two mode operation. Each pelarity, color, or
mode has a different, calibrated ratio of strain and temperature
dependence, so that the gain on one phase shift can be adjusted
to ‘tune out’ the strain signal. Thiz method has the additional
benefit that it can alse be used to measure the integrated con-
ductor strain. Overall system cost-performance analysis indi-
cates that two mode operation will probably be the most cost-
effective long-term solution. Typical sensitivities are shown in
Table 2.

Glass-fiber must be clad in order to prevent the entrance
of water during handling. Commercial acrylic fibers are ade-
quate for NbTi, but will not survive NbsSn, NbAl, or BSSCO
heat treatments at »-600°C. Although the surrounding steel can
contain any spattering of the cladding, this solution is, at best,
messy. Coatings of copper, gold, or graphite can protect the glass
fiber and survive heat treatments. Unjacketed acrylic coatings
should be used outside of the joint region, so that high-voltage
cryostat feedthroughs won't be necessary.

The same design principles of internal termination applied
to voliage sensors within a winding pack apply to fiber op-
tic temperature sensors. If they are internally terminated by
sputtering mirrors on polished cuts, as shown in Fig. I8, the
integrated noise temperatures are reduced by the number of
subdivisions, then reduced further by differencing techniques,

Subdivision alse allows greater localization of guench
events. In the special case of irradiated magnets, it also helps
keep the signal attenuation manageable (<60 dB). The method
for subdividing a fiber is to cut the fiber at the desired length,
polish and silver the end. The fiber end is then a mirror and
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Figure 18. Internal termination of fiber optic temperature sensor.
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Figure 19. Temperature sensitivity of glass fibers.

the laser light signal returns to the splitter and detector to form
the infermation-carrying half of a Michelson interferometer.

After converting phase shifts to voltages, the same signal
processing concepts used for voltage sensors can also be used
for fiber optics. Integrating the number of fringe shifts over
a time window, such as one second, can achieve an order of
magnitude improvement in signal-noise ratio. The signal-noise
ratio of the fiber optic quench detector is naturally enhanced
by the increase in sensitivity with rising temperature. Simu-
lations of guench and disturbances in TPX showed minimum
signal/noise ratios of 600:1 for quench detection within a second
(26). This was both within design criteria and superior to inter-
nal voltage sensors. The temperature sensitivity of the fibers
has been measured with and without cladding and ¢an be char-
acterized by an initial quadratically increasing fringe count ac-
cording to the equation:

T
f adT =175T* ~ 1757 +4326;5K < T < 9K (3)
5

The increasing sensitivity saturates at about 15 fringes/m-K,
and then only increases to about 25 fringes/m-K at room tem-
perature, as shown in Fig. 19.

If the fiber optic sensor is considered to be a length-
temperature rise integral measurement, the sensitivity is 200
times higher at 30 K than at 5 K. Therefore, a global distur-
bance that raises the helium temperature throughout a 1 km
winding from 5 K to 5.2 K will give a signal that is smaller than
a quench that raises 1 m of conductor to 30 K.

For an unclad fiber, the sensitivity is almost exactly one-
tenth that of a clad fiber, the thermal strain of the plastic
cladding acting as an amplifier of the temperature signal. The
curves in Fig. 19 can be used for design of temperature sen-
sors with NbTi; but fringes/m-K should be multiplied by 0.1
for design with NhySn.

Fiber optic sensors would use the same sort of prefabricated
and pretested seal as the voltage sensors. However, a few inches
of clearance would be needed between a joint and the initial
position of the seal piece, in order io use a handheld field splicer.
The optical fiber can then be coiled into the pocket of the seal
plece.

Quench Detection Conclusions

1. Fiber optic temperature sensors and internal voltage sen-
sors have been shown by simulation and experiment to
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improve zignal/noise ratios in quench detection systems
by several orders of magnitude.

2. A leak-free method for extracting sensors has been
demonstrated, and a redundant and replaceable sealing
system has been designed.

3. A method for coil/sensor electrical design has been de-
fined that is robust against arbitrary helium pressures
and magnetic fields. Enormous safety margins are feasi-
ble with NbTi and fused teflon or kapton insulation.

4. Advanced quench detection sensors can also be nsed as
scientific instruments, measuring the internal properties
of CICC conductors.

MAGNET PROTECTION CRITERIA

Adiabatic Protection Criterion

A popular and conservative protection eriterion is to assume
that there is no heat transfer from the local hot spot where
quench is initiated and that all Joule heating is absorbed by
the stabilizer. In this ease, the relation between the peak al-
lowable hot spot temperature and the J° integral of the con-
ductor stabilizer during a coil dump is a unique property of
the stabilizer material, usually copper. The maximum allow-
able current density is then determined by the peak allowable
hot spot temperature and the peak allowable terminal voltage
for a coil dump. Typical values of peak temperature allowables
are 80 K to 200 K. If a coil is completely supported in compres-
sion by external structure, as an accelerator coil in a large iron
yoke, it is possible to design up to 450 K or the melting point
of solder (28). A typical allowable terminal veltage for a pool-
boiling magnet is 1 kV te 3 kV, and 3 kV to 20 kV for a CICC
magnet. However, as discussed in the section on electrical pro-
tection, the fundamental limits on voltage for both topologies
are strong functions of specific design.

Irrespective of the coil temperature allowables, the selection
of the peak terminal voltage fixes the minimum L/R dump time
constant (s) at

2W,
i = Vmux JI::ond ( )

where W,, is the stored energy in the magnet (J}, Vpa, is the
peak allowable terminal voltage on dump (V), and I, is the
conductor current {A). For a system dumping its energy into a
linear external resistor with negligible resistive voltage within
the coil system, the magnet current after switching is simply

I{t) = L, exp (—%) (5)

L3

where R;/L,, is the dump time constant 7 {s).

Since a quench will not be detected immediately, there is
also a delay time before any action is taken. This has sometimes
been specified ag 1-2 s as a design goal, but it i a function of the
signal/neoise ratio of the quench detection system, as explained
in that section. The allowable current density in the copper
then is fixed by the cembination of delay plus dump time as

jgm(tde.w + %’) = ATy )

where Z4.1,y is the maximum possible time delay {(s), T/ is the
final temperature at the end of dump (K), and G{T ()} or, alterna-
tively in some texts Z(T'), is a property, unique to each material
ar cambination of materials, defined as

T oM
Z(Ty) = —_
(T} fn 7 T 7

This integral can also be thought of as the J% integral of the
current in the conductor during a dump, and is thus usually
representied with the units {A’/m*-s). An analytical approxi-
mation for G(T;} for copper from a bath temperature of 4.2 K
is

1363
4173
T, + 47.89

ZTy) = x 1016 (8)

Tf—}—

Another way of stating the design constraint, derived by Iwasa
and Sinclair (29} defines Z(T,) as the integral from the de-
tection temperature to the final temperature and models the
presence of materials other than substrate by a correction fac-
tor a, which is the enthalpy change ratio of substrate/all other
materials, which can be determined by tabie lookup or approx-
imated as a volumetric ratio. The maximum allowable current
density in the substrate is then

. (1 +a) VDIUZ(Tb,TF} (9)
Jo = p fo

where V is the dump voltage (V), Ij is the operating current
(A), and E,, is the stored energy (J).

Iwasa’s a-factor can be quickly estimated with a curve of vol-
umetric specific enthalpies and the volumetric ratios of the dif-
ferent constituent materials in a design. The specific enthalpies
of copper, aluminum, iron, nickel, niochium, titanium, tin, teflon,
helium at 130 kg/m? and helium at 150 kg/m? are plotted from
4.5 K to 300 K in Fig. 20.

Copper and nickel are the two best materials above a maxi-
mum temperature of 100 K to 120 K. However, there is no more
than a factor of two difference between the best and the worst
metals. Capper is about 60% better than aluminum; but since
aluminum is three times lighter than copper, it is twice as good
as copper, if energy/mass is a more important consideration
than energy/volume. Copper is clearly also the best material
from an adiabatic /¢ criterion. Therefore, if the design is lim-
ited by the hot spot temperature in a given volume, copper is
the material of choice.

The curves of Z(T';) versus T (K} in Fig, 21 appear in Iwasa’s
casebook (30}

While high-purity silver has the best Z(T'r), far-less expen-
sive oxygen-free coppers are nearly as good, Copper is two—
three times as good as high purity aluminum. The Z(T'r) versus
Te(K)curves in Fig. 22 were calculated specifically for a tradeoff
between copper and stronger, less high purity aluminums. The
curves show that copper is 20 to 25 times hetter than aluminum
allays. The implication is that the cross-sectional area of copper
needed for protection in a design where the available enthalpy
is dominated by the stabilizer would be four to five times less
than that of aluminum. In a design in which other components,
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Figure 20. Specific enthalpies of magnet materials (J/m®) versus tem-
perature (K},

such as superconductor, helium, or other structures were im-
portant, the superiority of copper would be reduced. Magne-
toresistivity would also reduce the quantitative superiority of
copper. In magnetic energy storage designs, the main factor
that improeves the relative position of aluminum is that an alu-
minum such as 2219 can also be used as a structural material,
In a design that requires a structural cross-section that is sev-
eral times larger than the cross-section needed for protection,
the volumetric advantage of copper would disappear.
The values of Z(T';) from Fig. 22 are listed in Table 3.
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Figure 21. Z(T(} functions: {1) Silver (89.99%); (2) Copper (RRR 200);
(3) Copper (RRR 1003, (4) Copper (RRR 50}; {5) Aluminum {99.99%)
{30).
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Figure 22. Z(T;) functions: (1) Copper (RRR = 200), (2) Copper (RRR
= 100}, {3} Copper (RRR = 50}, (4) Aluminum alloy (RRR = 5.5), (5)
Aluminum alloy 2219.

QUENCH PROPAGATION

Adiabatic (Potted) Magnets

Adiabatically cooled magnets are selected for applications that
are relatively small, and quasi-steady state, since they are in-
capable of ahsorbing large amounts of local energy. They are
particularly suited to applications where there can't be any
cryogenic fluid within the magnet and where small, compact
winding packs are required. Iwasa has argued convincingly
{31) that most high-temperature superconductor (HTS) mag-
nets are also likely to be adiabatically cooled, because the local
energy absorption is improved by orders of magnitude at higher
temperatures.

Adiabatically cooled magnets may be protected either by in-
ternal or external energy dumps. If the simplifying assumpticn
is made that the thermal conduetivity and heat capacity of all
materials is temperature independent, the longitudinal guench
propagation velocity is expressed by the balance of constant lo-
cal heating density and thermal diffusion through the winding
pack as {30}

Bakln

Upropagation = o ‘ (10)
T+ T
Joe (T

where vyrpacation 15 the longitudinal quench propagation ve-
locity in the winding direction (m/s), J is the current
density in the composite wire (A/m?), p, is the electrical re-
sistivity of the composite wire (W-m), &, is the thermal con-
ductivity of the normal wire (W/m-K), C, and C; are the heat
capacities of the wire in its normal and superconducting states
respectively (J/kg-K), and T,,, T, and T, are the operating
and superconductor transition temperatures, respectively (K)
(32). Again, because the heat capacity of all materials rises
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Table 3. Z(T,} Functions for Copper and Aluminum

Copper, Copper, Copper, Al Alloy

Temperature RRR = 200 RRR = 100 RER = 50 (RRR = 5.5) Al2219-T85

4 0 0 0 0 0
10 3.173 x 10" 1.597 % 10" 7.953 » 108 2.280 x 10" 5.688 » 10!
20 4.776 x 10 2481 x 10 1.256 x 10 2.584 x 107 6.422 x 10
5( 3.847 x 10 2.798 % 10" 2.0056 » 10# 9,466 > 10* 2517 x 10¥
75 B.757 x 10 5.457 x 10 4.283 x 10% 2.898 x 10% 8.521 x 10¥
100 8.633 x 10" 7.274 x 10" 5.990 x 10" 5538 »x 10 1.827 »x 10
145 1.097 x 10V 9.567 x 10% 8.206 x 10% 1.050 x 10% 4055 x 101
190 1.285 x 107 1.142 x 107 4.793 x 10% 1.504 > 10% 6.451 x 10
240 1.410 x 107 1.268 = 107 1.116 = 10Y 1.941 > 10% 9016 = 104
273 1.505 x 107 1.360 x 1077 1.192 x 107 2.195 x 10% 1.062 x 10%
300 1.561 x 10% 1.416 = 107 1.247 x 1077 2.386 x 10 1.186 » 10%

much more quickly with temperature than resistivity does, the
quench propagation velocity of HTS quenches should be much
lower than that of LTS quenches and the coils will be harder to
protect.

Pool-Boiling Magnets

Pressure Rise. The quench pressure rise during the quench of
a poel-beiling magnet involves a design tradeeff. The maximum
pressure can most easily be controlled by the setting of external
pressure relief valves or rupture disks (33). The additional pres-
sure in the magnet due to pressure drops in the vent lines and
the disks or valves can be solved by the time-dependent model
of Krause and Christensen (34), assuming frictional, adiabatic
{Fanno) flow in the vent lines. An alternative, recommended
by Powell (35) is repressurization with warm helium gas. The
motive for maintaining a high pressure, discussed in the sec-
tion on electrical integrity, is that it will improve the dielectric
strength of warm helium. The disadvantage is that it will in-
crease the required thickness of the liquid helium cryostat, the
pulsed eddy currents in the thicker eryostat, and the conduction
losses through the cold mass supports.

Quench Propagation. Under normal conditions of cooling by
a pool of liquid helium, the propagation velocity should obey
the proportionality (36):
Upza(jo—‘jr) (11)
where j. is the current density at which the conductor would re-
cover (A/m?), and j; is the operating current density (A/m?), If
the quench condition causes local dry out, then the propagation
velocity is simply (37)

Up =&h (12)

CICC Magnets

Quench propagation in CICC conductors is usually treated as
a one-dimensional problem, quench propagating from an in-
terior normal zone toward the inlet and outlet of a hydraulic
channel. Bottura has written a general three-dimensional nu-
merical solution for quench propagation {38), which, to the
best of our knowledge, is also the only commercially avail-
able general quench propagation solution for any coil topology.
However, since three-dimensional effects have only a second-
order effect on the key design parameters of temperature, pres-

sure, and expulsion velocity, one-dimensional solutions are still
used.

Whole Cail Normal. In the extreme case of the whole coil go-
ing normal at once, quench propagation isn’t an issue. This may
help to place conservative upper bounds on peak pressure and
expulsion velocity for design purposes. Note that simultaneous
quench of a whole coil is not a worst case for hot spot tempera-
ture, If the coil is designed for internal energy absorption, it is
a best case, because the peak/average energy absorption in the
coil would be 1.0. If it is designed for external energy absorp-
tion, it may be a worst case for the refrigerator by absorbing
energy at cryogenic termperature, instead of externally at room
temperature; but in terms of the hot spot defined by the local
J?t, it is not a worst case, because the nenlinear dump time can
only be accelerated by adding a larger internal coil resistance to
the external resistance. Dresner (39 derived a simple expres-
sion for the pressure rise, if an entire hydraulic channel goes
normal at once. This case would correspond to practical designs
in which a resistive heater was used to ensure nniform inter-
nal energy absorption or to an external, uniform energy source
being applied to a layer with nearly uniform temperature and
field:

36
JPrnzut = (.65 (M) (13)

Dy,

where Q is the volumetric heating of the helium (W/m?), ! is the
half-length of the channel (m), and £ is fricticn factor, and Dy,
is the hydraulic diameter {m). A cable-in-conduit has approxi-
mately three times the friction factor of a smooth tube with the
same Reynold’s number. For a quench pressure wave, Dresner
adopts an approximate value of f = 0.013. When the pressure
rise is not much greater than the initial pressure P, {Pa), the
more exact formulation is

0.36

2 . 3
Praox = 0.65 (7(‘) (Len/ 2 ) (1 P

—0.36
(14)
D!i DPmax )

The same assumptions alsc predict (40) a helium expulsion
velocity of

(13)

- QﬁCO 23 (th 1/3
Vexpulsion = 0952( pcp ) _f_-)



where  is the volumetric heating of the helium (W/m?, 8 is
the constant pressure thermal expansion coefficient ¢, is the
isentropic sound speed (m/s), p is the helium density (kg/m?),
C, is the helinm specific heat at constant pressure (J/kg-K), D,
is the hydraulic diameter (m), f is friction factor, and ¢ is the
time since quench initiation (s). This solution is valid only for
the beginning of a quench, since it assumes constant helium
properties and neglects inertia and frictional heating.

Time-Dependent Normal Zone. Quench propagation scaling
for long coils and uniform helium properties were first derived
by Dresner (40). Dresner’s scaling laws remain valid for de-
scribing the early stages of quench in a long hydraulic chan-
nel. However, the engineering limits of CICC coils are usually
defined by the hot spot temperature, peak pressure, and peak
helium expulsion flow toward the end of a quench. By this time,
the material properties have changed significantly and heat ab-
sorption is dominated by the cabie-and-conduit metal, rather
than the helium. In this regime, the scaling of quench behavior
is more complicated than that described by Dresner and the
Shajii/Freidberg theory described next sheuld be used.

Dresner’s time-dependent equation for the pressure rise is

romcel 2] (29
D 4 fet

{16)
where C is a function of quench zone acceleration (1), p, is
the initial pressure (Pa), p is the helium density (kg/m?), ¢ is
the velocity of sound in helium (m/s), f is the friction factor, Z
is the length of the hot helium piston (m), D is the hydraulic
diameter {m), and ¢ is the quench time (s). In order to calculate
the equivalent piston size, Wachi (41) makes the substitution:

CZ%2% = 0.95¢2" 17
Dresner's equation implies that the quench zone Z is
3 -1 2:9 2 44 13
z-| =D (Qm) (18)
2C(8 + 4y) p2etf

Similarly, Dresner solves for central pressure as function of
time as

_ 3y -1
T 3+4y

Q. p> m (19

For helium, y = 5/3, and if C = 0.83 for helium, as proposed by
Dresner, these equations reduce to

3/ QD
and:

p=0207Qt. p> m (21)

Shajii and Freidberg (42) rewrite the time dependences of
Dresner’s quench propagation equations for temperature, pres-
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sure, and quench propagation velocity as

0.10 4d, \°
Dresner{ ) ROULIQZ (_fpgcg) (’]0 )
where 1, is the resistivity of copper {£2-m).
Presner = 0-21??0J2t (23)
and
o 4d, \"* 29234173
":;Dresner = ZXq =042 (‘m) (o) 1ol {24)

Shajii Quench Theory. The Dresner equations were shown
by Shajii and Freidberg to apply only in the operating space of
short times, low conductor temperatures (<25 K), and long ini-
tial quench zones (43). Since this operating regime almost never
includes the regimes of greatest interest for design (hotspot
temperature, peak pressure, peak expulsion velocity), it was
necessary to develop solutions for other, more relevant regimes.
Bhajii and Freidberg derived analytic expressions for temper-
ature, pressure, and quench zone propagation velocity for five
ather regimes, identified as the (1) short coil, low Ap, {2) short
coil, high Ap, (8) long coil, low Ap, (4) long coil, high Ap,
and (5) thermal hydraulic quenchback (THQB) regimes. In a
short eoil, the coil length is much shorter than the diffusion
length of the quench zone, so that quench propagation is af-
fected by end conditions. In a long coil, the mass of the coil
channel is constant and propagation is unaffected by the ends.
In the low Ap regime, the pressure rise due to the quench is
< pp, while it is 3> pg in the high Ap regime. An actual quench
may have a trajectory in quench regime space that traverses
two or more of these regimes. We use the nomenclature long
coil and short coil here, because the usage has become ac-
cepted. However, it should be clarified that we are always dis-
cussing the length of a hydraulic channel, which is typically
an eorder of magnitude shorter than a coil length. In all four
of the constant mass quench zone solutions, Shajii derived
scalings for the temperature and pressure, valid in the high-
temperature (=20 K) regimes that are of interest as coil allow-
ables. Assuming that the heat transfer coefficient £ (W/m2-K)is
large:

S (T (1 - et ) (25)

where T is the average of the cable and conduit temperatures
(K}, and r, is a characteristic time constant for heat exchange
between the cable and conduit (s):

= hP ! + L (26}
Lo B vl AcatlePeable Coable Azt PuanCuait

where % is the wall heat transfer coefficient (W/m?-K), P, is
the conduit wetted perimeter (m), A, and A, are the ca-
ble and wall cross-section areas (m?), pepe and pean are the
mass densities of the cable and wall (kg/m?), and C_y. and
Cyan are the specific heats of the cable and wall (J/kg-K),
respectively.
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Short Coil Solutions. The criterion for a short coil selution
is that the length of the coil is longer than the length of the
quench zone, but less than the thermal diffusion length of the
quench:

24ductty,

L
< f%

(27)

where ¢; is the initial sound speed (m/s), dy is the hydraulic
diameter (m), V, is the quench front velocity (m/s), and ¢,, is
the time needed to reach the maximum allowable temperature
tm max,fagJQ.

Short Coil, High Pressure. A short coil quench will be in the
high-pressure rise regime (Ap > py) when

20 Rooaod’ligz (28)
Po 2poV,

where R is the universal gas constant (=8314.3 J/kg-mole-K,
He = 4.003 kg/mole}, p; is the background helium mass density
(kg/m®), Jis the current density in the stabilizer (A/m?), L;gz is
the initial length of the quench zone (i), p; is the background
helium pressure (Pa}, dj, is the hydraulic diameter {(m), f is
the friction factor, assumed to be a constant in the range of
0.06-0.08, and a, is a diffusion constant of the conduit material
(typically 5-7 x 1078 m*-K/A%), defined as

(29)

Aun(T) ]
AcpCAT) + Ay 0, C(T)

g = min
T

where #, is the thermal resistivity (W/m-K).
For a short coil in the high-pressure regime, the asymptotic
guench velocity, once quench has been well initiated, is

| 2dR
Vé =3 fL L[QZang
coil

where d is the hydraulic diameter (m) and £ is the friction
factor. The position of the forward quench front X, (m), using
the convention that all quenches are symmetrically centered
about x = 0, is

(30}

2:3

L 32
X, = [(%) +(v;r)3f2] (31)

Short Coil, Low Pressure. A short coil quench will be in the
low-pressure rise regime (Ap < pg} when

ég . (fp(}Lcoil) V2 o1
- q

32
o 44dp, 32)

For a shaort coil in the low-pressure regime, the quench velacity
is

N RPOHOJZLJQZ

% (33)

Y

The short coil limit alse provides a simple analytical expression
for the density outside the normal zone as a function of length

and time:

pﬂf V;? Lcoil
Pl ty=pp+ ( 2dsc? ( 5 x) (34)

where pg is the initial density (kg/m?). The density decreases
linearly with x, while the velocity outside the normal zone is a
constant versus both space and time.

Long Coil Solutions.

Long Coil, High Pressure. The long coil solution is defined by
the two criteria that the coil length is much greater than the
length between diffusion edges (L/2)® 3» X?p(t,,), and that the
length of the quench zone is much less than the length between
diffusion edges [X%, « X*p(¢,)]. The criterion for the long coil
solution can then be stated as

24dycit,,
LI, > f‘f > 4V2iE

(33)

The long coil quench is in the high-pressure rise regime {Ap >
Po) when

Ap  Roaod*Ligz

w 36
Po 2p0%(tm) ( )

The position of the forward quench front in the high-pressure
regime is

]3,-"5 (37)

Xq = [(L;Qz ;’2)5'}3 + (%5}5;3

where V, is the asymptotic quench propagation velocity (m/s):

(38)

2, \*® RL;QZaOJz)Q"f‘ 1
weoew( ) (FERS)

{The multiplier of 0.613 differs from the two published values
of 0.766 by a factor of 5/4, remoeving an ambiguity in interpret-
ing the Shajii equations self-consistently.) The helium velocity
{(m/s) in the region outside the quench zone is

0.8Vt

(39)
t+ :ﬂ.%(x - L;Qz/(2)2

vlx, 1) =

where 1% = p 0.8V,/3v%). The density profile for the density o
in the outer region (kg/m®} is given by

9u? ., £ K&

p(I,tJ—P{}"‘W(COt EK+$2
Jg2 (40]

Aot
= SUE 34 4 3572 - 3,272
[E Ay (x—L,:Qg) i ]
where As(#) = (37 /4)3%; and vy is
2 2

vy = d"?’”"“ﬂ (41)



Equation {11) implies that the expulsion velocity is given by

24duch

2
coil

vix = Lo /2,8) =~ ¢ {42)

This is the same expulsion velocity as that predicted by Dres-
ner. However, with the exception of the expulsion velocity, Dres-
ner's solutions for temperature, pressure, and quench velocity
in Eqgs. (16-18) have functienal dependencies that are signifi-
cantly different from Shajii’s, even in the long-coil case.

Long Coil, Low Ap Regime. In the small Ap regime, the pres-
sure rise remains small in comparison with the initial pres-
sure (Ap < py), corresponding to a weak quench in which
the helium coolant removes most of the heat generated by a
quench. In the small Ap regime, the length of the quench zone
is

~ RooLigziT + AT ~ Ticoy) + Loz

X 4
1 30 5 (43)
where T= {Tcahle + Twau)fz and AT = {Tcable - wali)fr2- t=0+

means the time immediately after the initial quench zone has
been established, assuming sudden energy deposition.
The quench velocity is then

— Hpgage] ZLIQZ

v, 44
a %20 (44)
The low Ap itself is given by
o g Leild2 dr
Aplt) = Quicis? f 5 (45)
Xy [(x — L;Qg,"Z)z + X%)]
where the leading edge of the diffusion front X5 (m) is
B d (46)
P70 Y,

For the combined short coil plus small A p case, the solution for
Ap reduces to Eq. (23). For the combined long eoil plus small
A p case, the solution for Ap reduces to

1:2
Ap{t)=1.36 (——) pocot 2V 47

2d,

Universal Scaling Regimes. Shajii recast the preceding crite-
ria into a universal form that predicts the boundaries between
the four quench regimes. Two dimensionless variables x and
¥ are defined and ail quench regimes are shown as filling four
corners of x — —~y space. First a dimensionless variable . and a
dimensional variable Lg%, (A3 /m®?) are defined:

(25 ()
Po Po

where pg, s, and pg are the density (kg/m?®), sound speed (m/s),
and pressure {Pa) of the background helium. R is the universal
gas constant (8314.3 J/kg-mole-K), and T..(x.t) is the maxi-

(48)
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mum temperature of the quench zone (K).

2.6, pid

Lff? =209 00
¢ R fagcgpg Tmam

(49)

) and LgJJ*%; tend to be relatively constant over a wide range of
time and space for a given design. In order to distinguish better
between the widely different quench regimes, these variables
are reordered by being normalized to the strongly varying J
(A/m? and L, (m):

X = %_“ (50)
L, g4
= E‘;jﬁ (51)
1]

This now allows the criteria for entry into each of the four
quench regimes to be written in the following simple univer-
sal form:

Quench Regime Pressure Length
Condition Condition
Long coil, high y=1 y = x6
pressure
Short coil, high y > 1.2x13 ¥ < L.1x%€
pressure
Long coil, low y<08 y > x%0
pressure
Short coil, low y < 1.2x"/3 y < x?
pressure

The four universal scaling regimes are shown in Fig. 23.

Thermal-Hydraulic Quenchback. The misnomer thermal-
hydraulic quenchback (THQB), which is certainly thermohy-
draulic, but has nothing to do with quenching backwards, has
become sufficiently popular as a term that we won't try te re-
name it Joule-Thomson quench propagation. It refers to a con-
dition in which compression heating of helium in front of a
quench zone leads to rapid propagation of quench in which the
thermal/quench wave travels much faster than the mass flow

102% | |[IH'I|] 1 IIHIH' | IIIIIII| LI
2 =
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-~ |
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Figure 23. Boundaries in x—y space defining the four quench regimes:
(Il leng coil-high pressure rise, (I} short coil-high pressure rise, (11T}
long coil-low pressure rise, and (IV) short coil-low pressure rise [Shajii,
1995 (44}].
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of helium expulsion in front of the quench zone. A key dimen-
sionless parameter in predicting whether there can be a rapid
onset of THQB, again introduced by Shajii (44), is the safety
margin between current sharing and background temperature

M:
. I:C;;(TE)):I(,OG_CS) (T~’1‘E)
- Cﬁ(ﬂ]} o I

Typically M ~ 2 to 5 for practical coils. Another parameter £ is
needed to account for the finite ratio of frictional te compressive
heating in the THQB regime:

(52}

8= Cﬁ[?—ll]}p()?(')
o

(53)

8 is typically of order unity.

THQB cannot exist long in the low pressure rise regime. In
the long-coil, high pressure rise regime, the temperature just
ahead of the quench front can be written as:

1
Ty~ To+ = [ (54)

Cﬁ(i’&)] RToaod Ly
2

X AA

This expression includes the effect of compression heating, but

not of frictional heating.
The condition for THQB to occur before T = Tpay 18
= M3 (55)

For the short coil-low pressure rise regime, the condition for
THQB to occur before T = T4, 15

y = gAMe (56)
The temperature ahead of the quench front is then
Tty =TH + _____qufl t (&87)
FEET 0 24O (T

In the short coil-high pressure rise regime, frictional heating
must again be included, and the condition for THQB to occur
before T = T 18

173 o
y>i§-[1+[1+4(x—lvn]”] (58)
where 8 and other numerical coefficients have been set to unity.

The intersection of the THQP regime with the four universal
regimes for a typical case of M = 4 is shown in Fig. 24,

Unigue THQB shaded regions can be calculated for every
value of M.

ELECTRICAL INTEGRITY

A superconductor has no voltage in the guiescent state and
may have a very low voltage, during startup and shutdown,
depending on the application. In the majority of applications,
the superconducting magnet will experience its highest design
voltages during a quench dump. It is also during a quench dump
that the helium temperature will be highest, helium density in
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Figure 24. Scaling diagram showing dimensionless guench regime
boundaries for M = 4.

electrical isolators may be decreased by pressure relief valves,
and liquid will be boiled into vapor. All of these effects can
simultaneously increase electrical fields, while decreasing the
ability of helium or insulation voids to withstand the electri-
cal fields. Arcs have developed during operation of real super-
conducting magnets and are a known cause of failure and life
limitation,

Breakdown in Helium

In a paol-boiling magnet, helium is the primary insulation, De-
sign against helium breakdown must include the winding-pack,
joints, supports, vapor-cooled leads, feedthroughs, and room-
temperature isolators. In CICC magnets, the problem is re-
stricted to specially designed helium isolators, providing the
electrical isolation between the magnets and its grounded he-
lium headers. However, CICC magnets have the special prob-
lem of protecting feedthroughs and leads against low-density
helium hreakdown, in the event of a helium leak. The pri-
mary motivation for dry superconducting magnets is to avoid
this preblem altogether, while accepting a low energy margin
against disturbances.

The dielectric strength of liquid helium is comparable to that
of air at standard temperature and pressure. Unfortunately,
since breakdown acecompanies heating due to a normal event
and rapidly heats local helium, the actual breakdown strength
of liquid helium in a magnet is hard to interpret. It is conser-
vative and probably correct to always consider gaseous helium
to be the insulator in a pool boiling magnet.

The breakdown strength of gaseous helium at ambient tem-
perature is only a small fraction of that of air because the
electrons can gather kinetic energy from electrical field drift
up to the isnization level in the noble gas helium. Paschen’s
law should hold for gaseous helium at any temperature. At all
density-gap products that are well above the minimum of the
Paschen curve, the dielectric strength of helium is at least a
factor of 10 worse than that of nitrogen or air.

In the high-pressure regime of the Paschen curve, Olivier
showed that a direct exponential correlation can predict the
voltage breakdown for a broad range of gases, including he-
linm, in a uniform field over a broad range of gap lengths and
pressures {45}, At any temperature, the breakdown voltage be-
tween spherical electrodes is

Voreakdown = Kﬁudﬁ (59)
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Table 4. Paschen Minimum Gaps and Gaps at 20 kV, Aecording to Olivier Equation

83

Gap at
Paschen Gap at
Pressure Temperature Density Minimum 20 kV
{atm) (K} (kg/m®) {mm) {mm)
1.0 4.229 127, liquid 7.9 10 0.133
15.2, vapor 6.6 x 107 1.17
3.0 5.0 117 85 % 10 0.144
3.0 150 0.973 0.011 20.0
10 5.0 10-4 10 20,000
1.0 273 0.178 0.066 112

where K is a constant, p i1s the mass density of helium
(moles/liter), d is the gap (mm), and « and 8 are the expe-
nents. According to Olivier, for helium o = 0.878, § = 0.901,
and K = 4310. Thus, for helium at STP, where one mole = 22 4
L and the density of helium is 4 g/22.4 L = 0.178 kg/m?, the
general equation for voltage breakdown with the gap d in m,
the breakdown volitage V in velts, and the density p in kg/m®
would be

Vireakdown = 645, 37590'878550'901 (60)
The density-gap product that produces the minimum of 160 V
in helium is 1073 kg/m®*-m. The gaps at the Paschen minimum
and the gaps predicted for breakdown at 20 kV by the Olivier
equation are shown in Table 4.

A Paschen curve through several sets of experimental data
is shown in Fig. 25.

At cryogenic temperatures the breakdown strength of he-
lium in uniform field allows for a straightforward design in
pool boiling magnets, where it can be guaranteed that break-
down will occur in the high density-distance regime. Figures 26
and 27 (46) show that with minimum breakdown fields on the
order of 10 MV/m, each millimeter of gap should be adequate
to protect against 10 kV.

However, breakdown in helium is highly sensitive to elec-
tric field nonuniformities and to field polarity. Figure 28 (47)

depicts low temperature dc breakdown characteristics for he-
lium gas under nonuniform (point to plane) field conditions at
atmospheric pressure (48),

The strong polarity dependence is evident in this figure, sug-
gesting that the design of the electrode configuration to main-
tain a field as close to uniform as possible is particularly im-
portant, when feasible. The breakdown level is also a function
of electrode surface material and conditions (49), conditioning,
and electrode polarity (50).

A design approach proposed to avoid striking an arc across
a helium gap 15 to use the dielectric strength of helium at the
design temperature and atmospheric pressure for a sharp point
at a 3 mm gap between the point and the plain (51), At 4 K,
the breakdown strength of helium is 60 V/mil {2.36 kV/mm},
at 10 K, the breakdown strength is 24 V/mil (944 V/mm), and
at 100 K, the breakdown strength iz 2.4 V/mil (84 V/mm).

Electric Field Concentrations

Solid insulations are seldom designed with electrical fields
higher than 10-20% of their intrinsic dielectric strength. This
is not merely an expression of extreme conservatism toward
catastrophic punchthrough and arcing, but also reflecis the
reality of electrical field concentrations in practical designs.
While many solid insulations have dielectric strengths =100
kV/mm, it has been shown that the presence of small voids
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Figure 25, Paschen curve for helium.



84 SUPERCONDUCTING MAGNETS, QUENCH PROTECTION

lE IE
- s
= x z
g 8 82 98g 7%,
1.0
0.8
08|
t}l
£
Zz 041
-3
=%
0.2
0.1 J L s r— |
"0 20 40 B0 B8O TO0 120 140
p (kg m™%)

Figure 26. Depicts the breakdown strength of helium as a function
of pressure and density, under uniform field conditions [Gerhold, 1979
{48)].

in a solid will cause the inception of particle discharges in
low temperature helium at electric fields of 10 kV/mm to 20
kV/mm (52). There iz some evidence that the minimum break-
down valtage in a helium void may saturate at low density and
that there is no left-hand side of the Paschen curve in voids.
Measurements by Hiley and Dhariwal (53) appear to saturate
at 4,5 kV/mm in polyethylene at zero density for a cavity depth
of 0.2 mm (900 V). In epoxy resin, they appear to saturate at
1.2 k¥V/mm for a cavity depth of 0.2 mm (240 V).

Partial discharges in solid insulation voids are caused by
high electric fields in the voids. These will not destroy the insu-
lation, if they are infrequent, but can cause eresion of organic
insulation in a pulsed application.

The electric field in a void tends to be higher than that of the
solid insulation itself because the dielectric constant of solid
insulations is always higher than that of free space. Further
electric field multipliers are caused by shape factors in the void,
where breakdown can be further enhanced by nonuniform elec-
tric field within the void itself. Analytic solutions are available
for the electric field concentrations in planar, spherical, and
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Figure 27. Depicts low temperature (<10 K) de breakdown charac-
teristics for helium gas under uniform field conditions [Meek, 1979
{471,
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Figure 28. Helium nopuniform field breakdown voltages in low tern-
perature helium gas at atmospheric pressure [(Gerhold, 1979 (48)].

cylindrical voids. For other shapes, numerical techniques are
available to calculate the electric field concentrations for both
2-D and 3-D shapes. Engineering rules of thumb also exist for
the most likely void shapes. Zahn (54) developed the following
derivation of the electric field concentrations in spheres and
eylinders.

Voids in Solid Insulation. The simplest model assumes that
a void region exists within a uniform dielectric that has an es-
sentially uniform electric field in the vicinity of the veid, We
consider three simple cases shown in Fig. 29 of uniform electric
field incident on (1) a leng, thin void, either planar or cylin-
drical, with the long axis in the direction of the electric field;
{2) a long thin void, either planar or cylindrical, with the long
axis perpendicular to the electric field; and (3} a spherical void.
Cases (1) and {2) form easily at an interface between dissimilar
materials, while case {3) can arise due to gassing. If the void
region is air at ambient temperature and pressure, the elec-
trical breakdown strength is E, ~ 3 kV/mm. Fields above Ej

fe fe fe

E E, E,
{a) {b) {3

Figure 29. Three void orientations versus electric field in dielectric
medium.



will result in spark discharges. The maximum external electric
field outside the void can then be calculated that would keep
the voidage electric field below E;.

Long Thin Void Along Electric Field, Because the tangential
component of an electric field is continuous across an interface,
the electric field

E =F, (61)

This result is valid for planar and cylindrical voids.

Long Thin Void Perpendicular to Electric Field.

Planar Void. For highly insulating dielectrics with dielectric
relaxation times (r = ¢/a} much greater than the time scales
of a quench, the normal component of the electric displacement
field, D = ¢E must be continuous across an interface. Thus

¢B, =B, — ¢E, = —E,
€5

(62)

The higher the dielectric permittivity of the insulation sur-
rounding the void, the lower the applied electric field must be
to keep E, < E,.

Cylindrical Void. In the ahsence of any volume charge in
a uniform permittivity dielectric, Laplace's equation can be
solved in cylindrical coordinates for the electrical field inside
and outside the cylindrical void:

E-2—Eji, O<r<R
€+ €g
- R ey - e) .
=:Ea 1 Y -
E [ + 5 (Eo+e}coswz (63)

RQ(ED —€) :
f1_Fleo-e . .
( TP Sm(p:‘a)] r=R
The internal electric field is purely x directed, while the exter-

nal electric field has the applied uniform electric field plus a
line-dipole field. To avoid hreakdown in the cylindrical void

€

2

E, < E {64)

€ +¢€p

Spherical Void. The general form of solution to Laplace’s
equation in spherical coordinates for a uniform z directed elec-
tric field is

= (Ar+ -}3:;) cos (65)
r

The total electric field inside and outside the cylindrical void is

3¢ —

E= ]
2¢ + € Eal:

O0<r<R

E (€5 — €)
r3 (2e + &)

R (eg—e)y . -
r—am) Slnglg} r=R

E:Ea[(uzz (66)
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) cos Gi,
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Table 5. Dielectric Constant ¢

Material Dielectric Constant (g /e,}
Kapton polyimide film 120CI-1 3.5

Kapton polyimide film 135RCI 3.8

G10-CR 4.9-5.0
Gl1-CR1 5.1-5.2

The internal electric field is purely z directed, while the external
electric field has the applied uniform electric field plus a point
dipole field. To avoid breakdown in the spherical void:

(67)

Dielectric constants of some widely-used solid insulations are
listed in: Table 5.

The electric field multipliers for other commenly found void
shapes are listed in Table 6.

The multipliers for laps and voids in corners are typical val-
ues, based on numerical analysis.

A conservative way to look at the design rules for solid insu-
lation would be to design sa that partial discharges in the solid
insulation were impossible, irrespective of the partial pressure
in the insulation voids. As an example, in a superconducting
magnet, the worst gas and the most likely gas to have a par-
tial pressure is helium, whose Paschen minimum is 160 V.
Adopting 2 kV/mm as a typical allowable for glass-epoxy and a
geometry/dielectric constant mismatch multiplier of 2, this de-
sign rule would then put the burden on the mechanical design
to assure that the largest possible void in the solid insulation
would be

V schen min 160V
dmax\allnwab]e = Faschen = = 0.040 mm (68)
Emax.aﬂuwab]eﬁnu!t 2 £V x2
mm

For example, if a conduit with a slip-plane wrap bowed in
10 pum, this would be acceptable, since breakdown of helium
would still be impossible,

Stray Coil Capacitance

The turn-turn and tayer-layer voltages across a winding pack
are not exactly equal, even in the absence of any resistance.
The turns in a winding pack don’t all link exactly the same
amount. of flux, particularly in multicoil systems. The peak-
average ratios in coil systems we have investigated were in
the range of 1.1-1.3:1. A more serious, but avoidable, prob-
lem comes from the possibility of overvoltages due to dis-
tributed capacity charging of the winding pack. There is

Table 6. Electric Field Multipliers for ¢ = 3

Insulation System

Shape Multiplier
Infinite plane or cylinder, parallel to field 1

Infinite plane, transverse to field 3
Infinite cylinder, transverse to field 1.5
Sphere &7 = 1.286
Cusp/erescent {debonding at a rounded corner) 1.6-1.7
Triangle {e.g., epoxy/kapton lapping) 1.6-1.8
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Figure 30. Distributed capacitance/
inductance network model of a winding
pack and ground insulation.

a distributed capacitance between every turn of the wind-
ing pack and to ground, as illustrated by the circuit model,
shown in Fig. 30. Mutual capacitance to nonadjacent turns is
neglected.

The peak local electrical field is higher than what would be
predicted considering only the coil resistance because of stray
coil capacitance in the insulation. The voltage enhancement
factor is a function of «:

)

o= -C—z (69)

where C, is the shunt capacitance to ground and C; is the se-
ries capacitance, For fast rise times and large values of o, half
of the terminal voltage can appear between the first two turns
of the coil. Measurements on the POLO coil {55) and analyses
at Karfruke (KfK) and M.LT. showed that large voltage en-
hancements could be avoided, if the voltage rise time were long
enough. This is a tradeoff, since switch losses or counterpulse
circuit size is proportional to the voltage rise time. Optimization
of the cost/performance trade can he done for a specific design,
using commercial circuit codes. However, since the ringing time
is primarily a function of conductor size only, analysis indicates

that it is safe over a broad range to limit the voltage rise time
te >100 us, if the conductor is <5 cm sqnare.

Tracking Along an Insulating Surface

Tracking is the leakage current due to the formation of a con-
ducting path across the surface of an insulation. In most cases,
the conduction results from degradation of an organic insula-
tign. The conducting film is usually moisture from the atmo-
sphere absorbed by some form of contamination, such as dust.
Tracking does not depend upon Paschen breakdown and can
occur at well below 100 V in air, while a gaseous discharge
in air cannot exist below 380 V. Degradation of the insula-
tion is caused by heat from tracking, which either carbonizes
or volatilizes the insulation. This implies that insulations in
helium or vacuum at liquid helium temperatures should be
more immune te tracking than magnets in air, because of
the absence of chemical reactions. Carhonization resulfs in &
permanent extension of the electrodes and usually takes the
form of a dendritic growth; but erasion of the insulation also
oceurs.

Configurations for which tracking is particularly impoertant
are those where a high voltage conductor emerges from an
insulated lead. Generally a conducting electrostatic shield or
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Figure 31. Tracking at high voltage lead termination.

ground plane will surround the lead insulation, but will be ter-
minated at some point, leaving a tracking path along the sur-
face of the lead insulation from the end of the ground plane to
the conductor itself. The electric field is enhanced at the end
of the electrostatic shield in this configuration, and can lead to
local ionization which effectively extends the ground electrode,
due to space charge, and reduces the useful length of the track-
ing path, such that the discharge advances along the surface
toward the lead, with eventual flashover. Figure 31 illustrates
tracking at a high voltage lead termination.

Common practice is to utilize a stress cone (a specially
shaped electrode) or a stress grading material or coating on
the surface of the lead insulation just after the termination of
the conducting electrostatic shield. The effect of the stress grad-
ing is to reduce the maximum field gradient based on the non-
linear voltage versus current characteristic of the stress grad-
ing material. Silicon carbide is a commonly used material for
stress grading, and is available in tape and paint binders. Heat
shrinkable stress grading tubing is also available, and is nor-
mally used in the termination of high voltage cables. This ma-
terial could offer a solution to the problem of temporary stress
grading during test, when the termination of high voltage leads
is not in its final configuration.

Yet another technique is to cover the entire termination in
an insulating jacket. The effect is to contain the areas of high-
est stress in a salid dielectric, and to increase the tracking
path length that must be taken by a discharge which would
directly connect the high voltage electrode with the ground
electrode.

To the extent that the high voltage conductors can be fully
insulated and enclosed by an electrostatic shield, the track-
ing problem in the near vacuum environment can be avoided.

Insulating
tube Grounded
HV piping / / piping
—=——=—+ Coolant
Insulation

Ground plane

(a)

Insulation \
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However, the high voltage conductors such as the main high
current leads and any instrumentation (e.g., voltage tap) con-
ductors must eventually emerge from the insulation.

The helium supply lines which must bridge the gap between
the high voltage conductors and ground present another po-
tential tracking path. Considering a configuration consisting
of a metallic pipe emerging from the main conductor which
delivers the coolant to an insulating tube, which in turn con-
nects to a grounded metallic pipe associated with the man-
ifold. Tracking on the outer surface of the insulating tube
could be a problem, particularly in the cryostat vacuum en-
vironment which can be compromised by helium leaks. This
problem can be solved by encapsulating the region of tran-
sition from high voltage, through the insulator, to ground,
in a solid dielectric contained within an electrostatic shield.
In this case the path which would otherwise be available
for tracking, and the entire region subject to electric stress,
can be fully contained in solid insulation, as illustrated in
Fig. 32.

Experimental Basis for Tracking Allowables. Migliori, Scher-
mer, and Henke (56) measured dielectric tracking fields in lig-
uid helium for four gaps in a G-10 circuit board. The minimum
tracking strength that they measured was 13.7 kV/mm at 0.48
mm. They reported that the cleanliness of the sample, that is,
whether it was abraded with copper or wet-wound with meta)
inclusions, made little difference in the tracking strength. They
also reported that the breakdown field declined as d=°2 and
that the tracking strength was that of helium vapor, rather than
that of liquid helium. This is a somewhat misleading conclu-
sion, because the tracking strengths that they measured were
similar to those measured earlier by Haarmon and Williamson
{57) in liguid helium, and orders of magnitude superior to Haar-
mon and Williamson’s measurements in gaseous helium. The
earlier experiment reported nearly identical tracking break-
down fields for paper phenolic, polyethylene, nylon, and teflon.
Their measurements of the tracking strength for series of five
60 kV, 500 ms, half sine-wave pulses with descending gap are
shown in Table 7.

For design purposes, the relevant numbers are those for
gaseous helium at 4 K and 293 K. Fortunately, the temperature
sensitivity is rather small, varying only a factor of two at most
over a temperature range of 75:1. A factor of four safety margin
would imply that tracking should be limited to 100 V/mm (2.5
V/wmil}. Designs have been identified with tracking fields in the
range of 60 V/mm to 200 V/mm.

Insulating Grounded
tube ini
HV piping N\ el

| —— s ]
Coolant

Ground plane
{b)

Figure 32. Avoidance of tracking with full-insulated coolant connections. {a) Tracking at coolant

connection. (b) Fully insulated ccolant connection.
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Table 7. Tracking Strength for 60 kV Pulse Waveforms (kV/cm)

Pressure LHe GHe GHe LN2 GN2 GN2

Material {atm} 4 K 4 K 203 K TTK TTK 293 K
Mylar 0.9 79 <3.6 29 168 39 4.7
1.6 79 28 139 i 6.8
Paper phenolic 0.9 95 4.3 2.3 158 32 4.3
i6 118 4.3 3.3 189 39 7.9
Polyethylene 0.9 118 38 2.6 158 30 5.9
1.6 158 a9 27 236 59 7.9
Nylon 0.9 79 3.9 20 158 47 4.7
16 118 3.9 2.0 236 59 7.9
Teflon 0.9 95 2.8 79 43 4.7
1.6 158 3.1 158 53 7.9
Permalin 0.9 68 2.2 118 30 4.7
1.6 79 2.8 158 68 7.9

Electrical Design Allowables

For design purposes, typical electrical design limits in a cryo-
genic environment are summarized in Table 8.

Breakdown Due to Helium Leaks

High voltages can be maintained over short distances in a good
vacuum. Typically, in the cryostat surrounding CICC and pot-
ted magnets, or the vacuum tank surrounding pool-boiling mag-
nets, a vacuum of 1079 to 10-% torr can be maintained. In vac-
uum systems, where residual gas density is low, the breakdown
voltage is to the left of the Paschen minimum. Therefore, elec-
trical integrity within the cryostat can be compromised by he-
lium leaks into the vacuum space. Helium leaks can be caused
by diffusion through welds in a conduit, helium feed stubs, and
feedthrough seals. If there is a gas leak, the gas density in-
creases and the breakdown voltage is lowered toward the min-
imum, which could lead to a spark discharge. This is the usual
situation in cryestats and junction boxes, where leaks from he-
lium coolant lines or extraction of sensor wires are difficult to
suppress completely. Irmisch has eonfirmed low voltage break-
down in helium gas at cryogenic temperatures and low pres-
sures {58}, simulating the effect of a helium leak into a vacuum
space with a 10 mm gap. At 6 K, the Paschen minimum was
240 V, instead of the classic minimum of 160 V.

Leaks are suppressed by the avoidance of nonwelded seals,
design layouts that permit field repair of leaks, and vigilant
leak detection at room temperature and at cryogenic tempera-
tures. Some rules of thumb for leak rate testing are that the leak
rate at 1 atmosphere and room temperature is approximately
1000 times better than the leak rate at 10 atmospheres and
4 K. A state-of-the-art measurement, using mass spectrometry,

Table 8. Typical Electrical Insulation Sizing Rules

Design
Type Units Criterion
Flashover along insulating spacer in helium V/mil 5-7
Vimm 100-300
Tracking along insulating wrap V/imil 1.5-5
Vimm 60-200
Breakdown through epoxy V/mil 50-150
kVimm 1.5-6
Breakdown through kapton wrap Vimil 125-500
kV/mm 5-20

might test helium stubs down to leak rates of 10~ torr-L/s at
roam temperature, corresponding to ~1077 torr-L/s at 4 K.

It is generally acknowledged that quality assurance alone
won't guarantee an absence of electrical discharges in vacuum,
because of the difficulty of guaranteeing zera leaks and because
of the deleterious effects on breakdown of modest transverse
magnetic field. Three design ideas have been proposed that can
decrease the probability of discharges by several orders of mag-
nitude: (1} grading of the insulating ground planes, (2} the use
of a guard vacuum, and (3) the use of insulating beads.

1. The use of graded ground planes around all insulating
surfaces has the greatest generality as a design concept.
If all metallic surfaces that are facing each other with
high potential differences are insulated, then there can’t
be an arc between those surfaces acting as electrodes; al-
though there could still be partial discharges that would
gradually degrade the insulation. However, if each insu-
lating surface or wrap has a ground plane, the resistance
of the ground plane can be graded, so that the insulating
ar ground plane surfaces facing each other never have a
potential difference greater than 160 V. In this case, no
combination of pulsed fields, capacitive charges, or helium
pressures can cause a breakdown.

2. The use of a guard vacuum around a winding pack ¢an be
very effective, where space constraints aren’t significant,
as in the Mirror Fusion Test Facility-B (MFTF-B) coils
(569). The secondary vacuum space greatly decreases the
probability of a leak intc the cryostat by requiring two
series independent leaks in the coil case and the guard
vacuum shell. It can further lessen the possibility of op-
erational problems by the use of independent on-line leak
detection and/or differential vacuum pumping. In MFTF-
B, it also had a fringe benefit of being used as an auxiiiary
helium channel to reduce thermal stresses in the winding
during cooldown.

3. Fast and Hart (60) have shown that filling an evacu-
ated box for power feedthroughs box with glass beads in-
creased the Paschen minimum voltage and increased the
pressure at the Paschen minimum, as shown in Fig. 33.
Testing in helium as a function of pressure from 1 Pa to
0.13 MPa (1075 to 1 atm) at room temperature, 77 K, and
4.2 K in helium, they found that the minimum breakdown
voltage across a 4.8 mm gap was increased by more than
a factor of 10 at all three temperatures. Insulating beads
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Figure 33. Paschen curve for helium. (a} Measured in uniform gap
and (b) measured in gap with and without glass bead particles [Fast
and Hart {60)].

could be used to raise the Paschen minimum by an order
of magnitude, either in evacuated spaces, such as junc-
tion boxes, or in high pressure chambers, such as helium
isolators with filters.

CASE HISTORIES

The majority of actual failures to protect superconducting mag-
nets have had little relation to the design principles described in
this chapter. Errors in operation have accounted for more fail-
ures than errors in fabrication, and errors in design have been
less important than either. Several studies and workshops have
addressed the problems of real-life magnet protection (61).

Operational errors causing magnei component failures have
ncluded:

* Bypassing pratective circuits or not replacing them when
they fail

Wiring magnet or instrumentation leads backwards
Interpreting anomalous or changed sensor readings as in-
dicators of interesting experimental phenomena, instead
of burnout

-

Poorly written, long and boring operating instruction man-
nals, with incorrect or ambiguous instructions; the ignor-
ing of instructions

-

Absence of routine inspection and replacement of compo-
nents with finite lifetimes

Energization of coils in an incorrect sequence {the classic
error is energizing an outer solenoid and crushing an inner
solenoid with no strength in radial compression through
induced diamagnetic currents)

* Increasing current when critical properties proved to be

better than expected, leading to burnout of vapor-cooled
lead
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* Unattended dewar operation leading to ice blocks, causing
overpressure in the dewar

+ Removal of a rubber stopper in a dewar, leading to inade-
quate vapor flow to the leads; failure to monitor lead gas
flow or voltage drop

Manufacturing QA problems that led to coil or prototype
failure included:

* Helium leaks at fittings

* Voids at the conductor/monolith interface leading to me-
chanical rupture of the conductor

* Small metallic slivers being sprung from a conduit by the
tube mill

* Metallic inclusions in an open, pool-boiling magnet causing
turn-turn shorts and arcing

* Insulation tearing during winding, especially of kapton

* Joint installation without solder

* Weld contamination due to contamination by injected
polyurethane spacers

* Turn-turn short due to mechanical abrasion of insulation
during transportation and installation

* Vacuum leaks through mechanical (i.e., nonwelded) seals

« Exposure of Incoloy conduit to oxidants during heat treat-

ment, leading to stress aggravated grain boundary oxida-
tion (SAGBQ) cracking

Reliability problems caused by inadequate redundancy in the
design of the protection tircuits have included:

* Dump circuit interrupters failing to clear

* Power supplies failing to shut down on receiving a correct
trigger signal from the protection circuit

* False positive dump signals leading te arcing

* Programming error in a programmable logic controller
leading to deliberately applying overcurrent to the coil.
Same problem with overvoltage

+ Arcing in a dump resistor causing a dump that was too
slow

Structural design errors have included:

* An overly complex load path causing structural failure of
a brittle, aluminum primary structure

* Inadequate mechanical protection of sensor insulation

* Inadequate mechanical support of leads, causing lead
shorting or arcing

* Peeling of solder lap joints from ends, neglecting strain
incompatihility

SUMMARY

Superconducting magnet protection during a quench is an im-
portant but special case of the larger problem of magnet pro-
tection against structural, electrical, and thermal failures. The
usual method of guaranteeing protection is to build conser-
vative magnets with more structure, stabilizer, and supercon-
ductor than they need. The techniques of providing adequate
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conservatism in the design of magnet protection circuits,
quench detection, protection criteria, quench prepagation mod-
eling, and electrical integrity have already been described.
However, experience with magnet failures suggests that new
design approaches may he more successful in the future,

In most cases, redundancy should be favored, where possi-
ble, as a method of guaranteeing reliability, over just adding
more material, because of its ability to multiply low probabili-
ties of failure, Redundant techniques include the use of in se-
ries, independent interrupters; paralleled independent quench
detectors and paralleled independent cowound heaters. It also
includes the use of leak-tight welds and guard vacuums, insu-
lation systems with no voids below the Paschen minimum and
long discharge or tracking life, and simultaneous use of signal-
noise improvement techniques, such as selecting the best spot
in the cable for a cowound sensor, differencing, and filtering the
optimized signals.

Given the certainty that data processing will continue to
improve more rapidly than magnet technology, future magnets
are likely to concentrate on using redundancy and intelligent
signal processing in order to improve performance and relia-
hility simultaneously. Smart interlocks should check for wiring
errors, while simulators check and calibrate sensors. Reviewed
projects must adept more stringent review standards, insist-
ing on a complete design of the protection system, not only
of the magnets, but also the leads, bus, and instrumentatton
feedthroughs. The goals of these improvements would be to
achieve orders of magnitude decreases in the probability of fail-
ure to detect a quench rapidly, to successfully interrupt current
in a magnet, and to simulate and adequately predict the abil-
ity of quench propagation to absorb magnet energy without
damage.
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SUPERCONDUCTIVITY: CRITICAL CURRENT

In the application of superconductors, the superconducting crit-
ical current density is often the most important parameter in
the design and engineering of practical devices. The reason is
that the majority of applications for superconducting wires in-
volve building electromagnets, which develop their magnetic
field by virtue of the number of ampere-turns in the magnet
winding. Examples of electromagnets presently in the mar-
ketplace include magnetic resonance imaging (MRI) magnets;
high field research magnets; beam-bending, focusing, and de-
tector magnets for high-energy physics research; superconduct-
ing energy storage systems; and superconducting motors and
generators {1). As the eritical current density of the supercon-
ducting wire increages, the achievable magnetic field increases,
and the amount of superconductor needed for constructing the
magnet decreases. Thus, there is a direct driving force to in-
crease the critical current density of superconductors for mag-
net applications.

As with the critical temperature (T} and critical magmetic
field (Hcy), the eritical current density (J¢) marks the limit
of the superconducting state. For direct current (dc) densities
less than the J¢, the current is carried without resistive losses,
and thus ne power input. For current densities greater than
Jo, & voltage develops along the superconductor, and the zere
resistance condition breaks down.

The T and Hge, which are both determined by the chem-
istry and physics of the superconducting system, are relatively
unaffected by the processing of the superconductor. The same
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15 not true for the J¢, which can be radically changed within a
given superconducting material by varying the fabrication pro-
cess and therefore the material’s microstructure. For example,
within the Nh-Ti alloy system, once the composition of the alloy
has been chosen, the T and He; are essentially determined.
However, by varying the metallurgical treatments of the alloy
as it is processed into wire, it is possible to vary the J¢ by factors
of 1000 or more (2,3). The potential for controiling the critical
current density through processing provides materials science
researchers with hope for improving the properties of technical
superconductors.

In describing the theory of critical current density in super-
conductors, it will be useful to consider two length scales. The
first is the London penetration depth A, which is the distance
over which an externally applied magnetic field penetrates into
a superconductor. This is essentially the distance over which we
expect to see large changes in the magnitude of the magnetic
fields inside the superconductor. The second length scale is the
coherence length &, which is the distance over which the su-
perconducting order parameter (or alternatively, the density of
superelectrons) varies.

In the Ginzburg-Landau theory of superconductivity, the ra-
tio of the penetration depth to the coherence length is called the
Ginzburg-Landau parameter «, where x = i /t. The Ginzburg—
Landau parameter distinguishes between the two broad classes
of superconducters; type I, for which « < 1/ /2, and type 11, for
which « > 1/ /2. The high critical current density supercon-
ductors are all type Il materials, and « is quite large for many
of these materials, on the order of 50 or so.

The remainder of this article describes the measurement of
¢, the basic theory of critical currents in type I and type 11 su-
perconductors, the flux-line lattice and flux pinning, and ther-
mal effects in determining the Ji. As an overview of a large and
complex subject that has occupied many researchers, this arti-
cle cannot be complete. For a more detailed discussion of gen-
eral superconductivity, see texts by Rose-Innes (4), Tinkham
{5), and especially Orlando (8) for an excellent presentation
from an electrical engineering perspective. Detailed surveys
of flux pinning and critical current density may be found in
the monographs by Campbell and Evetts (7), and Ullmaier (8),
which form the basis of much of the discussion following. Al-
though the majority of the references and discussion uses exam-
ples from low-temperature superconductivity (LTS}, the princi-
ples described are also equally applicable to high-temperature
superconducting {HT'S) materials,

THE RESISTIVE MEASUREMENT OF CRITICAL
CURRENT DENSITY

The critical current is usually found by a simple four-point mea-
surement, using the change in the resistance of the sample to
determine the transition between superconductivity and nor-
mal conductivity (see Fig. 1). The sample, a long coil of wire,
is placed in the bore of a high field electromagnmet, and a de
current is passed through it. The voltage along the length of
the superconducting wire is measured. A zero voltage indicates
superconductivity, whereas a nonzero measurement indicates
resistive dissipation and loss of superconductivity. This “resis-
tive” measurement technique may be used to measure critical
temperatures by passing a small constant current, varying the
sample temperature, and measuring the sample voltage. It can

Sample Voltage
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Figure 1. Schematic of the resistive measurement of the critical cur-
rent density. The superconducting sample in the center of a high mag-
netic field solenoid produces a voltage when the current exceeds the
critical current. The plot shows the ViI) characteristic of the supercon-
ducting wire. The critical current I is defined at the appearance of a
measurable voltage.

also be used to measure the critical magnetic field Heo of type
1I superconductors by varying the magnetic field on the sam-
ple. Of more concern to the present discussion is measuring
the critical current I¢, This is done by holding the samptle in
a constant magnetic field and increasing the current through
the superconductor until a voltage increase is measured (see
Fig. 1}. In this way the critical current is determined.

As the current is increased through the superconducting
wire, the voltage along the wire slowly increases from zero un-
til a rapid increase oceurs near the critical current, If the V(I
characteristic is measured over a large enough voltage range,
the curve looks like that shown in Fig. 2. Early experiments (9)
showed that the V() characteristic at high currents becomes
linear, and the resistivity depends on the applied magnetic field,
roughly following

= ( H ) (1)
oy = He P

where p and p, are the high current resistivity (flux fow re-
sistivity) and normal state resistivity of the superconductor,
respectively. This linear region at high currents is called the
“Aux-flow” regime for reasons that are described following.
Eventually, the increasing power dissipation due to the flux
flow resistivity causes the temperature of the superconductor
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Figure 2. Schematic of the voltage versus current measurement of the
critical current of a superconducting wire as a function of the applied
magnetic field. The zero voltage points have been offset for elarity. As
the field increases, the critical current decreases, and the high current
slope pgr increases,

to rise above T and there is a phase transition to the normal
state (Fig. 3). An important point to note is that within the flux
flow regime the sample is still superconducting, though it is no
longer in the zero dissipation (or zero resistance) condition.

Empirically it has been found that the shape of the V(J}
curve at low voltages (well below the linear flux-flow regime)
can be described by a power law

(D= K(Ii) @

¥

so that a plot of logV versus logl from the I measurement
vields a straight line whaose slope is sample-dependent and also
depends on the applied magnetic field (10). Recent measure-
ments on high temperature superconducting (HTS) materials
also show this power law behavior. Typically HTS materials
are measured over a much larger range of current and voltage
than is usual in the LTS materials (11,12).

Over the years of development of LTS wires, it has been
empirically determined that larger slopes of the log V versus

@
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Figure 8. Schematic of the fuil V{I) characteristic of a superconduct-
ing wire. At low currents the superconductor exhibits zero resistance
and zero voltage. At the critical current there is a transition into the
flux-flow regime, and the voltage increases. At larger currents, chmic
heating causes the temperature to rise above the critical temperature,
and the sample thermally runs away to the normal state resistance
behavior.
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log] plot were correlated with higher current density or higher
“guality” superconduecting wires. This siope has come to be
known as the “n-value” of a wire and is commonly reported
by LTS wire manufacturers. Values of n between 40 and 100
are generally considered to indicate good quality wires. From
Eq. (2) one can see that, as the n-value for a wire increases, the
transition from the zero resistance state to the flux flow state
becomes steeper and narrower.

Because of the gradual transition from zero voltage to the
linear flux-flow regime, the critical current is usually deter-
mined by using a standard measurement criterion. For many
years magnet designers preferred a constant resistivity crite-
rion, for example, p = 107'* Q-m. A line is drawn on the V{I}
data plot with a resistive slope corresponding to 107!* $-m,
based on the dimensions of the sample, The intersection of this
line with the V{I) measurement is the critical curvent f.. Be-
cause the V{I) characteristic is curved, the measured value of
the I depends on the criterion used, so this information must
be provided along with the measurement value. Historically,
the 10~ Q-m criterion has been used by magnet designers
because it was found that early superconducting magnets ther-
mally ran away to the normal state (quench) at a magnet resis-
tivity of about 10~ Q-m. A second commeonly used eriterion is
the constant electric field criterion, in which the I is given by
the current at which the V{I) measurement exceeds a constant
electric field value, for instance, 10 ¢ V/m.

It is important here to draw a distinction between the critical
current f¢;, which has units of amperes, and the critical current
density J, which has units of amperes per unit cross-sectional
area. The fundamental property of the superconducting state is
the J¢, whieh is the maximum current per unit cross-sectional
area of superconductor that is carried without resistive losses.
The oJ¢ is determined by measuring the critical current I of
the specimen and dividing by the cross-sectional area of the
superconductor: J; = Io/A.

An additional definition of importance is the engineering J;.
which is defined as the maximum transport current per unit
cross section of supereonducting wire. Most technological su-
percanductors are fabricated as a composite of superconducting
and normal metal for thermal and mechanical stability (1,13).
For the magnet designer, the engineering J (sometimes ab-
breviated as Ji) determines the available current in the mag-
net windings. The distinction between .J and Jx is especially
important when magnet designers are working with super-
conducting composites in which the superconducting area is
a small fraction of the total wire cross section, as in tape com-
posites and many early HTS wires,

It is also worthwhile at this point to describe the difference
between transport currents and shielding currents. Supercon-
ductors placed in a magnetic field exclude some or all of the
magnetic flux from the bulk of the superconductor (known as
the Meissner—Ochsenfeld effect). For this exclusion to occur,
shielding currents flow on the surface of the superconductor
such that the magnetic field produced by the shielding currents
apposes the applied field and cancels it out. In general, the
shielding currents flow in loops that are closed entirely within
the superconducior. In contrast, transport currents are those
currents applied from outside the superconductor using exter-
nal current sources. The transport currents are the currents
used to produce magnetic fields in the superconducting mag-
nets and to make the resistive measurements of the critical
parameters of superconductivity.
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With this basic understanding of how the .Ji- is typically mea-
sured we can begin to discuss the physical mechanisms limiting
Je in practical materials.

ULTIMATE LIMITS TO fc: THE DEPAIRING CRITICAL
CURRENT DENSITY

In the Bardeen-Cooper-Schrieffer theory of superconductivity,
the charge carriers are pairs of electrons bound together by a
positive electron—-phonon interactive force. The bonding energy
of the superelectron pair at zero kelvin is denoted as the energy
gap A{0). The critical temperature can be determined from the
energy gap as the temperature at which the thermal excitation
energy kT is equal to the energy gap bonding the superelectron
pair together. More rigorously this relationship is

2A(0) = 3.54T: (3)

The superconductivity stops because the thermal energy is suf-
ficient to “depair” or “decouple” the superelectrons.

Similarly, the thermodynamic critical magnetic field Hc at
zere kelvin can be determined from the energy gap by using
the magnetic free energy difference hetween the normal and
superconducting states:

1 1
gHoH = SNep) A0) (4)

where Nieg) is the density of states at the Fermi energy and
i, 18 the permittivity of free space. Thus, the critical magnetic
field is that magnetic field for which the magnetic energy is
large enough to break apart the electron pair.

In a similar approach to the arguments used to estimate T
and H¢, one would expect that there is an ultimate critical cur-
rent density limited by the kinetic energy of the superelectron
pairs in a transport current. When the kinetic energy of the
electrons exceeds the energy gap, the pairs break apart and be-
come normal (resistive) charge carriers. The kinetic energy of
the superelectrons can be written as

P 2
KE = (m;“} = % ~ 2A(0) (5)

where mis the effective mass of the charge carriers (in this case
m = 2m,, two times the mass of an electron), and vy and pg are
the Fermi velocity and momentum, respectively.

The current density produced by these charge carriers is
given by

J = gn.v = Zenrp (8)

where g is the charge of the current carrier (= 2e for electron
pairs} and ng is the density of superelectron charge carriers,

The depairing critical current density can be found by com-
bining Eqgs. {6) and (6}

_ 10en,A(0)
r

o (7

Orlando {8) derives an equivalent form of Eq. (7} from

Table 1. Theoretical Depairing Critical Current Density”

Superconductor A, nm £ nm Jp, Alm?®
NbTi 300 4 2 x 108
Nb,Sn 65 3 8 x 10
YBa,Cu 0 {ab plane) 30 3 4 % 104
YBa,Cu,0 {¢ plane) 200 0.4 6 x 10M
? Caleulated using Eq. (8) for several important superconductors.
Ginzburg-Landau theory as
da
(8)

b= 3+/37 por2E

where i and £ are the penetration depth and coherence length,
respectively, and ¢, is the magnetic flux quantum. Using either
Eqs. (7) or (8) we can calculate the depairing critical current
density shown in Table 1 at zero kelvin and zero magnetic field
for several superconducting systems.

As can be seen from Table 1, the depairing critical current
densities are quite large, especially when compared with the
typical current density in standard copper household wiring
of about 107 A/m® The superconducting materials shown here
have theoretical critical current densities at least 10* times
larger than copper. It is because of these large values of crit-
ical current density with no resistive losses (and therefore no
power dissipation) that superconductors are so important in
large electromagnet applications (1).

It should be remembered that the values of Jp listed in Table
1 are calculated for zero kelvin and zero magnetic field, and in
practice these conditions do not hold. In fact, these values of cur-
rent density have never been reached because of other practical
limitations. One of these limitations is the self-field produced
by a wire carrying a transport current. As the transport cur-
rent through the wire is increased, the self-field at the surface
of the superconductor increases. At some point, the magnetic
field due to the transport current becomes equal to the critical
magnetic field of the wire, and the superconductivity breaks
down. This mode] of the practical limit to J; is know as Sils-
hee's hypothesis (14), and is usually applied to find the critical
current limit of type 1 superconductors.

Of greater technological importance than the Silsbee limit
in type I matertals is the limitation of the J; in type II super-
conductors because type Il superconductors display supercon-
ductivity up to larger magnetic field values than type I super-
conductors. To understand the factors limiting the J; in type
II materials, it is necessary to review the magnetic properties
of these superconducters and introduce the concept of the flux-
line iattice.

THE MAGNETIC FLUX LINE LATTICE

The principal difference between type I and type Il supercon-
ducting materials lies in their response to an applied magnetic
field. Type I superconductors exclude an applied magnetic field
from the body of the superconductor up to the thermodynamic
critical field Hc. To exelude this magnetic flux, a shielding cur-
rent ig established on the surface of the superconductor that
flows in a direction so as to produce a flux density equal and
opposite to the applied field. This surface current flows in a
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Figure 4. The magnetic behavior of type I
and type Il superconductors. Type I super-

= = 1 .
7 T : | conductors exclude the applied field from the
- Q "
g & | sk : e etk : 5 bulk of the superconductor by producing a su-
= = state | i 2 percurrent on the surface to cancel the ap-
= = I g plied field, yielding the magnetization versus
e 2 15 field plot shown in {a}. Type II superconduc-
= g 12 i
g = : tors exclude the applied field up to a lower
[ 1 i critical field Hcp and then allow the field to
= 1 enter the bulk as flux quanta ¢, until the
H Hg : He itical field Hcg is reached (b). At this
Applied field, Hy © « Applied field, H c2 uppercn C2 15 Tea¢ '
PP Ied[alle & PP b) % point the superconductivity is destroyed by

surface layer whose thickness is equal to the magnetic pene-
tration depth A. The magnitude of the surface current can be
found by using Ampere's law which states that the spatial vari-
ation in the magnetic field is proportional to the current density
flowing:

VxH=J 9

where both H and f are vector quantities. For the one-
dimensional case of a semi-infinite slab of type I superconductor
in the ¥y — —z plane, and an applied field H, parallel to the slab
in the z-direction, Ampere's law becomes

dH, jdx = J, (1
Because the magnetic field decays over a length J into the su-

perconductor, we know that the applied field and the shielding
current density are related approximately as

B _

I

J, (11)

As the magnitude of the applied field increases, the magnitude
of the current density increases to shield the superconductor
from the field. The maximum current density is obtained when
the applied field at the surface of the type I superconductor is
equal to H¢, in which case Jyax = He/A. This shielding current
density is the same as the depairing current density described
by Egs. (7} and (8).

The shielding currents in the type I superconductor effec-
tively provide a diamagnetic magnetization, M = —-H,, as
shown in Fig. 4(a), called the Meissner—-Ochsenfeld effect.

For type 11 superconductors, the magnetic response is some-
what different. Up to a lower critical field Hc,, the magnetic
response of type 11 superconductors is the same as that of type
I and shows a full flux expulsion, with M = —H, (see Fig. 4h).
In this region, the superconductor is said to be in the Meiss-
ner state. For magnetic fields higher than H:y, the magnetic
free energy balance of the superconductor makes it energeti-
cally favorable for the magnetic field to enter the bulk of the
superconductor. As the magnetic flux enters the bulk supercon-
ductor, it breaks into quantized units of flux ¢, variousiy called
the flux quantum, fluxon, ftuxoeid, flux vortex, or flux line. The
flux quantum has a magnitude of ¢;, = 2.0679 x 10~ T-m?2.

The individual flux quanta, or flux lines, orient themselves
paraliel to the applied field and effectively reduce the magne-
tization of the type II superconductor below that of the per-
fect diamagnetism of the Meissner state. This state of lower

the applied field.

magnetfization is called the mixed state. As the applied field
increases, the number of flux lines per unit area increases in
the superconductor and M approaches zero. Eventually the flux
lines touch one another, and the field inside the superconductor
hecomes equal to the applied magnetic field, driving the mag-
netization to zero at the upper critical magnetic field Hes. The
superconducting material remains superconducting up to large
values of the applied magnetic field (H¢;), and this is one of the
main reasons that the type II materials are used for electro-
magnet applications.

The interaction of the individual flux lines with one another
is similar to that of two parallel bar magnets. Because the ori-
entation of the field in the flux lines is the same, they repel one
another strongly. This causes the flux lines to distribute them-
selves in a periodic lattice to minimize the interflux line interac-
tions (Fig. 5). This periedic structure, called the flux line lattice
(FLL}, was theoretically predicted by Abrikosov (15) using ex-
tensions of the Ginzburg—Landau theory of superconductivity.
Abrikosov found that the lowest free energy configuration for
the FLL is a triangular or hexagonal “crystal.” The FLL has
been experimentally verified in several ways, including mag-
netic particle decoration techniques (16} and diffraction from
the flux line crystal by using the magnetic moment of neutrons
{17). The magnetic decoration technique, in particular, provides
a striking visualization of the periodicity of the flux line lattice,
as shown in Fig. 6.

We can model an isolated flux line as a cylindrical core
of normal-phase material in which the superconductivity has

_ Flux line

==

‘ Superconductor

Applied field, Hy

Figure 5. Schematic of the magnetic flux line lattice in a type II su-
perconductor for applied fields between Hpy < Ha < Hgg. The flux
lines arrange themselves in a trianguiar or hexagonal lattice due to
the inter-flux-line magnetic repulsive forces,
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Figure 6. The magnetic flux line lattice imaged using a magnetic par-
ticle decoration technique. The small scale magnetic particles are at-
tracted to the regions of large flux gradient at the flux line cores and
then can be imaged by transmission electron microscopy. The periodic
triangular flux fine lattice can be clearly distinguished. Reprinted with
permission from H. Trauble and U. Essmann, J. Appl. Phys., 39(9)%
4052-4056, 1968. Copyright 1968, American Institute of Physics.

been destroyed by the magnetic field and which is surrounded
by a circulating supercurrent. The magnetic flux resides within
the core and decays into the bulk of the superconductor aver a
distance of the magnetic penetration depth A (Fig. 7). Within
this range, the local magnetic field strength H is changing, and
therefore, by using Ampere’s law [Eq. (9)], there is a current
flowing in the superconductor. This current is analogous to the
shielding current that flows on the superconductor surface to
exclude the magnetic field. In this case it is a circulating cur-
rent that flows around the flux-line core and has an orientation
and magnitude needed to produce the ¢ of magnetic flux in the
care (Fig. 7). This circulating current is the origin of the name
“flux vortex.”

The cylindrical core has a diameter twice the coherence
length (2£}. The coherence length is the distance over which
the superconducting order parameter |y|? (or the density of
superconducting electron pairs ng) changes from its maximum
value at the core radius to zero in the center of the core (Fig.
7). The field strength in the core can be estimated as the
magnetic flux divided by the cross sectional area of the flux
line:

Heonre = L 5 = Hee

(12)
17y 43

As we introduce more flux lines into the interior of the super-
conductor, the circulating supercurrents of the neighboring flux
lines begin to interact and repel one another, leading to the
periodic structure of the flux-line lattice. The flux density at
any point in the superconductor is found from the number den-
sity of flux lines as B = nu./A, where n, is the number of
flux quanta in the cross-sectional area A. In a homogeneous

J, circulating

current density
ng, density of -~
superelectrons

Fluxon

\ core

l—

B, local field

g
Figure 7. Model of an isolated flux line as a core of normal material
containing the magnetic flux quantum ¢q. The magnetic field falls off
over a distance of 4, the penetration depth. The core has a radius of
£, the superconducting coherence length, and the density of superelec-
trons falls to zero at the center of the flux line core.

type 11 superconductor in the mixed state (i.e., in an applied
field between Hi; and Heg), the magnetic flux breaks up into
flux lines, each containing one quantum (¢,), of magnetic flux
that are periodically arranged in this two-dimensional “crystal”
lattice.

If a transpart current is applied to such a superconducting
wire, where the current flow is along the axis of the wire and the
applied magnetic field is perpendicular to the axis (as shown in
Fig. 8), there is an interactive force between the flux lines and
the transport current. Lorentz’s law for the force on a charged
particte moving through a magnetic field is given by

F . =JdxB (13)

where Fy, is the Lorentz force density acting hetween the cur-
rent of  and the flux density B. The F) has units of newtons
per cubic meter and acts in a direction perpendicular to both
the flux density B and the transport current density J (Fig. 8).

Applied field, Hp

<L
€5

R
SE

Transport
current, JJ

7 7

Lorentz force on flux lines, F_
Figure 8. The orientation of the magnetic field, transport current, and
Lorentz force acting on the flux line lattice. The Lorentz force between

the flux lines and the transport current causes the flux lines to move
across the superconductor.
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Figure 9. The H-T and J-H phase dia-
grams for type II superconductors. At low ap-
plied fields the superconductoris in the Meiss-
ner state. At higher fields the superconductor
enters the mixzed state with the creation of the
flux line lattice (FLL}. As the transport cur-
rent is increased from zero, the Lorentz force
on the FLL eventually causes it to move, caus-
ing flux-flow dissipation and a resistive volt-
age, shown as the dotted line. The supercon-
ducting state does not end until the current
density exceeds the depinning current den-

Mixed state

Temperature Tel0) Mei Heq(0)
elssner

state

The result of the Lorentz force acting on the FLL is to push
the flux lines across the superconductor. The movement of the
flux lines corresponds to a change in the flux density within the
superconducting circuit with time (Fig. 1), and from Maxwell’s
equations for such a case (6),

dB
—-dt—:‘—VXE

(14)
In other words, the moving magnetic flux lines produce an elec-
tric field gradient (or voltage) in the direction of the transport
current flow. As the FLL moves, a voltage is generated that
must be supplied by the external power supply. The conse-
quence of this flux motion is that the superconductor no longer
supports a transport current with zero dissipation, and there-
fore the zero resistance state no longer exists.

It is important here to draw a distinction between the loss
of the superconducting state and the loss of the zero resistance
eondition. As long as the superconductor remains in fields less
than the upper critical field H, at temperatures lower than
T¢ and carries transport currents less than Jp, it is in the
superconducting state. The nenzero resistance oceurs only be-
cause the FLL is moving under the Lorentz force produced by
the transport current and changing the magnetic flux linked
by the superconductor. This is the “Aux-flow” regime described
earlier. If we couid prevent the FLL from moving because of
the Lorentz force, the zero resistance condition would persist
to higher transport currents, effectively increasing the critical
current density.

The bulk pinning force density Fp (N/m?®), is defined for sam-
ples carrying a transport current in a transverse field as the
critical Lorentz force:

Fp=|Fiei=dox B (15}
where J; is the current density at which voltage losses oceur
in the superconductor.

In essence, holding the FLL against the Lorentz force adds
a transition Iine for the change from flux pinning to flux flow to
the phase diagram of the type II superconductor in Fig. 9. The
solid lines represent thermodynamic phase transitions between
the superconducting (Meissner and mixed} states and the nor-
mal state, and the dashed line shows the transition from the
flux-pinning (zero resistance} condition to the dissipative flux-
flow condition.

Applied magnetic field

sity or the temperature rises above T, As flux
pinning increases, the transition to Aux flow
occurs closer to the depairing critical current
density limit.

Heo(0)

Ideally, one would like to move the dashed line up in current
density as close to the phase transition line {determined by .fp)
as possible. This is the goal of the flux pinning discussed in the
next section.

FLUX PINNING

To increase the current that a superconductor may carry with-
out power dissipation, il is necessary to restrain the FLL
against the Lorentz force by “pinning” it in place. There are
several mechanisms by which the FLL may be pinned, and gen-
erally these rely on developing microstructurai features that
interaet with the individual flux lines. Examples of microstruc-
tural features that provide pinning resistance to the Lorentz
force include normal conducting precipitates, inclusions, voids,
and grain houndaries.

The basic theory of flux pinning in type II superconductors
is conveniently broken into three sections. These are basic in-
teractive forces, summation theory, and scaling laws (7,8).

Basic Interactive Forces

The basic interactive forces are the forces between single, iso-
lated flux lines and individual pinning centers. The usual model
for the basic interactive force is that the pinning center must
pravide a spatial variation of the thermodynamic free energy
of the fiux line. This can be visualized as either an energy well
(Fig. 10} or an energy hill. In the case shown in the upper part
of Fig. 10 the flux line has a lower free energy when it sits in
the energy well of the pinning center than it dees in the bulk
superconductor, and thus there is a pinning force holding the
flux line in the well. The pinning force is related to the free
energy by the first derivative with respect to position, so that
the pinning force curve looks like that shown in the lower part
of Fig. 10. The deeper the potential well, the steeper the energy
profile, and the larger the pinning force.

If a Lorentz force is applied to a flux line trapped in this po-
tential well, the flux line moves in the direction of the Lorentz
force until it is balanced by the oppositely directed pinning
farce. Thus the flux line is held in place, there is no flux move-
ment, and Eq. (14) shows that there is no dissipation. The
transport current is carried without power dissipation, and the
zerd registance condition is in effect. Superconducting mate-
rials that pin magnetic flux are sometimes called “hard” su-
perconducters analogous to engineering allays that have been
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Flux line
I, ) %
Flux line | .
energy f
Bulk | Pinning

superconductor center

Pinning
force

Figure 10. The variation in the free energy of the flux line in the
vicinity of a pinning center. The energy well produces a net force on the
flux line centering it in the pinning center and constraining it against
the Lorentz force of the transport current.

mechanically hardened by treatments to pin the movement of
dislocations.

One type of basic interactive force between a single flux line
and a single pinning center is called the core interaction. To
nucleate a flux line within the superconductor, the system must
provide encugh energy to convert the core of the flux line to the
normal state. This energy (per unit length of flux line), called
the condensation energy, is given by the volumetric free energy
due to the magnetic field within the flux line and the cross-
sectional area of the fluxon core as

H? .
Econp = (Hoz £ )HEZ (16}

where H; is the thermodynamic critical field and £ is the su-
perconducting coherence length.

Imagine that the superconductor contains a cylindrical void
of diameter 2¢ and its axis is oriented parallel to the flux-line
axis. Ifthe flux line were centered on this void, the condensation
energy needed to produce the normal core of the flux line would
be saved, and the flux line would see a lower free energy at the
location of the void than it wonld in the bulk, similar to Fig.
10. The result of this free energy change is that the Aux line
requires an increase in its energy per unit length equal to the
condensation energy, Eq. {16}, to move away from the void. Thus
the void acts as a pinning center holding the flux line in place.

As the current density is increased, the Lorentz force on the
pinned flux line increases until it exceeds the maximum gra-
dient of the free energy versus position curve (Fig. 10). At this
point the flux line is free of the pinning center and moves under
the Lorentz force, creating a dissipative loss due to Eq. (14),

There are many different interactions hetween the flux line
and microstructural defects that lead to basic interactive forces
and pinning. The core interaction may be applied to voids and
also to normal conducting precipitates (as in the Nb-Ti system)
or weakly superconducting inclusions, for which there is a spa-
tial dependence of the superconducting condensation energy.
A different interaction that is thought to be important in flux
pinning in single-phase superconductors, such as NbsSn, is the
grain boundary interaction, first proposed by Zerweck (18).

In the grain boundary interactive model, the grain bound-
aries are viewed as strong scattering centers for the normal

Grain boundary

4 E
L 2 reduced
4 =

P 1 < bulk

'
!, electronic
mean free
path !

Flux line core{

Figure 11. The superconducting coherence length is reduced within an
electron mean free path of a scattering defect, such as a grain boundary.
This causes the flux line core to distort so that the volume of the flux tine
changes as it approaches the grain boundary. The variation of the flux-
line energy with distance from the grain boundary causes a pinning
interaction between the flux line and the grain boundary.

electrons in the metal, thereby reducing the mean free path
of the electrons near the grain boundary, When the electron
mean free path [ is less than the coherence length, the echer-
ence length depends on the mean free path as

Eginy = 0.85(81)12 (17)
This is often referred to as the “dirty limit” since the mean free
path of the electrons is much shorter than that of a “clean”
high-purity metal (5).

From Eq. (17), the coherence length is reduced within an
electron mean free path of the grain boundary. The effect of
the change in the coherence length is that as the flux line
core moves closer to the grain houndary, it becomes deformed
{Fig. 11} and changes its volume so that the total energy {con-
densation energy times the core volume) changes with distance
from the grain boundary. The free energy difference with posi-
tion leads to a pinning force, as with the care interactive model.

A more general approach to basic interactive forces derives
from the Ginzburg-Landau theory of superconductivity, which
can be written to show that the variation in the free energy
of a flux line depends on spatial variations of the critical field
and the Ginzburg-Landau parameter «. One version of this
derivation (7} is te write the variation in the free energy of the
flux line due to pinning defects as

2
5E = fu-oHE« [— (%) hrl® + % (5{7) Wfl"] dV  (18)

where ¢ is the unperturbed order parameter of the supercon-
ductor.

From this perspective, any spatial variation in either criti-
cal field {dH o/ Hea) or x (dic/x) produces a change in the free
energy of the flux line that leads to a basic interactive force for
pinning. Examples of pinning defects of this sort include normal
and weakly superconducting inclusions and precipitates, dislo-
cation clusters {subgrain boundaries), and chemical inhomo-
geneities, which produce pinning interactions through changes
in the electron mean free path and therefore affect « through
the coherence length.

A class of basic interactive forces that can be medeled us-
ing “image” vortices to calculate the pinning forces are grouped
together as magnetic interactions. In these cases the interac-
tion between the circulating supercurrents and microstructural
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Figure 12. In the Josephson vortex model the supercurrents sur-
rounding a flux line are distorted as they approach a normal conducting
sheet pinning center. The current spreads to the left and right of the
flux line to tunnel through the sheet and complete the circuit on the
opposite side. When the flux line rests on the sheet, it spreads out along
the length of the pinning center, losing the normal core and distributing
the flux quantum over a large area.

defects leads to pinning forces, rather than interactions involv-
ing the normal core. An example is the pinning force between a
flux vortex and an electrically insulating plane. The interactive
foree is caleulated by introducing an identical “image vortex”
on the oppesite side of the insulating plane. The overlapping
supercurrents of the real flux line and the image vortex repel
one another and produce a force between the flux line and the
insulating plane.

A recent addition to the theory of hasic interactive forces
is that of the Josephson vortex {19,20}. The Josephson vortex
model accounts for the large pinning forces found in optimized
Nb-Ti alloys for which the pinning centers are thin sheet-like
ribbons of normal conducting «-Ti. These ribbons are much
thinner than the flux line core, so that the ¢ore interaction does
not accurately describe the pinning interaction. At the same
time, the ribbons are not insulators, so that the magnetic in-
teraction also does not apply. The model estimates the basic
interactive force by considering what happens to the circulat-
ing supercurrent around the flux line, as it approaches a normal
conducting planar pinning center. Given that the supercurrent
cannot readily penetrate the (normal) pinning plane, the super-
current spreads out along the planar defect, slowly tunneling
through the pinning plane as a superconducting Josephson tun-
neling current to complete the current loop on the aother side
of the pinning plane (Fig. 12). The effect is that the flux line
becomes distributed over a broad area of the pinning plane
and produces a pinning force due to the Josephsen current
interactions.

In summary, basic interactive forces can arise from many
different physical mechanisms, of which only a few have been
described here. By providing a spatial variation in the free en-
ergy of the individual flux lines, the pinning centers produce
a pinning force that holds the flux lines stationary against the
Larentz force, thus increasing the critical current density of the
superconductor.

Summation Theory

The second key part in the discussion of flux pinning is sum-
mation theory. Given a model for the basic interactive forces
between individual pinning centers and individual flux lines,
now we must consider the effect of large numbers of flux lines
interacting with large numbers of pinning centers. The prin-
ciple complication of summation is that the flux lines interact
repulsively with one another and, in the absence of a pinning
force, order themselves in the flux line lattice. Thus, the flux
line lattice acts as a two-dimensional, elastic, erystalline solid.
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If the inter-flux-line forces are weak compared to the basic
interactive forces with the pinning centers, then the individual
flux lines move out of the periodic FLL and arrange themselves
50 that as many flux lines as possible are located on the pinning
centers. If the number density of flux lines is less than or equal
to the number of pinning centers (for instance, at small applied
fields), then each flux line is individually pinned, and the bulk
pinning force is large. This is called direct summation, and the
bulk pinning force density is just the number density of pinning
centers times the basic interactive force.

At the other extreme in which the interaction between the
flux lines in the flux line lattice is infinitely strong, the FLL is
completely rigid, and there can be no bulk pinning force due to
a coliection of randomly distributed pinning centers because,
for any position of the FLL relative to the random array of
pinning centers, there will be as many basic interactive forces
pulling the FLL to the left as to the right, and the bulk pinning
force density averages to zero. Even though the basic interac-
tive forces are very large, if the FLL acts as a rigid solid because
of interfluxen forces, there will be no bulk pinning force, and
the FLL will move under the Lorentz force due to the transport
current, vielding a low J¢.

The correct description of pinning certainly lies somewhere
between these two extremes of direct summation and the rigid
FLL lattice. There are several models proposed to account for
the summation of the basic interactive forces, and all of them
depend strongly on the elastic properties of the FLL as deter-
mined by the inter-flux-line forces. In essence, the FLL is a crys-
talline selid that is placed under an external load by the com-
petition of the transport-current-induced Lorentz forces and
the restraint of the pinning forces. As the Lorentz force load-
ing inereases, the FLL elastically distorts unti) either the pin-
ning forces are exceeded, at which point the entire FLL breaks
free and moves in unison through the superconductor, or the
load overcomes the inter-flux-line forces, and the periodic FLL
breaks apart.

This is analogous to mechanically loading a tensile specimen
above its elastic limit and into the plastic deformation region.
As the mechanical test specimen is plastically distorted, crys-
talline defects in the specimen are created {dislocations), and
the mechanical properties depend strongly on the presence of
these crystal defects. In the superconductor with pinning cen-
ters, the increasing Lorentz force begins to intreduce crystal
defects which fragment the FLL into a polycrystalline FLL.
The crystalline nature of the FLL has been experimentally ob-
served, as has the polycrystaliine and defective FLL, by using
both magnetic particle decoration technigues and neutron scat-
tering (21,22}, It is also the case that the presence of FLL crystal
defects strongly affect its mechanical properties and response
to Lorentz force loading (7).

There have been several caleulations of the elastic behavior
of the FLL. An example is shown in Fig. 13 (8,23) for a NbTa
alloy superconductor. Cy, is the elastic modulus in the plane
normal to the flux line axes. This is a measure of the stiffness
of the FLL whiie pushing the flux lines closer together. Cy, is
the elastic tilt medulus which describes the bending of flux lines
along their axis. Cy; is the shear modulus, which describes the
resistance of the FLL to the shear of flux lines past ¢ne another.
An excellent discussion of the effect of the FLL elastic constants
on the deformation of the flux line lattice may be found in Ref 8.

When the number density of flux lines is larger than the
number density of pinning centers {as is often the case), there
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Figure 13. Labusch calculation of the elastic constants of the Aux line
lattice in Nb-Ta. Notice that the C11 and Cy4 elastic constants increase
with magnetic field, whereas the shear modulus Cgg decreases with
field at high fields. The b and h are the reduced fields B/ Bco and H/Hca,
respectively. Reprinted with permission from Ref, 8.

are two primary models of the summation behavior of the FLL.
These are the flux line lattice shear model and the collective-
pinning model.

In the FLL shear model, individual flux lines are strongly
pinned on individual pinning centers, and the excess flux lines
not directly pinned are held in place against the Lorentz force
due to the interfluxon forces. At large enough transport cur-
rents, the Lorentz force becomes larger than the elastic shear
modulits (Cgs) can support, and the FLL shears, allowing un-
pinned flux lines to flow between those strongly pinned by the
pinning centers. Therefore the critical current is determined,
not by the strength of the pinning forces, but by the shear stiff-
ness of the FLL, given by Cys.

In the Brandt model of the flux line elastic constants, the
compressive modulus Cy; and the tilt modulus Cy4 both depend
on the magnetic field roughly as

e Cyq = — 19
Cn gy (19)
whereas the shear modulus near H¢; is approximated by
H 2
umk(1- 25 a0

where K is a proportionality constant. At high magnetic fields,
the FLL is very stiff in bending and compression, but becomes
softer and softer in shear as the field approaches Heo. Therefore
from this summation model one would expect that the high field
critical current density would be determined by the FLL shear
and would be somewhat independent of the basic pinning inter-
action. A detailed model of the FLL shear mechanism developed

by Kramer (24,25) predicts a different high field behavior of the
bulk pinning force density compared to the predictions of the
simple direct summation model. Both kinds of behavior have
been experimentally observed.

An alternative model for summation that applies in the limit
of a larger number density of flux lines than pinning centers is
the collective-pinning model (26,27). In collective-pinning the-
ory, the FLL is thought to consist of a polyerystalline collection
of “grains” in which the periodic order of the flux line lattice
ts reasonably well maintained by inter-flux-line forces, but the
neighboring grains are uncorrelated with one another. Within
a flux lattice grain, the flux lines are strongly pinned to one
ar more pinning centers, and the correlated group is held in
place by the combined action of the basic pinning forces and
the inter-flux-line forces.

In the collective-pinning model, the size of the correlated
FLL grains is determined by the number density of pinning cen-
ters and the relative strength of the pinning force and the inter-
flux-line forces. In one limit, where the inter-flux-line forces are
large compared to the pinning forces, the flux lattice is elasti-
cally stiff and the correlated flux grain size is large and involves
many pinning centers. In this limit, the bulk pinning force is
small, as in the infinitely stiff FLL limit described previously.
As the pinning force increases relative te the inter-flux-line
forces, the correlated grains become smaller and approach a
limiting grain size equal to the mean pinning center spacing,
so that each flux lattice grain interacts with only one pinning
center. In this limit, the bulk pinning force is at its maximum,
because each pinning center is applying a maximal constraint
on the FLL. The bulk pinning force is ciose to the direct sum-
mation pinning force in this limit.

In summary, then, the central problem of summation the-
ory is how one combines the effects of the individual fluxon-
pinning center interactions and the interfluxen forces to pro-
duce a bulk pinning force te hold the FLL against the Lorentz
foree. Although the limiting cases of direct summation and the
rigid FLL are well understood, the behavior of real materi-
als is less clear. Several models for summation have been pro-
posed, primarily the FLL shear and the cellective-pinning mod-
els, and validation of them with experimental measurements
shows that they all have some merit, but none are capable of a
complete description of the origins of the bulk pinning force. A
final tool for understanding the physical mechanisms hehind
the pinning force and Jy; is scaling laws.

Scaling Laws for Flux Pinning

Experimentally it has been found that as the testing tempera-
ture is varied, many supercenductors exhibit scaling of the bulk
pinning force density versus applied magnetic field (28). This
is observed by first measuring the J¢ as a function of magnetic
field and developing a curve of the bulk pinning force density
versus magnetic field using Eq. (15): Fp = J¢B. This curve has
a characteristic shape. It is zero at zero applied field, increases
through a maximum with increasing field, and drops to zero
again as the J, drops to zero at H = Hp (Fig. 14).

As the test temperature changes, the Hq of the sample
changes, and as a result, the bulk pinning force changes at
a given applied field. By scaling the ordinate using the reduced
field, A = H/H¢,, and scaling the abscissa as the reduced pin-
ning force density, fr = Fp/Fpyax, where Fpyax is the max-
imum measured bulk pinning force density, the experimental
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Figure 14. To determine whether a superconduci-
ing material displays scaling of the flux pinning
curve, the pinning foree density versus applied field
for several different test temperatures is measured

0 .0
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data frequently collapse onto a single line for all test tempera-
tures {Fig. 14).

Although the majority of the experiments on scaling J; have
been performed in low temperature superconductors, a large
literature has also developed for scaling behavior in high tem-
perature superconductors. The terminology used in HTS ma-
terials has evolved along different lines than those used here,
but the basie result is that temperature scaling of the pinning
force is also a common feature of these materials (29,30).

It is important that the pinning force follows a scaling law
with changes in magnetic field and temperature because scal-
ing implies a single mechanism for flux pinning in the mate-
rial as a function of temperature, which should be amenable to
theoretical prediction. Additionally, if scaling holds for a given
materizl, one only needs to measure the critical current at one
temperature and field to estimate the performance at other
temperatures, which can be useful for magnet designers.

In general terms, scaling follows an equation, such as

Fo = K(Heu 1" Flh) (21}
where K and m are empirically determined constants, f(A) is
a function only of reduced applied field, and the temperature
dependence is carried in the variation of Hoy. Typieally in LTS
materials, m varies between 1.5 and 2.5. The field function f{k)
may display many different kinds of scaling behavior with mag-
netic field (31). The two most common are the linear scaling and
the quadratic scaling functions.

In linear scaling, the field function is given hy

flRY=R11-h) (22)
This is a symmetrical function of reduced field that has a peak
in the pinning force density at A = 0.5, Often, optimized Nb-Ti
superconductors follow a linear scaling behavior (32).

The quadratic scaling field function is expressed by

fthy = BY%(1 - h¥? (23)
which displays a peak pinning force density at £ = 0.25 and a
strong quadratic curvature as the applied field nears Hes. The

quadratic behavior is usually associated with Nb;Sn and other
single-phase superconductors (33),

h = HJ"HC?

(a). The data are scaled using h = H/Hpa(bland fp=
Fp/ Fpumax (c). If the sample displays scaling, the dif-
(c) ferent temperatures collapse onto a single plot (c).

Because many superconductors exhibit scaling, it is interest-
ing to see if a theoretical model can predict the measurements
and provide some insight inte flux pinning behavior. Because
the theoretical picture of summation is somewhat diverse, it is
not surprising that the theory of pinning force density scaling
is not completely clear. However, there are qualitative models
that explain some of the experimental behavior.

Campbell and Evetis (7) examined the low field region of
the pinning force curve, which is roughly linear with field for
nearly all of the scaling models and experiments. In this region,
there are a small number of flux lines compared ta the number
of pinning centers, Campbell and Evetts propose that direct
summation should apply because the spacing between flux lines
is large enough that the interactive forces between them are
weak. As the fleld is increased from zere, the bulk pinning force
density increases linearly because of the increased number of
flux lines being pinned. This is often referred to as the “partial
synchronization” range of fields because the flux lines become
“synchronized” with the pinning center array.

At some magnetic field, the number of flux lines is equal to
the number of pinning centers, and the maximum bulk pinning
force density is reached. Therefore, the field of the pinning peak
depends on the number of pinning centers, and the magnitude
of the peak depends on the strength of the basic interactive
forces (Fig. 15).

At higher fields, there are more flux lines than pinning
centers, and one expects a crossover from synchronization to
where the bulk pinning force is limited by other effects. In the
Campbell and Evetts model the high field pinning force falls off
because of the variation of the basic interactive force with field,
which falls as (1 — A} for the core interaction. Thus, Camphbell
and Evetts predict a linear low field region, a pinning peak at a
field determined by the number of pinning centers, and a linear
high field region. As the basic interactive force increases, the
pinning force curve increases in all fields.

An alternative model of summation due to Kramer (25) de-
scribes the low field portion of the pinning foree curve by partial
synchrenization, as in the Campbell and Evetts rmodel. How-
ever, the high field behavior is determined by the shear of the
flux lattice past strongly pinned individual fluxons. Therefore,
the high field pinning force has a magnetic field dependence
determined by the Cygg elastic constant, which from Eq. (20) de-
creases as (1 — 4)2. Kramer also predicts that the high field be-
havior will exhibit saturation such that variations in processing
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Figure 15. In the summation model of Campbell and Evetts, the pin-
ning foree curve is linear at both low fields and high fields, and the
position of the peak pinning force density shifts depending on the num-
ber of pinning centers in the superconductor (a). The Kramer model,
on the other hand, shows a quadratic high field behavior, and the pin-
ning force density saturates at high fields, as the strength of the basic
interaction increases (b},

leading to changes in the basic interactive forces will affect the
magnitude and position of the peak but will net affect the high
field pinning force behavior (Fig. 15).

In most flux pinning theories the basic interactive force is
a function of temperature. For instance, in the core pinning
model, the basic interactive force depends on the condensation
energy and therefore on Hc. As the temperature changes, so
does H¢. This leads to the observed temperature scaling of Fp.

However, the temperature dependence is more complicated
for some basic interactions. For example, if the pinning cen-
ter were a superconducting precipitate with T and Hc, below
that of the bulk material, one would expect a difference in the
strength of the core pinning interaction as the temperature is
varied above and below the pinning center critical temperature
ang as the field moves above and below Ho of the pinner. This
effect is normally observed as a lack of sealing and commonly
as a shift of the peak in the pinning force curve as a function of
temperature.

A second example of a lack of scaling is a superconductor in
which the pinning force on the FLL is a combination of several
different basic interactive mechanisms. Such a superconductor
might be a two-phase alloy in which pinning results from both
core interactions with normal precipitates and grain boundary
pinning. The different temperature and field dependencies of
the two operating pinning mechanisms lead to a lack of scaling
(34).

The main peints to understand from this overview of the flux
pinning mechanism are the following:

* Bulk flux pinning depends on the basic interactive forces
between individual fiux lines and individual pinning cen-
ters.

* Bulk flux pinning depends on the relative strength of the
basic interactive forces and the fluxon-fluxon forces, which
affects the summation of the individual interactions into
the bulk pinning force acting on the FLL.

« Sealing, or lack of scaling, provides a tool for understand-
ing the pinning mechanisms operating in different field

and temperature regions. This understanding can help di-
rect modifications of the pinning microstructures by using
suitable processing to optimize the pinning force and J¢ of
hard superconductors.

THE CRITICAL STATE MODEL OF MAGNETIZATION

The previous discussion has centered on the electrical behavior
of the superconductor, but magnetic behavior is also an impor-
tant aspect of many applications. The magnetic response of the
superconductor can be a valuable tool for measuring the critical
current density.

An important consequence of pinning the magnetic FLL is
that the magnetic behavior of hard superconductors is strongly
hysteretic (Fig. 16). To understand the development of the hys-
teretic magnetization curve, a simple but powerful model was
proposed by Bean (35) and has since been modified and further
refined (36).

To simplify discussion of the model, we use a sample geome-
try of an infinite superconducting plate of thickness W. The ap-
plied magnetic field will be paraltel to the surfaces of the plate,
as in Fig. 17. As the magnetic field is increased from zero, su-
perconducting magnetization currents develop on the surfaces,
80 that they shield the interior of the superconductor from the
applied field (the Meissner—Ochsenfeld effect). These shielding
currents flow only within a distance j. {the penetration depth) of
the surface and fall off exponentially into the superconductor.
This condition persists until the external applied field exceeds
the lower critical magnetic field He,. For fields larger than Hg,
the superconductar is thermodynamically more stable if the ap-
plied field enters the superconductor as the flux line lattice. For
simplification, the Meissner state below H¢, is ignored in the
critical state model. This is not a bad approximation, especially
for the technological superconductors which have large values
of the Ginzburg-Landau parameter « and therefore smali val-
ues of Hey.

If the sample has pinning centers to hold the entering FLL in
place, a magnetic field gradient is established at the surface of
the superconductor which falls off inte the body of the sample.
From earlier discussions of Ampere’s law, we know that the
current density flowing in a superconductor is directly related
to the magnetic field gradient, Egs. (9) and (10}, The situation

A e\

”

T

Figure 16. Schematic of the hysteretic magnetization curve in strong
pinning supercenductors, The arrows indicate the direction of travel
around the hysteresis loop during a typical magnetization measure-
ment.
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Figure 17. In the Bean critical state model, the semi-infinite slab
develops the flux and current density profiles shown on the application
of a magnetic field larger than He;.

looks schematically like that shown in Fig. 17, where the z-
directed applied field falls off into the sample with a gradient
in the x-direction that produces a current density flowing in the
y-direction {into the page).

The current density flowing is equal to the critical current
density. If the flux gradient were steeper, the current den-
sity would be larger than the J, and the FLL would not he
fully pinned, leading to flux flow. The flux motion lowers the
field gradient until the FLL is pinned by the pinning centers,
leaving a critical flux gradient and a current density equal to
. For this reason the model is known as the “critical state
model.”

In Bean’s original version of the critical state model, the J¢
1s assumed to be a constant, independent of applied field from
H¢y < Hy < Hey. This assumption makes the flux profile in the
sample linear such that

dH, AH,
dr ~ Ax

= J, = constant = J (24)

As the applied field is increased from H, = 0, the field pene-
trates the sample from both sides, and generates a circulating
shielding current equal to J¢ (Fig. 17). The magnetization of the
slab can be found from examination of the field versus position
plet. From the definition of magnetization, we know that the
local magnetization response of the superconductor to the ap-
plied field can be written as the difference between the applied
field and the local internal magnetic field:

Mix) = Hix)— H, (25)

where Hi(x) is the local internal magnetic field, To find the bulk
magnetization, we must integrate the local magnetization over
the sample volume. Because the sample is infinite in the y- and
z-directions, we can turn this into a ene-dimensional integral
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H\(x)

Figure 18. The flux profile in the superconductor on applying a field
Hy. This is useful for understanding the origin of the terms in the
integral of Eq. (26). The magnetization response to the applied field
H, is proportional to the area of the light gray trapezoid.

over x, such that

1 1
Mo = (W)fffl(x)dx‘—(w)fHAdx

1
- (W)f[Hl(x)— Hy) dx

Comparing Eq. (26) with Fig. 18 shows graphically that the see-
ond term is the area of the entire rectangular region, whereas
the first term is given by the area of the two darker triangular
regions. The bulk magnetization is the volume averaged differ-
ence between these, or the light gray trapezeidal area of Fig. 18,
divided by the sample width W,

Using this simple model we can determine the behavior of
the superconductor during a half magnetic field cycle used to
generate a magnetization loop of M versus H,. The process
is shown schematically in Fig. 19. For small applied fields
{(peints a, b} the field penetrates, and the magnetization in-
creases rapidly with appiied field. At point ¢ the applied field is
Jarge enough to push the magnetic flux line lattice all the way to
the center of the sample. This field is called the full penetration
field Hp.

For applied fields larger than the full penetration field, the
magnetization does not change, even though the internal and
external fields increase. The magnetization curve remains flat
{points d, e).

Now, if the applied field were to be reduced, the flux lattice,
which is being pinned in place by the pinning centers, responds
only near the surface regien, as shown at point f. The magneti-
zation becomes rapidly smaller with decreasing field. Now, the
circulating supercurrents flowing in the sample have the spa-
tial dependence shown in Fig. 20. Both the positive and nega-
tive flowing currents are assumed to be flowing at the critical
current density. Recall that the magnitude of the critical cur-
rent density in the Bean critical state medel is constant with
magnetic field.

Ag the applied field is further reduced, the current den-
sity profile eventually inverts, and the magnetization becomes
positive and constant {(g). Finally, at H, = 0, the magnetiza-
tion is positive because of the magnetic fields trapped in the
body of the superconductor by the pinning forees acting on the
FLL.

Because the flux gradient is a constant, the full penetration
field Hp, varies with the width of the sample. Examination of
Fig. 19 at the full penetration field (point ¢) shows that the

(26)
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Figure 19. Schematic of a half hysteresis loop measurement of the
magnetization in a Type II superconductor. The flux profiles at eight
points around the magnetization loop are derived from the Bean eritical
state model and illustrate the source of the dependence of the magne-
tizatior: ¢n the pinning of magnetic flux within the superconductor.

magnetic flux gradient
dH Hp
& wm 20

We can also see that the magnitude of the magnetization at this
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Figure 20. The flux profile and the accompanying current density
profile for point () of Fig. 19. The current density profile matches the
profile of the magnetic flux at all points in the superconductor.
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Figure 21. The Bean ecritical state model assumes that the eritical
current density is constant with the magnetic field. In modified versions
of the critical state model, the critical current density is allowed to vary
with the magnetic field. The effects on the magnetic flux profiles and
accompanying current density profiles are shown here for four different
applied fields. As the applied field becomes larger, the critical current
decreases. The slope of the flux profile changes with the magnetic field,
and it i3 also ne longer linear with position in the superconductor,

field is given by

2 di
MiHpy = Wf[(Hp +x E) —Hp] dx = —(—%—)—fxdx (28)
2

integrated from x = 0 to W/2. This gives the constant value of
the magnetization with applied field (points ¢, d, e} as

=H

Figure 19 also illustrates that, when one considers the entire
hysteresis loop of the magnetization measurement, the dis-
tance hetween the increasing field and decreasing field mag-
netization at any applied field is twice the result of Eq. (29), or
the more usnal result from the critical state model,

(29

AM=J.W (30}
The Bean critical state model has been modified to account for
the fact that the eritical current density is not a constant with
applied field (36). These modifications lead to curved magnetic
field and current density profiles (Fig. 21) in addition to more
realistic magnetization loops (Fig. 16). It is still the case, how-
ever, that these models predict a divect relationship between
the height of the magnetization loop at a given field and the
critical current density multiplied by the sample dimension.
Other modifications to the Bean Critical State Model have
incorporated the change in magnetization due to finite sample



sizes (37) and demagnetization factors for non-spherical sam-
ples {38).

The most important result of the Bean model is that the
magnetization behavier can be used as a probe of the critical
current density within the superconductor by using a technique
different from the four-point resistive measurement. For many
emerging superconducting materials, magnetization measure-
ments have allowed measuring the critical current density be-
fore long lengths of wire were available for resistive testing. It
is also possible to measure Jes that would be difficult to mea-
sure with a conventional resistive technigue. An example is a
cabled conductor with an 7 of thousands of amperes. Multik-
iloamp power supplies are expensive to purchase and operate,
and the high current significantly complicates the experimen-
tal design. Magnetization measurements of Je are not limited
by the need for high current power supplies. The magnetiza-
tion measurement of JJ- continues to be an important tool for
the materials engineer in optimizing the flux pinning process.

DISSIPATION EFFECTS IN HIGH CURRENT
DENSITY SUPERCONDUCTORS

The movement of the FLL within the superconductor has many
consequences for the applications of superconductors. Exam-
ples include flux jumping (the rapid movement of magnetic flux
within the superconductor which leads to localized heating ef-
fects and the loss of the superconducting state), flux flow near
the J¢, flux creep (the slow movement of the FLL caused by ran-
dom thermal jumping of flux lines out of the pinning potentials),
and magnetic hysteresis {which causes an additional heating
effect and resistive loss in ac applications of superconductors).
Because of their importance to applications, the dissipative ef-
fects have been carefully studied and have led to some useful
insights into the flux pinning process.

Flux Flow and Resistive Transition Analysis

As we have seen previously, the transition from the flux pin-
ning to the flux flow state is generally not sharp but occurs
over a range of currents during a resistive critical current mea-
surement. Several models for the shape of the resistive transi-
tion have been developed to account for this hehavior (39-41),
but they all assume a distribution of pinning center strengths
within the wire. The idea was first proposed by Baixeras and
Fournet (42) but was not fully developed and applied to tech-
nologieal superconductors until the 1980s. If one assumes that
the superconducting wire is made of an assortment of indepen-
dent, current-carrying segments in series, each with its own
value of critical current (as determined by the flux pinning de-
fects within each segment), then the equation for the ViI} curve
can be written as

Vih=AfI-~INfIhdl (31)
where I is the local eritical current of an individual wire seg-
ment, A is a constant, f({) is the critical current distribution
of the segments in the wire, and the integral is performed from
zero current to 1.

In essence this states that the voltage at any transport cur-
rent I results from the segments with I; < [ and are there-
fore in flux flow. Variations in the eritical current of each seg-
ment may occur because of variations in processing, chemical
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inhomogeneities, or changes in geometry. For wires that are
very homogeneous along their lengths, the distribution in crit-
ical currents f([) is very narrow, and the V{I) characteristic is
quite sharp and steep, leading to large n-values and the asso-
ciated measure of “high-quality” in technological superconduc-
tors (43). At the other extreme, a large variation in the critical
current distribution leads to a broad V{I) transition and a low
n-value,

The importance of the model for helping the develepment
of high J superconductors is that it can be used in reverse
to determine the critical current distribution funection from a
measurement of the V() curve. By taking the second derivative
of hoth sides of Eq. (31),

d*v

T (32)

The second derivative of the experimentally determined V{I)
curve yields the distribution f(I} of critical currents within the
sample. In practice it is found that the resistive eritical current
measurement is always at a current well below the peak of the
critical current distribution f{I}. Technological superconduc-
tors are limited by the weakest flux pinning segment along the
sample length.

Temperature Dependence: Flux Creep and FLL Melting

As the temperature of a strongly pinned superconductor is in-
creased, the thermal energy available to the pinned flux lines
increases, allowing the possibility of thermally induced flux de-
pinning. The higher temperatures lead to thermal excitation of
the flux lines within the pinning potential wells, In low tem-
perature superconductors where the thermal energies are low,
the thermal energy is typically much smaller than the depth of
the pinning potential. This led early investigators to name the
effect “flux creep” because of the similarity to mechanical creep
of crystalline materials at stresses much lower than the yield
stress.

The theory and model for flux creep was developed by Ander-
son {44} and elaborated by Kim and Anderson (45). The basic
premise is that flux lines at any finite temperature, experience
a thermal excitation due to the thermal energy 7. The excita-
tion energy has a statistical probability of causing a flux line
pinned by a pinning center to become unpinned, The probability
of this thermal depinning occurring iz given by the Arrhenius
factor

U
p=exp (‘}ﬁ*) (33)

where U is the depth of the energy well of the pinning center
(Fig. 10).

For an isolated flux line, assuming no temperature gradient,
there is no preferred jump direction because both the pinning
potential and the thermal excitation are spatially symmetrical.
Thus the flux line would execute a random walk as the thermal
excitation allowed it to leave the pinning potentials, and no net
change in flux would occur.

For a flux line in a magnetic field gradient, the flux motion
associated with the thermal activation of the flux line derived
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from a diffusion argument is

{34)

where Ais a factor that depends on the local magnetic field and
field gradient and w, is the frequency with which the flux line
tries to jump cut of the well.

The flux gradient provides a driving force that leads to diffu-
sion of the flux line preferentially down the flux gradient. This
produces a changing magnetic Aux density according to Eq. (34)
which can be experimentally measured. The flux gradient can
exist because of the presence of either a transport current or a
magnetization current in the sample,

In the case of a magnetization-induced flux gradient, the flux
gradient would decay, eventually disappearing, even though
the flux gradient (or magnetization current density) is less than
the critical current density. This is in contrast to the assump-
tions of the Bean critical state model, in which the flux gradient
adjusts itself to match the critical current density at all points
in the sample. In the original experimental work on flux creep
(46), the measured decay of the magnetization currents trans-
lated into a decay time of 10% years, effectively infinite time,
so that, even with flux creep, the persistent magnetization sn-
percurrents that flow as a result of the Meissner-Ochsenfeld
effect are truly persistent.

The situation is somewhat different when the flux gradient
driving foree is produced by an externally applied transport cur-
rent. In this case, the flux gradient crosses the superconductor,
and the effect of the flux creep is to move flux lines across the
sample in a manner identical to the flux depinning process at
Jc. In the same way that the FLL motion causes a resistive-
like dissipation in the superconductor, the flux creep motion
also contributes to the dissipation. This results in a power loss
in the superconductor that must he supplied by the external
power supply and a consequent heating of the superconduc-
tor caused by the flux motion. If the flux motion is toe great,
the temperature increases, which increases the probability of
thermally activated flux motion, and a thermal runaway to the
normal state ensues.

At higher temperatures, the thermal excitation of the flux
lines becomes comparable to the pinning potential, and the FLL
is expected to move more easily. This, in fact, was one early
argument against the possibility of technologically important
superconductors at high temperatures. The argument was that
no known basic pinning interactions are strong enough to pre-
vent thermal excitation of the FLL at high temperatures {e.g.,
at 77 K, liquid nitrogen), even at very small transport currents.
Fortunately for high temperature superconductors, this has not
been the case. However, the concerns about the higher thermal
energy available for excitation of the FLL out of the HTS pin-
ning centers led along a path different from the original flux
creep models into the theories of flux lattice melting.

Much of the theoretical picture of thermal effects on the FLL
in HTS materials is at heart the same as in low temperature
materials. The basic¢ interests are in the possibility of scaling
the pinning force with temperature, magnetic field dependence
of the J¢, and the importance of the higher thermal energy in
the depinning and motion of the FLL. The terminology has de-
veloped differently, but the physical mechanisms of flux pinning
and depinning do not differ substantially.

SUMMARY AND CONCLUSIONS

The critical current density of superconducting materials is a
technologically important parameter, often more important in
engineering design than the T or the Hp,. The theory of the
J¢ is broad and has provided useful insights into the physical
mechanisms responsible for the large values of critical current
density found in technological superconductors, This article has
described the standard resistive and magnetic measurements
of critical current. The theories of superconducting critical cur-
rent range from the ultimate limits to the J, as described by
the depairing current density, to the limits imposed by the ther-
mal excitation of flux lines out of their pinning centers. The
development of a bulk pinning force from the summation of
individual pinning center interactions leads to the empirically
observed scaling laws for the Ji that arve important both as
a tool for understanding the flux pinning processes and as an
extrapolating technique useful for technological design.
Ultimately, this article has attempted to show the connection
between the measured values of the /¢ and the microstructural
defects responsible for pinning the magnetic flux-line lattice in
place. Understanding the physical processes underlying the de-
velopment of the J has led materials engineers to design fab-
rication and processing that produces the desired microstruc-
tural features necessary for high ¢. In the past 10 to 15 years,
this has led to massive increases in the performance of super-
conducting materials for applications requiring high current
density and promises additional improvements in the future.
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SUPERCONDUCTIVITY: ELECTROMAGNETS

The design and construction of superconducting magnets has
been made possible by the development of technical super-
conductors. There are three principal materials: the alloy
niobhium-titanium (NbTi), the intermetallic compound niobium-
tin (NbySn), and the collective high-temperature superconduc-
tors (HTS) based on copper oxide layers in a perovskite struc-
ture. Nb3Sn and NbTi were developed in the early 1960s. A
small solenoid made of Nb;Sn achieved a field of 10 T in 1963,

SUPERCONDUCTIVITY: ELECTROMAGNETS 107
and the alloy NhTi was also first examined as a wire for a su-
perconducting magnet in that year. In the nearly four decades
that have elapsed since those first steps, superconducting mag-
nets weighing up to many hundreds of tonnes have been built
and operated.

Technical superconductors are a class having special prop-
erties that allow superconductive operation in high magnetic
fields and with useful current densities. Superconductors are of
two types; both can support the flow of electrical current with-
out resistance only below a combination of maximum temper-
ature, field, and current density, the critical parameters being
T., B, and J, (1). For Type I superconductors, typical values of
T.and B, are 9 K and 0.1 T, respectively. Flux is excluded from
the bulk of a Type I superconductor, and current flows only in
a surface layer, about 107* mm thick. The current is carried by
electron pairs of equal and opposite momentum. (This momen-
tum includes terms arising from both velocity and linked flux.)
Since flux is excluded from the interior of a Type I supercon-
ductor, and current flows only on the surface, a useful overall
current density can only be obtained in wires of a diameter un-
acceptably small for magnet construction. Consequently a Type
I superconductor cannot be nsed to construct a useful magnet,
even were the critical field to be higher than 0.1 T. Examples
of Type I superconductors are lead, indium, mercury, and pure
annealed niobium.

By contrast, Type II superconductors allow flux to pene-
trate into the bulk of the lattice in the form of an array of flux
quanta. A circulating supercurrent surrounds each flux quan-
tum (2.07 x 1071 V. g) (2). If a net transport current flows
along a Type II superconducting wire, a density gradient of
flux quanta exists across the wire. The flux density gradient is
given by

%g = —podk (1)
where o is a bulk critical current density and pg is the perme-
ability of free space.

However, a Type I1 superconductor is not necessarily a tech-
nical superconductor. The interaction of the net transport cur-
rent flow with the flux guanta creates a Lorentz force that
causes a migration of the flux across the superconductor. Such
a migration appears as a voltage gradient along the supercon-
ductor, which causes a dissipation; that is, the superconductor
appears to be resistive. For these reasons pure annealed Type
IT superconductors are resistive with a transport current in the
presence of a field. Because of the penetration of flux, the max-
imum temperatures and fields below which superconductivity
arises in them are up to 18 K and 25 T, respectively. The latter is
the upper critical field, B, at which the lattice is fully packed
with flux quanta. The penetration of flux into the lattice begins
at a lower critical field, B,,.

The technical superconductor is a Type II superconductor
in which this migration of flux quanta is inhibited. This is
achieved by the introduction of lattice defects, in the form of
crystal boundaries, impurities, vacancies, or dislocations (3).
At these defects flux guanta tend to become pinned against
further movement, at least until the Lorentz force increases.

To the extent that mechanical models assist in the under-
standing of quantum effects, a typical pinning center may be
imagined as a long hole through the lattice of the superconduc-
tor. If a flux quantum, or an integral number of flux guanta,
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were located in this hole, the associated circulating current
would lie in the material around the hole. If now the flux quan-
tum were to move away from the hole, the current would have
to become elongated so as to continue to flow in solid mate-
rial. That would increase the interactive force between flux
and current, so tending to force the fiux back into the hole.
The movement of flux quanta through an array of pinning cen-
ters is also influenced by thermal vibration. Since the temper-
ature at which electron pairs can form is low, thermally in-
duced lattice vibration is comparable in energy density with
that of the pinning strength of the centers. Thus a flux quan-
tum t{rapped at a pinning center may be dislodged by a large
enough random thermal movement. That flux quantum would
then migrate down the Lorentz force gradient to another pin-
ning center. On the macroscopic scale this effect will reduce
the flux density gradient and hence the Lorentz force, So, un-
der conditions of constant transport current and external field,
the random movement of flux quanta wili die away until the
current, field, or temperature changes. This process is known
as flux creep. It is central to the manner in which technical
superconductors can be used in magnets (4),

The continuous movement of flux across an anneaied Type
IT superconductor appears as a voltage gradient along it. Simi-
larly the process of flux creep through a field of pinning centers
creates a voltage gradient, and through the interaction with the
transport current, it gives rise to dissipation. The faster the flux
creep, the greater is the local dissipation. Thus with flux creep
is associated a local temperature rise. Since the specific heat of
materials is small at low temperatures, the dissipation associ-
ated with flux creep can cause significant temperature rise. (At
room temperature the energy of dissipation through flux creep
would generate little temperature rise.) Thus the dissipative
effect of flux ereep can lead to a runaway flux movernent. As
the temperature rises, the critical current density decreases.
According to Eq. (1), that in turn leads to an increased flux
movement and thence to more dissipation. In the extreme case
the temperature rises above the critical value, and supercon-
ductivity ceases. This process is known as & flux jump (5). In
a magnet wound with superconducting wire, the sudden rever-
sion to the normal state of a small length of the wire will result
in the dissipation of the stored magnetic energy at high den-
sity in a volume that expands throngh thermal diffusion. If the
stored energy is large enough and the thermal diffusion slow
enough, the temperature rise at the point of initiation may ex-
ceed the melting point of the wire. The essence of the design of
superconducting magnets is the suppression or control of this
fundamental thermal instability.

TECHNICAL SUPERCONDUCTORS

The major properties of the three technical superconductors are
typically as shown in Table 1. T, is the highest temperature be-
low which superconductivity can exist (electron pairs can form)
in zero field and with zero current. B, is the upper critical field
at 0 K at which the lattice is fully packed with flux quanta.
e iyp 18 a typical operating current density at useful values of
field and temperature. (Below the lower critical field, B.,, the
technical superconductor behaves as a Type I superconductor;
that field is typically 0.01 T.) The two leading HTS materials
are based on yttrium or on bismuth. The critical parameters
refer to typical bismuth-based HTS.

Table 1. The Critical Properties of the Principal
Technical Superconductors

NbTi Nb;Sn HTS
T.(K) 10 18 80
B, (T) 13 27 =100
i (A mm™?) 1000 5000 1000

Figure 1 illustrates the typical variation of critical current
density with field and temperature for the two low-temperature
technical superconductors. Depending on the local values of any
two of the parameters, the third has a local critical value. In a
magnet conductor, B and J are usually fixed, so T is the crit-
ical parameter. The distance between the operating values B,
J, and T and the critical surface is the margin. In fact, since
current and field are locally fixed, only the temperature can
vary. Thus the temperature margin determines the suscepti-
bility of the conductor to disturbance. The higher the margin,
the more stable it will be. Since NbTi must operate at the low-
est temperatures, it is the least stable. The HTS, by contrast,
can operate with such high-temperature margins that they are
very stable. However, that also leads to a problem of protection
which must be addressed carefully in the future design of large
HTS magnets.

Despite its low-temperature margin NbTi is the most widely
used technical superconductor. It is a ductile alloy, compatible
in metallurgical processing with copper and cupro-nickel. How-
ever, NbySn must be used in magnets or sections of magnets
generating fields above about 12 T. HTS materials are now also
beginning to be used in small magnets. Almost all magnets
are wound with wire or a large cross-sectional conductor. (In
principle, a magnet might be formed from a block of supercon-
ductor into which a field is frozen, e.g., by applying a field and
then lowering the temperature. Instability makes that infea-
sible in low-temperature superconductors, but HTS may make
such monolithic magnets possible.)

Composite Superconductors

The suppression of instability and the protection of the conduc-
tor in the event of an instability are the predominant problems
in the design of superconducting magnets. If a magnet is to
operate reliably, the tendency for a runaway magnetothermal
effect to trigger a full transition from the superconductive to

T

Figure 1. Variation of critical current density of a technical supercon-
ductor as a function of field and temperature.



Figure 2. Cross section of a typical niohium-titanium composite su-
perconductor. (Courtesy of Vacuumschmelze GMBH.)

the normal conducting state must be suppressed. Two meth-
ods have been developed to achieve that: the elimination of flux
jumping and the limiting of its consequences through cryogenic
stabilization (5),

The essence of the stabilization of a technical supercondue-
tor is its subdivision into fine filaments. In the composite con-
ductor this is achieved by embedding a large number of fine
filaments in a matrix. The matrix is usually high-conductivity
copper, although aluminum has also been used. The copper
serves several functions. It rapidly conducts heat away from
the surface of the fine filaments; since its resistivity is much
lower than that of the superconductor in its normal state, it
allows current to flow with relatively low dissipation when
the adjacent superconductor has become normal through an
instahility.

Nigbiom-Titanium

Figure 2 shows a typical cross section through a NbTi compos-
ite superconductor. It is manufactured by a co-drawing process
(6). Typical wire diameters lie in the range of 0.1 mm to 3 mm
with critical currents at 4.2 K and 8 T of between 5 and 500 A.
The insulation is typically Formvar (poly-vinyl-formal). The di-
ameter of the superconducting filament is determined largely
by stability but also by hysteresis loss. The latter is the in-
tegrated effect of dissipation by flux creep during the rise of
current and field in a magnet. Hysteresis loss is minimized by
decreasing the diameter of the filaments. Typically the number
of filaments in a wire may lie between 10 and 100,000.

Niobium-Tin

NhsSn is a brittle compound, and its use in a magnet wind-
ing is considerably more complex than NbTi. The predominant
method of forming the compound is the diffusion of tin into
niobium at a high temperature (6). The tin is contained ei-
ther internally within filamentary niohium tubes or in a tin-
rich bronze surrounding solid niobium filaments. The niobium
has typically up to 5% of tantalum for improved critical cur-
rent density. The stock wire is unreacted for winding and is
insulated with a glass braid, such as silica glass. After wind-
ing, the coil is reacted at about 700°C for up to 200 h. During
this reaction the tin diffuses into the niobium and forms the
compound NbySn. For adequate diffusion the diameter of the
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Figure 3. Cross section of a typical niobium-tin superconductor. (Cour-
tesy of Vacuumschmelze GMBH.)

niobium filament must be no greater than 0.005 mm. After
reaction the wire is brittle and cannot tolerate bending. There-
fore the winding must be consolidated by vacuum impregnation
with epoxy resin. Figure 3 shows a typical cross section through
a bronze route superconducting wire before reaction.

As in the NbTi composite, copper ts required as a stabilizer
and for protection. In order to preserve the low resistivity of
the copper, tin must not be allowed to diffuse into it during
the reaction. (That would, in any case, dilute the tin available
for diffusion inte the niobium.) A barrier is inserted between
the bronze and the copper matrix to prevent such unwanted
diffusion. This barrier is in the form of a thin wrap of tantalum
or niobium,

High-Current Conductors

To form high-current conductors in either NbTi or NbsSn, ca-
bles of small wires are usually embedded in a copper or alu-
minum matrix. In this way NbTi composite conductors with
critical currents of up to 100,000 A can be constructed. Sim-
ilarly high-current NbySn composites can be constructed by
carefully cabling pre-reacted wires and soldering the cable into
a copper matrix. Handling such pre-reacted Nb;8n conductors
requires exacting quality control procedures (7).

An important form of high-current conductor is the so-called
cable-in-conduit (CiC). A cable of composite strands is inserted
into a closed sheath, usually of stainless steel. Liguid helium
{sometimes in the superfluid state at a temperature below 2,17
K) is circnlated through the gaps between the strands of the ca-
ble (8). This arrangement combines good support of the strands
against the Lorentz forces with a low shielding loss and high
current (see Section 6).

A recent development in NbsSn conductors is a pre-reacted
cable of very fine wires. The strands are so thin that bending
radii appropriate to normal winding techniques can be toler-
ated (%)

HIGH-TEMPERATURE SUPERCONDUCTORS

At present only a very few superconducting magnets use these
materials. These superconductors all contain copper-oxide
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layers in a perovskite crystal structure (10}. Two major types
are being actively developed for application to magnets: yttrium
based and bismuth based.

Yttrium HTS

This material has the chemical composition YBazCus0;, ab-
breviated to YBCO. It has a critical temperature of 80 K. Its
critical field at 4.2 K has not been directly measured but is be-
lieved to be about 100 T. Wire is manufactured in the form of
a tape, samples of which have achieved a critical current den-
sity of 7000 Amm~2 at 5 T and 77 K. Lengths of wire suitable
for the construction of magnets have not yet been produced.
Their manufacture suffers from the disadvantage of a highly
anisotropic critical current density. That is, the critical current
depends strongly on the orientation of the local field relative
to the crystal orientation. Nevertheless, magnets operating at
liquid nitrogen temperatures will probably use this material in
the near future.

Bismuth HTS

This material is manufactured in two forms, with chemi-
cal compositions of BiySr;CaCu,04, abbreviated to 2212, or
(BiPb}:Sr;CagCus0y, 2223, Both of these are being manufac-
tured in lengths of up to 1000 m, and small magnets have been
wound from them. The 2212 requires lower temperatures for
high-field operation than the 2223. However, it is more easily
fabricated and coils of the 2212 have been tested in external
fields to show that useful currents can he carried at 30 T and
4.2 K. Either of these BSCCO materials may soon be the choice
for inserts in very high field solenoids.

STABILITY

Adiabatic Stability

Regrettably, the flux jump is not the only source of heating suf-
ficient to raise the temperature above the local critical value.
Movement of a wire under the influence of the Lorentz forces
in the body of a winding can generate local frictional heat suffi-
cient to raise the temperature of a wire above the local critical
value, especially where the temperature margin is small. A fur-
ther precaution that must therefore be exercised in a magnet
designed to have no flux jumping is the consolidation of the
winding so that no sudden frictional movement can occur to
generate heat. This is achieved by impregnating the winding
with epoxy resin, or another agent, in order to prevent sud-
den movement between wires, or between wires and stationary
structure such as coil forms. This is the form of winding of the
adiabatic magnet, which is so termed hecause no thermai sink
exists within the winding.

Despite the use of fine filaments and winding techniques to
avoid mechanical disturbances, the adiabatic winding is sus-
ceptible to sudden local transition from the superconductive to
the normal state, if only through failure of the cryogenic en-
vironment. The resulting spreading normal zone is a process
known as quenching. It may be precipitated by the relief of lo-
cal stresses, which may merely be the repositioning of a wire,
or cracking in a resin impregnant, and it may result in quench-
ing at a current and field below design values. Upon recooling
and recharging, the next premature occurrence of quenching

can be at a higher current. This sequential improvement in the
operating current is known as training. i is a common charac-
teristic of large adiabatic magnets, especially of magnets with
cemplex topology, such as particle-beam-handling magnets.

Despite the disadvantages associated with instability,
quenching, and training, adiabatic magnets are the most com-
mon embodiment hecause they achieve the highest overall cur-
rent densities in the windings. They enable the most compact
magnets and the highest fields.

Cryostability

A second method of stahilization exploits the powerful cooling
effect of liquid helium to maintain the temperature of a con-
ductor below the local eritical value even in the presence of flux
jumping or other severe perturbations. This is achieved by par-
alleling the supercanductor with sufficient copper or aluminum
cooled by liquid helium (11). Now, even though all the transport
current were to flow in the copper, the temperature would be
kept below the critical value of the superconductor if sufficient
surface were presented to the helium. This is the principle of
eryostability. the governing expression for this mode of opera-
tion of a superconductor is

Lo

3 = hP

(2)

where p is the resistivity of the copper, A is the copper cross
section, & is the heat transfer rate, and P is the wetted perime-
ter of the copper. If the value for A is chosen to be about 1000
W.m~2, this becomes a conservative stability criterion but leads
to a low overall current density in a winding because the cross
section of the stabilizing copper is large.

The earliest large magnets (mainly for bubble chambers
built in the late 1960s) were designed in accordance with this
principle. However, the boiling heat transfer curve for liquid he-
lium has two branches, as shown in Fig. 4: nucleate boiling, line
(a}), with high heat transfer coefficient and film beiling; line (¢)
with lower coefficient (1000 W.m~? is typically the lowest value
of heat transfer rate in the film boiling regime). Intermediate
between these is a region of unstable boiling, line (b). During an
instahility some or all of the current may transfer locally from
the superconductor to the copper. The local generation of heat
in such an extended region is line (f), rising from zero where
no current flows in the copper to the full heating where all the
current flows in the copper. The areas (d) and {(e) then represent

(f)

(b)

Heat transfer rate

Temperature

Figure 4. Boiling heat transfer curve for liquid helium and the heat
generation curve for a composite superconductor.



respectively regions where more heat is removed than gener-
ated and where more heat is generated than removed.

The sharing of current between the superconductor and cop-
per resulis in the following expression for the local tempera-
ture:

Lu—i-{i)ﬁ =g(@ ~ B)P (3)

where I is the total current, I, is the current still in the super-
conductor, p is the resistivity of the copper, ¢ is the heat transfer
coefficient at the temperature difference # — #, hetween the cop-
per and the helium bath. A good approximation for the current
in the superconductor at a temperature & is

L9, -8

IS B ('9c _'gb)

(4}

where I, is the critical current at 8, the bath temperature.
Equations (2}, (3), and (4) are represented together with the
boiling heat transfer in Fig. 4. If the cooling exceeds the heat-
ing, area (d) greater than area (e}, then recovery of supercon-
ductivity will occur. The normal region will collapse from the
cold ends. This type of stability, called cold end recovery, allows
higher values of & to be assumed in Eq. (2), 3000 W.m™2 being
commonly accepted. This in turn allows a smaller cross section
of copper and a more compact winding (12).

PROTECTION

The sther crucial issue in the design of superconducting mag-
nets is protection. In both the adiabatic and cryostable types,
the consequences of quenching must he anticipated. The meth-
ods by which this is achieved are quite different in the two

types.

Adiabatic Protection

In this winding the conductors are in a compact array with-
out an internal heat sink but with close thermal coupling be-
tween conductors. Therefore, when a conductor becomes nor-
mal through a perturbation, not only does the normal zone
trave] along the wire but the local heating rapidly causes adja-
cent conductors to heat up and become normal. Quenching then
expands as a three-dimensianal zone of inereasing volume and
surface area. The volume of normal conductor at any instant is
approximated by

Vn [ 2% Ug[}gfs (5)

where v} 23 are effective velocities of quench propagation along
the wire and transverse to it and ¢ is the elapsed time, Thus
the magnetic energy stored in the field is dissipated in a rapidly
expanding volume of conductor. The velocities of propagation
depend, among other things, on the local temperature margin:
The greater the margin, the slower are the velocities. Although
nat as high as the velocity along the wire, the dominant veloci-
ties are those between turns and between layers. Rapid propa-
gation of quenching between turns is desired in order to spread
the temperature rise over a large volume. For that reason HTS
winding may be more difficult to protect than those with the
smaller temperature margins of NbzSn or NbTi.

SUPERCONDUCTIVITY: ELECTROMAGNEYS m

Two criteria are applied to this process to gauge the vulner-
ability of the magnet winding to quenching: the final temper-
ature of the wire at the point of initiation of quenching, and
the voltage appearing hetween layers or turns of the winding.
The latter eriterion involves complex computation of the spa-
tial distribution of normal and superconducting regions during
the quench. However, the peak temperature generally domi-
nates the criterta. This must clearly not exceed the allowable
temperature for the insulation or impregnant nor produce un-
acceptable local stresses due to differential thermal expansion.
A rule of thumb for acceptable peak temperature is 100 K. To
achieve such limit {and simultaneously limit the voltage), suf-
ficient copper must paralle]l the superconducting filaments so
that the integrated heating in the copper does not exceed the
acceptable peak value. Because of the rather complex time de-
pendency of the current in a guenching adiabatic magnet, this
criterion is best illustrated by reference te the protection of a
cryostable magnet.

Cryostable Protection

In this type of magnet no propagation of a quench zone
occurs between adjacent conductors. Furthermore the one-
dimensional propagation of quench along a conductor is slow.
If, for example, the level of liquid helium is low so that a length
of conductor is exposed to helium vapor and has guenched, no
propagation will occur, and the normal zone will be stationary.
In such a case protection of the conductor against excessive
temperature rise must be by external discharge of the stored
magnetic energy. Interturn voltage is hardly ever a dominant
effect in the protection of a cryestable magnet. The limiting cri-
terion is therefore the temperature rize of the conductor at the
point of quench initiation. Just as for the adiabatic magnet, a
generally accepted criterion is a rise of not more than 100 K.
The prediction of the temperature rise is now rather simple.
If the magnet is discharged exponentially, the governing equa-
tion is

JZ pl6)dt = c(6)dp (6)

The left-hand side of Eq. (6) represents the heat being gener-
ated in the resistance of the copper, and the right-hand side
represents the same heat being absorbed by its enthalpy. The
quantities p(#) and c{#) are the temperature-dependent resis-
tivity and volumetric specific heat of the copper.

Equation (6) may be rewritten as

ac Bmax (9)
S, dt = f I"—l d 7
fo cu 4.2 p8) @

In this expression the right-hand side is a funetion of the copper,
or some other conducting material, between a low temperature,
generally assumed to be that of liguid helium boiling at atmo-
spheric pressure, 4.2 K, and the allowable upper temperature,
generally 100 K (13). (It is sometimes called the G-function but
not in the original reference.) If the discharge of the magnet is
exponential, Eq. {7) becomes

12T = GlBmae — 4.2) 8

where J; . is the initial maximum current density in the cop-
per. For copper at 100 K, the value of the G function is typically
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6 10' A%m~*.s. In order to achieve the required time constant
of discharge, the voltage across the magnet must be as large as
the inductance demands. As an example, a large magnet might
have a stored energy of 100 M.J, an operating current of 10,000
A, and a copper cross section of 500 mm?. The inductance would
be 2 henries and J; ., would be 2 107 A-m~2. The time constant
of discharge would have to be 17.32 s, and the maximum initial
discharge voltage 1.154 kV.

Winding Topology

The design of a winding array is dictated by the desired field
properties. The basic expression governing the field produced
by a winding is the Biot—Savart law, expressed as

1. dIsin(®)
= —

dB (9)

r

where I-d! is a current element, ¢ is the angle hetween that
element and the radius vector r to the field point. The direction
of the field vector is perpendicular both to the current element
and the radius vector. This expression is integrated in closed
form for the fields of solenoids and of long linear windings. The
forward computation of field produced by a given current array
is straightforward. It can be performed for any configuration
of currents, although the closed form calculation is easy only
for circular or straight arrays. The reverse computation, of a
current array to produce a given field tapology, is possible only
for a few simple configurations, specifically for the axially sym-
metric field of a current ring and the circular fieid of an infinite
straight current. The off-axis fields of a circular current array
involve elliptic integrals. Numerical methods for the solution
of the off-axis field of a current arc are routinely available as
commercial codes. Most field geometries are produced by com-
binations of straight currents and current ares. Generally the
design problem proceeds by the iterative recomputation of the
fields generated by incrementally modified straight or arc cur-
rent arrays.

OPERATION IN TIME-VARYING FIELDS

Although most superconducting magnets constructed to date
have been designed for steady state operation, a few have been
constructed for use either under ac conditions or with a rapidly
changing field (14). The design of a conductor for such opera-
tion involves the reduction of dissipative mechanisms in the
superconductor. One source of dissipation under conditions of
changing field has been described, that is, flux creep. That loss
is generally called hysteresis loss and is approximated per unit
volume by the expression

Q= 5 ABd, L (10)
where AB is the field change, d,, is the wire diameter, and ./,
is the critical current density. It is seen that the dissipation is
smallest for thin wires.

Other sources of dissipation are found in composite super-
conductors. The most important of those is what is called shield-
ing loss. It arises as follows: To reduce hysteresis loss and to
improve the stability of a superconductor against flux jumping,
the superconductor is finely divided into filaments in a (typi-
cally) copper matrix. However, it may be seen that the collection

of filaments will still tend to exclude flux unless the filaments
are transposed. Full transposition of any but a single layer of
filaments is impossible within the matrix. However, a compro-
mise is the twisting of the conductor. A short twist pitch or high
resistivity of the matrix will allow flux to penetrate through
the layers of filaments (15). The time constant of penetration

is given roughly by
(Ju.o) ( L 2
= — ]| =
20\ 2n )

where p is the resistivity of the matrix and L is the twist pitch.
External field change will generate dissipation roughly given

by
2
@=(3) ()
o T+t

where ¢ is the time constant of the field change B. If the change
is very rapid compared with the time constant of penetration of
the conductor, the dissipation appreaches the energy density of
the magnetic field. Some magnets have been made with super-
conductors that have a matrix of cupro-nickel. The resistivity
of cupro-nickel is high, which leads to a short time constant for
flux penetration. However, the conductor is not well stabilized,
and in the event of a quench it is not well protected against local
hot spot. The CiC conductor, deseribed above, also minimizes
the shielding losses.

(11)

(12)

FORCES AND STRESSES
The force on a conductor in a field is given by the expression,

F =Bl (1)
where [ is the current in amperes, B is the component of the
field in tesla perpendicular to the current vector, and F is the
force per unit length in newtons which is directed perpendicu-
lar to the current and field vectors. The calculation of stresses
in the conductors of a winding can be performed in closed form
only for a few simple cases. For an isolated circular loop the
hoop stress averaged over a section of wire {whose cross sec-
tion may include superconducting filaments, copper, depleted
bronze, ete.) is given by
o = BJr (14)
where B is the average field at the wire perpendicular to the
plane of the loop, JJ is the current density averaged over the
wire section, and r is the mean radius of the loop. If J is in
A-m~2 andr is in meters, then o is in pascals. In a multilayered
solenoidal winding the stresses in the wire are influenced by
the transmission of radial forces between layers and by axial
forces generated by radial components of field at the ends of the
solenoid. The analysis of these stresses usually is performed
by standard programs. However, Eqs. (13) and (14) provide a
useful rough guide to the stresses that will be encountered in
a solenoidal winding.
The forces in leng siraight windings, such as extended
dipoles, may be similarly estimated by the summation of the
forces found from Eq. (13). The stresses in solenoidal windings
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are often supported by the conductor alone. Since the stresses
are predominantly tangential, they produce tension in the com-
ponents of the wires. In NbTi composites the stresses tend to be
divided roughly equally between the NbTi superconductor and
the copper unless the latter is annealed. In NbsSn conductors
most of the tensile load appears in the NbsSn superconductor
itself because the Young’s modulus is high, 172 GPa. The other
components of a NbsSn composite tend to be annealed by the
heat treatment.

Examples of Superconducting Magnets

Common applications of superconducting magnets include the
following: magnetic resonance imaging (MRI), laboratery mag-
nets {for NMR analysis, susceptibility measurement}, particle
beam handling, subatomic particle analysis, power condition-
ing, energy storage, open gradient magnetic separation, mag-
netohydrodynamic power generation (MHD). NMR and MRI
magnets are described in more detail in MAGNETS FOR MAGNETIC
RESONANCE ANALYSIS AND IMAGING. Al) superconducting magnet
are wound. The most common winding topalogies are salencids
and extended linear windings. The latter are in general of the
form of armature windings, having straight sections with end
turns of complex shape. Solenoids are used in magnets for MRI,
most laboratory magnets, particle analysis, and energy storage.
Extended linear windings are used in particle-beam-handling
magnets, in rotating machines (rotor windings), for particle fo-
cusing (quadrupoles, hexapoles), and in MHD, Occasionally a
superconducting winding has an associated ferromagnetic flux
path. (In such so-called superferric magnets, the iron is usunally
included in the magnet’s cryogenic environment, to avoid the
transmission of high forces between low temperature and room
temperature.)

Although most superconducting magnets are solenoids or
extended dipoles and multipoles, a few magnets of more com-
plex shape have been manufactured. These include very large
“Ying-Yang” coils for the mirror fusion test facility (MFTF) (16),
saddle coils for experiments on magnetohydrodynamic power
generation (MHD) (17) and toroidally shaped coils for several
Tokamak fusion experiments (18). (Toroidal field magnets for
fusion devices are D-shaped coils which are arrayed around a

Figure 5. The winding profile of a typical
commercial NMR magnet. (Courtesy of Mag-
nex Scientific PLC.)

circular plasma path; in the absence of orthagonal—poloidal—
fields, the conductors of these coils experience pure tension as
in a solenoid.}

All are large magnets, storing energy in the range of 100
MJ. The stored magnetic energy is a rough classification of the
size and cost of a magnet, and not necessarily of the difficulty
of design and construction. Very high field, compact magnets
present more difficulty because of small operating margins,
high stresses, and high-energy densities during quenching.

One of the largest superconducting magnets under construc-
tion is the model central solenoid for the International Ther-
monuclear Experimental Reactor (ITER), It stores 650 MJ and
weighs 100 tonnes (19}. The most precisely engineered have
been the high-field NMR magnets. They now have reached
fields of 18.8 T with homogeneity of 10°? in a 10 mm spher-
tcal volume.

NMR and MRI magnets operate in persistent mode. After
energizing, a superconducting switch is closed across the wind-
ing so that the current continues to flow in an essentially re-
sistanceless cireuit. These are the most commonly produced
commercial magnets (20},

Superconducting particle-beam-handling magnets have
made possible the very high-energy accelerators in operation
at BNL, CERN, DESY, and the Fermi Laboratory. Supercon-
ducting dipole magnets are typically 10 m long or greater, gen-
erating transverse fields of up to 8 T to provide the deflection
required to bend the particle beam to a circular orbit. The re-
quirement for uniformity of field is about 10~* over 25 mm
width. Superconducting guadrupole magnets are used for fo-
cusing of the particie beam and typically provide field gradients
of up te 25 T/m. >

Table 2, Major Characteristics of a 750 MHz NMR Selenoid

Type Solenoid
Materials NbTi and NbySn
Energy 15 MJ

Center field 176 T

Bore at 4.2 K 74 mm

Typical weight 250 kg
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Figure 6. Anillustrative view of the LHC dipole construction, showing
the windings and the structural yokes. (Courtesy of CERN.)

Specific Examples

NMR Magnet for 750 MHz Proton Frequency (21). Supercon-
ducting magnets for NMR and MRI are described separately
within this encyclopedia. However, as they typify solenoidal
magnets the 750 MHz magnet is described here in outline. Fig-
ure 5 gives the profile of the windings of a commercial magnet
along with some of the structural details. The global character-
istics are listed in Table 2.

In the figure the windings are labeled {a) through (g}. Wind-
ings (a), (b), and (¢} are of NbySn. The wire size is largest in
section a where the field is highest and the critical current den-
sity lowest. In fact section (a) consists of three grades of wire

Figure 7. The six dee coils of the Large
Coil Task installed in the test eryostat.
{Courtesy of the Oak Ridge National Labo-
ratory.)

in order to maximize the local winding current density. Sec-
tions {d) and (e} are the main NbTi winding, again graded to
maximize overall current density. Sections (f) and (g} compen-
sate the axial gradients introduced by the full-length sections.
All magnets used for NMR are operated in persistent mode.
The windings are connected in series through superconducting
joints. After energizing, the windings are closed through a su-
perconducting switch (k). The joints (j) between the NbsSn sec-
tions provide the best performance (highest eritical current) in
low field. Therefore they are mounted away from the windings
on posts that rigidly support the brittle conductor. Surround-
ing the windings is an array of shim coils (h) which provides
for fine adjustments. Each shim set has its own switch (m).

Particle Accelerators (22,23). The Fermilab energy doubler/
saver is typical of the use of superconducting beam-bending
magnets used in particle accelerators. The field generated by
the magnet is oriented vertically and extends over a length of
6 m. High-energy protons are slightly deflected by the field-
length product of the magnet. The transverse force on the
particle beam is as predicted by the Lorentz equation (13). A
large number of these dipoles {774), quadrupoles (216}, and sex-
tupoles are arranged to produce a total deflection of 360°. In the
Fermilab energy doubler each dipole magnet produces a mere
0.47° deflection at maximum beam energy.

A more recent project involving superconducting beam-
handling magnets is the Large Hadron Coliider (LHC) at
CERN. This also uses a sequence of long dipoles, quadrupoles,
and sextupoles in two adjacent rings in which protons, or ather
heavy particles, will circulate in opposite directions to collide at.
energies up to 14 TeV. The cross section of the winding and asso-
ciated structure is shown in Fig. 6. The cenductors are located
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Table 3. Major Characteristics of the Coils in the Large Coil Task

Global

Design field

Total stored energy

Operating temperature

Inside heighi {each coil)

Inside span {(gach coil)

Inside radius

Individuaf

Conductor Inductance
Origin Type (H)
EU NbTi FF 1.57
WH Nb,Sn FF 0.75
GE/ORNL NLTi PB 1.81
GD NbTi PB 1.81
JAERI NbT: PB 2.00
CH NbTi FF 1.00

aT

600 MJ

45 K

35m

25m

1.2 m
Peak Current Energy

Field (T) (kA} (M.}
9.01 11.40 200
8.23 17.76 202
8.89 10.50 193
172 10.20 138
8.81 10.22 198
7.86 13.00 123

s0 as to approximate a cosine distribution of current density.
That arrangement generates a field uniform throughout the
center region of each beam. The putward forces on the conduc-
tors are constrained by a stainless steel collar. This cold assem-
bly is supparted within an iron yoke which provides a return
path for the flux. The yoke is assembled from transformer iron
laminations, welded in a set of long steel girders.

Large Coil Task (24). Six coils were built, one each by the fol-
lowing groups: EURATOM (EU), The Swiss Institute for Nu-
clear Science (CH), The Japanese Atomic Energy Research In-
stitute (JAERI), Westinghouse Electric, (WH), General Dynam-
ics (GD), and General Electric/Ozk Ridge Nationa! Laboratary
{GE/ORNL). Each coil was a constant tension dee coil (18},
but each used a different form of conductor. The Westinghouse
coil alone used NbsSn, in a CiC configuration; all the others
used NbTi in a cryostable (helium-cooled) configuration. The
cooling method was either forced-flow (FF} or pool-beiling (PB).
The purpose of the program was ta demonstrate stability of the
eoils under conditions of combined toroidal and pulsed poloidal
fields. This international program has resulted in the construc-
tion of a madel toraidal coil array as shown in Fig. 7. The main
specifications were as listed in Tabtle 3.
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Further Reading

More information may be found in the following books and
articles:

A. C. Rose-Innes, Introduction to Superconductivity, 2nd. ed., Amster-
dam, The Netherlands: Elsevier Science, 1994, This book describes
the fundamental physics of superconductivity and its application to
conductors for superconducting magnets.

Proc. IEEE, Special suppl. on superconductivity, 77: 1110-1287, 1989.
This IEEE review contains comprehensive contributions on mag-
nets, conductors, power devices, and electronics. Despite the date of
publication, the contents are still appropriate.

H. Desportes, Three decades of supercondueting magnet development,
Cryogenics, ICEC suppl., 34: 46-56, 1994. This is one of the more re-
cent reviews of superconducting magnet development but contains
less detail than the Proc. IEEFE issue above.

Reference 10 above 1s a concise review of the status of HTS conduc-
tors and their applicability to superconducting magnetic construc-
tion.

P. Schmuser, in The Physics of Particle Accelerators: Superconducting
Magnets for Particle Accelerators, Melvin Month and Margaret Di-
ennes (eds.}, AIP Conf. Proc., 249: 1992, pp. 1099-1103.

JoHN E. C. WILLIAMS
Massachusetts Institute of
Technology

SUPERCONDUCTIVITY: ELECTRONICS

Since the late 1980s, rapid advances have been made in su-
perconducting electronics. For example, it is now possible to
fabricate low-temperature superconductor (LTS) digital cir-
cuits with thousands of active devices. These circuits operate
at tens of gigahertz clock speeds and with several orders of
magnitude less power consumption than conventional room-
temperature electronics. Furthermore, high-temperature su-
perconductor (HTS) devices are gradually entering the com-
mercial market. One example is the demonstration HTS filter
systems that are operational in a number of cellular phone base
stations in the United States. This section gives the reader
an overview of the broad field of superconducting electronics
{1-3) with a description of applications and provides a histori-
cal perspective of technological development. A more in-depth
description of a few specific aspects of superconducting elec-
tronics are given in the following sections.

Superconductivity was discovered in 1911 in the laboratory
of Kamerlingh Onnes, as a direct consequence of Onnes’ in-
vention of a method to Jiguefy helium. Helium becomes a lig-
uid below 4.2 K (—268.8°C) so that with liquid helium one
could study the properties of materials at very low tempera-
tures. Researchers were measuring the resistance of mercury,
lead, and tin and found that below a characteristic transi-
tion temperature T, for each material, the resistance drops to
zero, Subsequent experiments revealed that many metals be-
come supereonducting at very low temperatures. More recently,
in 1986 Bednorz and Miiller (4} discovered that certain ce-
ramic materials are superconducting at relatively high temper-
atures. The most developed of these materials is YBay,CuyO;_,
{YBCO} which undergoes a superconducting transition at ap-
proximately 90 K (—~183-C).

Two fundamental characteristics of a superconductor are
zero dc electrical resistance and the exclusion of internal mag-
netic fields, called the Meissner effect (5-7). A direct conse-
quence of the second property, the Meissner effect, is that a
magnet floats above the surface of a superconductor. The Rail-
way Technical Research Institute in Tokyo, Japan, is using this
praperty to develop a very fast magnetically-levitated train (8).
Zero electrical resistance means that one can construct ideal
lossless cables, wires, and transmission lines. Note that the re-
sistance is really zero, and experiments have shown that for
most cases a de current flowing in a superconducting ring will
persist for a million or more years. One application of super-
conducting cables is the coils of high-power electromagnets for
magnetic resonant imaging (MRI).

As an example of a superconducting electronic application
(1), see the analog filter shown in Fig. 1 (9). The resistance
of the superconductor is zere at de and very low at high
frequencies. This property makes superconductors ideal for
very sharp microwave frequency filters. Figure 1{a) shows a
high-temperature superconductor (HTS) filter manufactured
by Conductus Inc. (10), and Fig. 1(b) shows the frequency re-
sponse of the circuit (9). The filter consists of a single layer of
YBCO patterned into strips. These strips, coupled together by
the electrical and magnetic fields from currents flowing in the
superconductor, are designed te resonate at specific frequen-
cies. These resonant frequencies define the frequency response

Transmission loss (dB)

080 082 084 086 088 090
Frequency (GHz)

(b}
Figure 1. (a) A high-temperature superconducting filter and (b} the

frequency response of a typical filter. Data courtesy of D. Zhang and
co-workers at Conductus Inc.
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Figure 2. Paired electrons in a superconductor. The arrows represent
the spin of the electrons, and the oscillating line represents the interac-
tion force. In each electron pair the spins of the electrons align opposite
one another, so that the total Cooper pair spin is zero.

of the filter. This is due to the low insertion loss of the filter when
incorporated into the front end of the receiver. Furthermore, the
sharp edges of the filter characteristic allow frequency bands to
be more closely spaced, which in turn allows more channels in
a given handwidth. Note that the HTS circuit in Fig. 1 requires
a refrigerator to operate in the field, which is approximately
the size of a large coffee can.

Other electronic applications include the superconducting
mixer and the bolometer used in radio astronomy (1. In a typi-
cal bolometer, millimeter wave or infrared radiation is incident
on a thin superconducting film, or microbridge. The high fre-
quency radiation causes the superconductor to go normal, and
the resistance of the film is proportional to the amplitude of
the radiation. The bolometer is used in radio astronomy as a
sensitive broadband detector.

The reader may be wondering how materials such as lead,
niohium, or mercury hecome superconductors when cooled to
very low temperatures? The mechanism for low-temperature
superconductivity was not completely understood until 1957
when Bardeen, Cooper, and Schrieffer (BCS) {11) proposed a
microscopic theory. The basic idea of their theory is that elec-
trons pair up in a superconductor, see Fig. 2, to form so-called
Cooper pairs. This electron pairing takes place throughout the
superconductor so that all of the electrons are correlated with
one another, as components of Cooper pairs. This correlation
means that all of the electron pairs move together and do not
experience collisions with other particles which would cause re-
sistance. The BCS theory also showed that the mechanism, or
force, keeping the electron pairs together is the vibrations of the
crystal lattice. This explains why a definite transition tempera-
ture T exists for each material where the hinding action of the
lattice vibrations are strong enough, compared to the Coulomb
electrical repulsion, to make the material superconducting. The
BCS theory accurately describes low-temperature supercon-
ductors. However, now the mechanism for high-temperature
superconductivity is not completely understood.,

Prior to the BCS theory, London in 1935 proposed a
phenomenological theory of superconductivity which derived
from Maxwell’s equations and Newton’s laws (7). Later, in
1950, Ginzburg and Landau developed a more sophisticated
phenemenological theory incorporating quantum mechanics
{7). The BCS theory focuses on the microscopic electron-to-
electron physics of a superconductor, whereas the London and
Ginzburg-Landau theories give a very useful description of
macroscopic phenomena that result from the electron pairing.
Today both the London and the Ginzburg-Landau theories are
often used to understand the dynamics of superconductors for
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electronic applications (2}, Furthermore, these phenomenolog-
ical theories are also useful in that they are applicable to high-
temperature superconductors.

In 1962 B. D. Josephson predicted two dynamic properties of
superconductivity (12). He analyzed two superconductors sep-
arated by a thin barrier through which quantum tunneling is
possible. This device, ealled a Josephson junetion today, can con-
sist of a superconductor—insulater—superconductor sandwich,
of which the insulator is approximately as thick as the Cooper
pair diameter. Josephson’s first prediction was that current can
flow between the superconductors with zero applied de volt-
age. Today this phenomenon is called the de Josephson effect.
Josephson’s second prediction was that if a de voltage V4. is ap-
plied to the junction, then an alternating (ac) current will flow
hetween the two superconductors with a very high frequency
f = (2e/R}Vy4,, where e is the magnitude of the charge of the
electron and A is Planck’s eonstant. This phenamenon is called
the ac Josephson effect. Both the de and the ac Josephsan ef-
fect are a consequence of tunneling of Cogper pairs from one
superconductor through the insulating barrier to the other su-
perconductor. The Josephson junction has many applications in
superconducting electronics. One of the first applications was
to make a very sensitive magnetic field detector called a super-
conducting quantum interference device (SQUID) (13).

There are two types of SQUIDs: the direct-current (dc)
SQUID and the resonant-frequency (RF) SQUID,

A dc SQUID consists of a parallel combination of two
Josephson junctions in a superconducting (inductive) loop; see
Fig. 3(a}. The most sensitive SQUIDs are made with low-
temperature metal superconductors. Figure 3(b} is a photo-
graph of an YBCO HTS dc SQUID fabricated on a strontium
titanate (SrTiOs) bicrystal substrate. When a dc current is ap-
plied, the output voltage measured across the tweo junctions
is modulated by the magnetic field through the loop enclosed
by the two junctions, see Fig. 3(c). This modulation is relatively
large and is a function of the applied magnetic field. Using feed-
back electronics, one can measure magnetic fields extremely
accurately and with a high dynamic range. The operating prin-
ciple of the de SQUID is described in more detail in the following
section.

The RF SQUID is perhaps the simplest Josephison circuit
and consists of a single Josephson junetion in a superconduct-
ing laop, shown schematically in Fig. 3(d}. The superconducting
loop has an inductance and is magnetically coupled to a reso-
nant circuit with an oscillating RF current input, Magnetic field
coupled inte the SQUID loop has the effect of detuning the res-
onant circuit, and this modulates the output veltage. The RF
SQUID readout electronics is similar to the de SQUID, and con-
sists of feedback and lock-in amplification of the tuned cireuit
output voltage. The magnitude of the magnetic field input to
the RF SQUID can be measured to an accuracy similar to the
de SQUID (14).

SQUIDs are the most sensitive magnetometers and can even
be used to measure the magnetic fields generated by neurons
firing in the human brain. Typical magnetic field sensitivi-
ties for LTS and HTS de SQUIDs in the white-noise limit are
2fTA/Hz and 10 fTA/Hz respectively (1£T = 10- T = 10-11 @),
Figure 4 shows one application of the dc SQUID as a scanning
microscope (15). The image was generated by a HTS SQUID
micrascope developed by Clarke and co-workers at the Univer-
sity of California at Berkeley (UC Berkeley) (16). The image
shawn in Fig. 4 is a magnetic field map of the magnetic ink
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SQuID
loop

SQuID
loop

Figure 3. (a) Circuit diagram of a 3QUID
where the X's represent Josephson june-
tions. (h) An HTS SQUID fabricated on a
SrTi0;3 bicrystal. The SQUID is patterned
from a thin film deposited on the bicrystal,
and the Josephson junctions are formed on
the grain boundary of the crystal. (e} Typ-
ical modulation data for a dc SQUID. The
output voltage Vi, in (b) is a periodi¢ func-
tion of the magnetic field B coupled into
the SQUID loop. Data provided courtesy of
Jd. Clarke and E. Dantsker, University of
California, Berkeley. (d) Schematic dia-
gram of an RF SQUID.

Josephson
junctions

for a small portion of a one-dollar bill, and was first observed
by Welstood and coworkers at the University of Maryland {15).
The image was obtained by scanning the SQUID at a distance
of 150 um from the sample surface. The microscope resolution
in Fig. 4 is approximately 130 pm, but decreasing the size of
the SQUID pickup loop can increase the resolution. For exam-
ple, the IBM scanning SQUID microscope with a 4 um pickup
loop has a resolution of approximately 4.5 pm {(15). The HTS
SQUID in Fig. 4 operates at 77 K and is separated from the
room temperature sample by a small window.

In addition to SQUID magnetic field sensors, the Joseph-
son junction has other important applications, such as the in-
ternational volt standard {17). The volt standard uses the ac
Josephson effect. When tunnel junctions are irradiated by mi-
crowaves they produce constant veltage steps nth/2e} f, where
n ig an integer, and f is the frequency of applied microwave
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radiation. A large number of junctions in series irradiated by a
microwave source produces a large constant voltage step, The
present standard for 1.2 V is maintained at the United States
National Institute of Standards and Technology (NIST) by an
array of approximately 2000 Josephson junctions irradiated by
a 94 GHz microwave source. Figure 5(a) shows the commer-
cial volt-standard system manufactured by HYPRES, Ine. (18).
Note that the system incorporates a § K closed-cycle refrig-
erator. In recent years, Josephsan fabrication technology has
improved so that much larger arrays with a veltage of 10 V can
be used as a standard. The 19-mm-long 20,208 junction array
chip for the 10 V voltage standard is shown in the photograph
in Fig, 5(b).

As another application example, researchers at TRW have
recently demonstrated a de to 10 GHz phase-shifter based upon
a nonlinear transmission line (19). The circuit resembles the



voltage standard, and consists of many RF SQUIDs weakly cou-
pled along the length of a superconducting transmission line.
The RF SQUIDs add inductance along the transmission line,
with the amount controlled by the current along the transmis-
sion line, The phase shifter has been successfully fabricated and
tested using both low temperature {180,000 junction circuit)
and high temperature (30,000 junction eircuit) superconductor
fabrication processes (19).

The near-instantanecus phase response of the phase shifter
enables an additional new device, the superconducting upcon-
verting parametric amplifier. Using a superconducting phase-
shift transmission line, designers propagate a pure microwave
tone (the “carrier”) through the phase shifter. Simultaneously,
low frequency signal current is also sent along the phase shifter.
The low frequency signal varies the phase shift of the carrier,
producing a phase-modulated carrier at the output. In addi-
tien to converting the low frequency waveform up to the higher
frequency range, the phase-modulation mechanism produces
power gain, with as much as 10 times (20 dB) gain demon-
strated in some experiments (19),

The transmission line parametric amplifier is related to the
single junction parametric amplifier, demonstrated in the mid-
1980s by TRW and Bell Labs. Applying 36 GHz as a pump, an
RF SQUID produced reflection gain for signals near 18 GHz.
While producing as much as 32 times (30 dB) reflection gain,
the amplifier successfully achieved noise levels at the quantum
limit. Parametric amplifiers can therefore have extremely low
noise, and degenerate parametric amplifiers in particular can
exhibit the novel property of actually “squeezing” the internal
noise to less than the amplifier quantum limit (20).
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Figure 4. Inset shows the magnetic im-
age of a portion of George Washington's face
on a $1 bill observed with an HTS SQUID
microscope. Data provided courtesy of T. 8.
Lee, G. Dantsker, and J. Clarke University of
California, Berkeley.

However, by far the most promising electronic application
of the Josephson junction is digital circuits. The Josephson
junction is the fundamental component of all modern digital
supercenducting electronics, analogous to a transistor in con-
ventional digital circuits (although the operating principle is
completely different). The Josephson junction has the property
that it can switch on in less than a picosecond (1 ps = 1012 5),
and the switching involves very little power dissipation. These
properties make Josephson junction circuits ideal candidates
for ultrahigh-speed computing applications.

In the last decade low-temperature superconductor micro-
fabrication technology has progressed ta the peint that super-
conducting circuits with thousands of Josephson junctions are
routinely manufactured. With this leve)] of integration, ane can
make complex digital circuits, such as analeg-to-digital con-
verters (ADC) and small microprocessors that operate at multi-
gigahertz clock speeds (1 GHz = 10® cycles/s). As an example
Fig, 6{a) shows a digital synthesizer designed by Spooner and
co-workers at TRW (21). The circuit consists of approximately
700 logic gates (~3000 Jesephson junctions), a read only mem-
ory (ROM) that stores a sine wave, and a digital-to-analog con-
verter (DAC),

The eircuit in Fig. 6(a) is designed to synthesize waveforms
at high speed given a digital program input, Figure 6(b) shows
synthesized output for the circuit operating with a 2 GHz in-
ternal clock. The power dissipation of the synthesizer is 6 mW,
which is approximately 1000 times less power than an equiv-
alent GaAs semiconductor circuit. The low on-chip power con-
sumption of superconducting digital circuits is a fundamen-
tal advantage of the technology compared to semiconductor
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Figure 5. {a) The HYPRES commercial voltage standard system, in-
cluding the 4 K Boreas cryocooler cold head, bottom right. The chip is
mounted inside the evacuated cylinder on top of the cold head. The com-
pressor is not shown. Photograph courtesy of HYPRES (18}, {(h) The 19
mm long 10 V voltage-standard chip consisting of over 20,000 Joseph-
son junctions. Photograph courtesy of C. Hamilton and C. Burroughs at
the National Institute of Standards and Technology, Boulder, CO (17).
Original figure (b) © 1997 IEEE.

circuits. Therefore, superconducting digital circuits are ideal
for low-power applications where large amounts of data must
be processed at very high speed. One such application is digital
on-board processing in a communications satellite.

Digital superconducting electronic circuits are grouped in
two main types: voltage-state logic {22) and rapid single-flux
quantum (RSFQ) logic (23). The operating principtes and dif-
ferences between these two types of logic are described in de-
tail in the following sections. Historically, voltage-state logic
circuits were the digital circuits used in the IBM computer
project of the 1970s and early 1980s (24), This project aimed

to huild a mainframe computer using supercenducting voltage-
state logic. The project ended in 1983, and IBM chose not to
pursue superconducting digital electronics further. The main
reason was that IBM felt that, at that time, superconducting
logic was not a significant enough improvement over projected
future semiconductor circuits to warrant such a drastic shift in
its core mainframe computer technology. Furthermore, the IBM
Josephson circuits used a lead alloy technology that degraded
over time {especially during thermal cycling), and, while the
digital logic met the project specification goals, considerable
difficulty was encountered in making high-speed memory suit-
able for a mainframe computer (24),

However, research in superconducting microprocessors con-
tinued in Japan using voltage-state logic. Several successful
prajects were completed under Ministry of International Trade
and Industry (MITI) sponsorship. A series of processor chips
were demonstrated at Fujitsu and Hitachi, and a four-chip
model computer at the Electrotechnical Laboratory (22). In
1988 Kotani and co-workers at Fujitsu demonstrated a com-
pletely operational 4-bit microprocessor consisting of 1841 logic

Incremental 10 Bit input

phase sine ROM
accumulator core 576 bits

1 |

SO

8 Bit DAC

¢
2 - e
o : v -
I = s }DAC
] < - -
‘f_. - - Out
E e =)
@ - -
=
o E
E -
| N k - --n

- . /

- i -

2 e ‘--

Microwave transmission lines for clocks

(a)
al W ek T
:’ LW
P (11 [ REERRD
\_Y_A—I_H_Aﬂ_)
Fle4* 2F/64 3F/64 4F/64
(b}

Figure 6. (a) A superconducting digital synthesizer consisting of an
incremental phase accumulator, 14 bit sine ROM, and an 8 bit DAC on
a 1 cm x 1 cm chip. (b} Typical synthesized output for clock frequency
f = 2 GHz. Data and chip photograph courtesy of A. Spooner and co-
workers at TRW (21). Original figure © 1997 IEEE.



gates operating at 1 GHz with 6 mW of power dissipation
(22). This processor used superconducting voltage-state mod-
ified variable threshold logic (MVTL) developed by Fujimaki
and co-workers (256). MVTL circuits have much higher oper-
ating margins than the previous IBM logic circuits, and the
MVTL microprecessor chip was fabricated using a more sta-
ble niobium trilayer technology. The circuit in Fig. 6 was de-
signed using MVTL voltage-state logic. In 1990 the Fujitsu
team designed and fabricated an 8-bit microprocessor consist-
ing of 6300 MVTL gates (23,000 Josephson junctions) on a
5 mm x 5 mm chip (22). All of the companent circuits op-
erated at 1 GHz, and the multiplier had an average leaded
gate delay of 5.3 ps. More recently the team led hy Tahara
at NEC in Japan has demonstrated a 4 kbit superconduct-
ing random access memory (RAM) with subnanosecond access
times (26).

Voltage-state logic circuits have traditionally been used only
for 1 GHz to 2 GHz applications. However Jeffery, Perold, and
Vanduzer at UC Berkeley demonstrated a new type of voltage-
state logic {27) in simple circuits at 10 GHz to 18 GHz. There-
fore, much higher speed operation should be possible with
this technology. One reason for the perceived limited speed of
voltage-state logic is that the gates are latching. This means
that circuits have to be reset to “zero” after a logical “one” oper-
ation, and before the next cycle of operation. Furthermore, the
information {the logical ones and zeros) cannot be moved from
one gate to the next without more than one clock. Typically 2 to
4 overlapping clocks power the gates, and these clocks have to
be distributed throughout the circuit. The microwave transmis-
sion lines to power the circuit are clearly seen in Fig. 6. Without
careful design, the large number of clock lines can cause exces-
sive cross talk that can degrade circuit performance.

In 19885 Likharev, Mukhanov, and Semenov proposed a new
type of superconducting logic based upon picosecond voltage
pulses (23,28). They called this type of logic rapid single-
flux quantum (RSFQ) logic and showed that, in principle, one
could make RSFQ circuits that operate at clock frequencies
approaching terahertz (10'? cycles/s). The operating princi-
ple of RSFQ,described in the following section, is fundamen-
tally different from voltage-state logic. Because of the poten-
tial ultrahigh-speed operation (greater than 100 GHz), RSFQ
is becoming the logic of choice for future digital superconduct-
ing applications,

Figure 7 shows a state-of-the-art RSFQ oversampling
analog-to-digital converter {ADC) designed and tested by Se-
menov and co-workers (29} at the State University of New York
at Stony Brook, and fabricated using the HYPRES Inc. 3.0 um
niobium pracess (18). The circuit consists of a single bit sampler
and an integrated digital signal processor, called a decimation
filter. The circuit is completely operational with a 9 GHz clock
and a 10 MHz analog input bandwidth. The circuit comprises
1777 Josephson devices, consumes 0.5 mW of power, and has
11 effective bits. A similar ADC chip designed and fabricated at
HYPRES operated in excess of 11 GHz with 11.5 effective bits.
Note that these circuits have 10,000 times less on-chip power
disipation than an equivalent GaAs ADC.

The circuit in Fig. 7 converts lower speed (<10 MHz) analog
input signals into binary information that can be processed by
a computer. Figure 7(b) and {¢) show reconstructed sine wave
data for the ADC for two different frequency sine wave in-
puts. The circuit is programmabie so that, as the frequency
of the input is reduced, higher resolution digital cutputs can
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Figure 7. RSFQ oversampling analog-to-digital converter consisting
of a L bit sampler and an integrated digital signal processor on a 0.5 mm
x 0.5 mm chip. The circuit consists of 1,777 Josephson junctions and
is completely operational with a 9 GHz internal clock. (b} 11 bit recon-
structed sine wave data for an 8.13 MHz input signal. (¢} Reconstructed
sine wave for a 1.13 MHz input signal. The circuit is programmable so
that for the lower frequency input there are over 14 bits of resolution.
Circuit photograph and data provided by V. Semenov, State University
of New York at Stony Brook.

be obtained. This circuit performance is as good as the best
semiconductor ADC presently available,

The key advantages of RSFQ circuits are their speed com-
pared to all other digital circuits and that they use a de power
supply. However, the main circuit design challenge is that the
gates require clocking. The circuit clock consists of picosecond
very low energy voltage pulses with quantized area. The clock
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pulses are difficult to distribute in complex circuits operating
at ultrahigh speeds. Furthermore, the picosecond RSFQ pulses
cannot be directly interfaced with room temperature electron-
ics because room-temperature electronics are not fast enough
or sensitive enough to detect the low-energy picosecond pulses.
Furthermore, RSFQ pulses are easily attenuated by nonsuper-
conducting cables and by impedance mismatches within super-
conducting circuits. Researchers are working hard to overcome
these engineering design challenges to unlock the full techne-
logical potential.

RSFQ and voltage-state are not the only types of supercon-
ducting logic, although they are the most widely used today.
For example, a type of superconducting logic circuit has been
developed in Japan called the quantum flux parametron (QFP)
(30), also called the parametric quantron (3). The QFP consists
of a two junction loop with parameters chosen so that when an
external clock is applied, an input to the loop will cause a quan-
tized eurrent to circulate in either the clockwise or the counter-
clockwise direction, depending upon the input. The direction of
the current flow signifies the logical “1” or “0” in a QFP com-
puter. A team directed by Goto at the RIKEN laboratory has
developed innovative pipeline architectures for supercomput-
ers based upon the QFP (30). Unfortunately, QFP circuits are
sensitive to neise coupled from the clock lines, and are today not
used for complex computing applications. However, the QFP is
extremely sensitive to input signals, and is sometimes used as
a comparator in analeg-to-digital converter applications.

At present all practical superconducting digital circuits are
fabricated from low-temperature superconducting materials.
For example the circuits in Figs. 6 and 7 were fabricated by
a process consisting of layers of patterned and etched thin film
nicbium and a resistive layer, separated by S5i0; insulator lay-
ers. Niobium is a superconducting metal at temperatures below
9 K. For digital circuits metallic layers are relatively straight-
forward to pattern and etch into integrated circuits.

Single-flux quantum logic cireuits can also be implemented
using high-temperature superconductor {HTS) materials. The
ultimate advantage of HTS circuits is that they require much
smaller refrigerators compared to low-temperature supercon-
ducting circuits. In the last few years there has been consider-
able interest in implementing ultra-high-speed RSFQ circuits
using HTS materials. Figure 8 shows cne such HTS circuit
demonstrated at Northrop Grumman. The circuit nses funda-
mental properties of superconductivity to quantize a linear in-
put signal and is the basic component of an analog-toe-digital
converter {ADC). The circuit was cooled to 65 K for the experi-
ment,

High temperature superconductors, such as YBCO, are com-
plex multilayered materials called perovskites, which are re-
lated to ceramics. When fabricating integrated circuits, if each
layer of YBCO is not planarized, discontinuities of the crystal
structure, or grain boundaries, occur at the wire crossovers.
These discontinuities can form natural Josephson junctions
and open circuits, which can cause circuit failure because they
were not originally part of the circuit design. To date only small
RSFQ digital circuits, consisting of fewer than 20 Josephson
junctions and operating at low speed, have been demonstrated
using HTS materials. There are variocus ways to make HTS
Josephsan junctions for digital circuits. However, none have
thus far demonstrated sufficient process control to allow mak-
ing junctions in quantity whoese characteristics are adequately
similar. (See HTS J0OSEPHSON JUNCTION DEVELOPMENT.)
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Figure 8, (a) High-temperature superconducting digital quantizer cir-
cuit for an analeg-to-digital converter fabricated by a multilayer YBCO
process. (¢) The measured linearity of the quantizer is better than 5.7
effective bits at 65 K. Photograph and data provided courtesy of M. G.
Forrester, I. L. Miller, and J. Przybysz at Northrop Grumman.

Recent Josephson junction fabrication research has also fo-
cused on using niohium nitride (NbN) for Josephson circuits
{31}. NbN is a low-temperature metallic superconductor, and it
is much easier to fabricate digital circuits using this material
than using HTS YBCO. The advantage of NbN is that its su-
perconducting transition temperature iz 16 K so that circuits
can operate at 10 K: a 10 K cryocooler is significantly smaller
than a 4 K cryocooler.

Since all superconducting electronic components operate at
eryogenic temperatures, it is importent to briefly discuss cry-
ocooler technology (32). Table 1 lists representative eryocool-
ers, and temperatures that are important for superconducting
electronics applications. The operating temperature of the ery-
ocooler is dependent upon the superconducting electronic ap-
plication, and in particular on the materials technology being
used and the thermal load of the system. For example, present
Nb LTS digital circuits require a 5 K cryocooler, whereas NbN
digital circuits need a 10 K cooler. HTS circuits can operate at
higher temperatures; for example, the wireless filter in Fig. 1
operates at 65 K, and some HTS SQUID systems can operate at
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Table 1. Representative Cryocoolers and Operating Temperatures for some Superconductive Electronic Applications

Temperature 3C Application Operating Principle Cooling Power Manufacturer
5K Nb LTS Digital 2-stage GM with rare earth regenerator 0515 W Sumitomo, Chesapeak/Bereas
or with JT stage

10K NbN Digital 2-stage GM* 14 W Sumitomo, CTI, Leybold

BEK HTS 8QUIDs and HTS Digital  Single-stage Stirling 05 W CTI, Leybold
Single-stage GM 4W CTI, Levbold
Single-stage pulse-tube 110 W TRW, Lockheed Martin®

66 K HTS lters for cellular phone Single-stage Stirling 35 W CTI, Leybold

base stations Single-stage GM 690 W CTI, Leybold

Single-stage pulse-tube 5-80 W TRW, Lockheed Martin®
Single-stage pulse-tubc 45 W Iwatani

K Some HTS S8QUID systems Mixed gas cooler 1w APD CryoTiger

GM = Gifford—McMahon closed cycle, JT = Joule—Thomson.

“10 K Z-stage pulse-tube and 2-stage Stirling cycle eryoconlers are presently in development.,

*Not commercially available, although presently used for satellite applications.

75 K. Note that the power dissipation of superconducting com-
ponents, except for HTS wireless filter systems, is extremely
small. In typical applications the leads connecting from room
temperature to the superconducting component are the domi-
nant heat load. If this is minimized, cooling powers of 100 mW
to 1 W are adequate for many superconducting electronics ap-
plications, and hence the cryocoolers can operate near to their
base temperature.

Maost cryocoolers use the principle of compressing and then
expanding a gas to produce cooling. For a given thermal load,
the cryocooler size decreases dramatically as the temperature
is increased. Applications at temperatures less than 20 ¥ typ-
ically require a Gifford-McMahon or Boreas type cryocooler,
shown for the voltage-standard system in Fig. 5(a}. The su-
perconducting cireuits are attached to the end of a cold head
which consists of a capped metal cylinder separating the cir-
cuit from the cold helium gas. In Fig. 5(a} the voltage stan-
dard circuit is sealed inside an evacuated container around the
cold head. Gifford-McMahon/Boreas cryocoolers use an exter-
nal compressor, and additional pistons behind the cold head.
The piston expands the gas from the external compressor, and
oscillates at appreximately 1 Hz. The crvocooler cold head plus
the vacuum jacket is roughly the size of a personal computer
tower (~36 kg), and the compressor is the size of a small filing
cabinet {(~90 kg), not shown in the figure. Two stages of cold
head and piston configurations are required to get to 5 K tem-
peratures, with a rare earth regenerator used to extract addi-
tional heat from the gas, or with an additional Joule-Thomson
cooling stage.

Stirling and pulse-tube cryocoolers generally operate at
higher temperatures (although a pulse tube has been demon-
strated below 2.5 K), and are often much smaller than the
Gifford-McMahon/Boreas. They can be approximately the size
of a small coffee can (5 kg to 10 kg total weight) for super-
conducting electronic applications. The pulse-tube cryocooler,
in particular, incorporates a small diaphragm and piston that
is oscillated at approximately 60 Hz to compress and expand
the gas coolant; this rapid oscillation gives a relatively large
cooling power for a small mechanical volume. The focus of com-
mercial R&D for Stirling and pulse-tube refrigerators is now to
increase the operating lifetime, for example through the use of
compressors with gas bearings to avoid any mechanical wear.

Cryocooler reliability has lang been an issue for commercial
superconducting electronics applications. However, in recent
years vast improvements have been made. For exampie the
5 K Sumitomo eryocooler requires servicing after 10,000 h of

continuous operation, and servicing consists of swapping the
regenerator filter. At higher temperatures, the pulse-tube type
cryocoolers have impressive reliability records; two TRW pulse-
tube cryocoolers are presently in orbit in space satellites, and
the reliability of these coolers is estimated at 10 years with zero
maintenance. However, it should be noted that such coolers for
space applications, including the Stirling machines pioneered
at Oxford, are built at enormous cost, many hundreds of thou-
sands of dollars. The challenge is to achieve the same reliability
in commercial coolers sold for less than $10,000, that is, man-
ufactured for a few thousand dellars.

In the following sections superconducting electronics is de-
scribed in more detail. Examples of applications are iimited to
SQUIDs and digital electronics. Basic design and circuit testing
principles are described. Finally, possible future directions for
the field of digital superconducting electronics are discussed.
For a more in-depth introduction te superconducting electron-
ics, see Refs. 1, 2, and 3.

BASIC PRINCIPLES OF SUPERCONDUCTING ELECTRONICS

josephson Junctions and the Josephson Eifect

At temperatures below the superconducting transition, the
electren pairs in a superconductor are correlated with each
other. Quantum mechanically this means that all of the Cooper
pairs are in the same macroscopic quantum state, so that we
can describe the superconductor mathematically by a macro-
scopic wave function ¥

W = /pexplig) (1

where p is the density of the superconducting paired electrons
and ¢ is the phase of the wave function. Similar to the single-
particle Schridinger equation, the phase of the wave function
Eq. (1) is related to the external magnetic field by ¢ = 2e/ |
Adl where A is the magnetic vector potential (B =V x A).

A Josephson junction is shown schematically in Fig. 9(a).
The device is rather simple and consists of two superconduc-
tors separated by a thin barrier (such as an insulator, normal
metal, or semiconductor) through which quantum tunneling of
electron pairs can take place. Mathematically, this is equiva-
lent to coupling the wave functions of the two superconductors
through the barrier. Following Feynman (5), ane can assume
linear coupling across the barrier and that the wavefunctions
on both sides obey the single-particle Schrédinger equation.



124 SUPERCONDUCTIVITY: ELECTRONICS

Using Eq. (1} and these coupled equations, one can derive the
following famous Josephson equations:

L =ising (2)
and
2e dpp
V= W B3]

where I, is the supercurrent through the junction, V is the
voltage across the junction, ¢ is the phase difference between
the wave functions on both sides of the harrier, and i, is the
critical current of the junction.

Equation {2) describes the supercurrent flow through the
junetion, and Eq. (3} gives the voltage across the junction.
For real applications the Josephson junction is modeled by the
equivalent circuit in Fig, 9(b). The superconducting Josephson
junction is denoted by the cross in the circuit and is in parallel
with a resistance and a capacitor. The resistor represents the
flow of nonsuperconducting electrons through the jJunction, and
the capacitance exists because the device is a “sandwich” of two
superconducting layers separated by a thin dielectric insulator.

From Eqs. (2) and (3) and Kirchhoff's laws (that is, set the
bias current equal to the sum of the currents through each com-
ponent) it is straightforward to show that the general equation
governing the Josephson junction in Fig. 9(b) is

¢ 1 do

2mi, . 2n
b i

sing = — iy 4
@, ng CI)DLhﬂS (4)

where R; is the junction resistance, C; is the junction capaci-
tance, i, is the critical current of the junction, iy, i5 the cur-
rent applied to the junction, and @, is the constant £/2e. The
nonlinear term with sin ¢, if linearized, has the same form as
an inductor in place of the junction. Therefore the nonlinear
term is sometimes called the kinetic inductance of the Joseph-
son junction.

Equation {4) is identical to the equation for a pendulum
where ¢ is the angle of the pendulum, shown schematically in
Fig. 9(b). Therefore one can visualize the pendulum to obtain
an intuitive feeling for the dynamic behavior of the Joseph-
son junction. Comparing Eg. {(4) to the pendulum mechanical
analog, the junction capacitor C; corresponds to the pendulum
moment of inertia {mass m times length { squared}, 1/R; to the
damping coefficient, (2 Py}, corresponds to mgl {where g is
the acceleration due to gravity), and (27 /Dyliyias to an exter-
nally applied torque.

Intuitively, an increasing de current applied to the junction
is equivalent to increasing the torque on the pendulum Fig.
9(h). When the current is less than i, the pendulum does not
spin, and the voltage across the device is zero. However, when
the current exceeds a threshold corresponding te the critical
eurrent i, the pendulum begins to spin because of the torque of
the applied current. As the pendulum spins, the angle (junction
phase) changes with time, so that by Eq. {3) a voltage appears
across the device. The pendulum is nonlinear, and once it starts
spinning it has an “angular momentum.” Hence, as the bias
current (externally applied torque) is removed, the pendulum
continues to spin, so that the junction voltage is nonzero, This
corresponds to the fact that the I-V curve of the lightly damped
Josephson junction is hysteretic. Adding a resistance of a few
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Figure 9. Schematic diagram of a Josephson junction consisting of
two superconductors separated by a thin barrier. (b} The equivalent
circuit model for & Josephson junction with a paraliel normal resis-
tance and a capacitance, sometimes called the RSJ model. The circuit
madel is equivalent to a pendulum mechanical analog where the angle
of the pendulum is equal to the phase difference of the wave functions
across the barrier. (¢} Experimental /-V carve for a typical NbAIO,Nb
Josephson junction photographed from an oscilloscope. Note the 2.5 mV
gap voltage for the junction and that the J-V curve is hysteretic. The
dashed line denotes switching that is too fast to see on the oscilloscope.
Data provided courtesy of X. Meng, University of California, Berkeley.

ohms in parallel with the junction removes the hysteretic be-
havior and corresponds to adding damping to the pendulum
analog.

The pendulum analog deseribed so far assumes the junction
resistance is constant, which is useful for analytic calculations,
and describes the general dynamics of the junction. However,
the junction resistance is actually a nonlinear function se that
when the junction begins to spin (switches on) the resistance
sharply increases. The nonlinear resistance of the Josephson



junction is included in Josephson SPICE circuit simulators
(35). For the specific case of an underdamped superconductor—
insulator-superconductor (SIS} tunnel junction, the voltage
that appears across the device when it switches on is called
the gap voltage of the superconductor. For Josephson junctions
in general, the gap voltage physically corresponds to the energy
required to break apart Cooper pairs into individual electrons
on one side of the Josephson junction, and recombine them as
Cooper pairs on the other side. The gap voltage is dependent on
the superconducting material and is 2.4 mV to 2.8 mV for Nb,
and 4 mV to 5 mV for NbN. The hysteretic I-V curve for an un-
derdamped SIS niobium Josephson junction with a nonlinear
resistance is shown in Fig. 9(c).

Superconducting circuits consist of Josephsen junctions and
inductive loops for SQUIDs, where the SQUIDs and junctions
are wired together using superconducting transmission lines.
Resistors are used for damping, and to feed currents into the
SQUIDs and junctions. In order to make a superconducting cir-
cuit one therefore needs muttiple layers of superconductor for
wires, a layer of resistor, and a superconducting groundplane.

Low-temperature superconductive niocbium Josephson cir-
cuits are fabricated by using a trilayer process. First, a layer
of niobium a few tenths of a micrometer thick is deposited on
a silicon wafer. The surface of this layer is coated with a layer
of aluminum about 4 nm to 10 nm thick. Then the aluminum
is oxidized to a thickness of about 1 nm, and a second layver
of niobium (Nb} is deposited on tep. The thin aluminum ox-
ide layer is as the tunnel barrier for the NbAIO Nb Josephson
Jjunction. Note that the barrier thickness is approximate, and is
only within a factor of two or three of 1 nm. Using photolithog-
raphy and reactive ion etching, one can pattern circuits from
the trilayer with many thousands of Josephson junctions each
a few micrometers in size. Additional superconducting wiring
and resistor layers are deposited and etched, separated by 8i0s,
to make complex circuits. The wiring and resistor layers are
connected to each other and the Josephson junctions by vias, or
vertical contacts, that are patterned and etched into the SiO,
insulating layers. For high-speed circuits, a ground plane is
usually deposited either as the first or the last step in the pro-
cess, Note that the actual process is rather stmple, that is, all
deposition is at 300 K and there is no doping, ion implantation,
or high frequency diffusion.

By using a trilayer all of the Josephson junections are effec-
tively fabricated simultaneously across the wafer, and no pro-
cessing oceurs hetween depositions of the layers. This means
that there are only small variations among the characteristics
of each Josephson junction. To make complex circuits the crit-
ical current variations across a chip should have a standard
deviation less than 3%. At present no trilayer process exists for
HTS circuits, and hence the parameter spreads on i, are rather
large (approximately 20 to 100% standard deviation). These
large process spreads are the main reason that only small HTS
Josephson circuits have been demonstrated thus far. (See HTS
JOSEPHSON JUNCTION DEVELOPMENT.)

Finally, note that the switching-on time of the Josephson
junction is very fast and can be less than a picosecond. This
makes the device useful for ultra-high-speed computing appli-
cations. Intuitively, decreasing the junction capacitance corre-
sponds to decreasing the mass of the pendulum, which in turn
makes the junction switch (rotate) faster. Mathematically the
ultra-fast switching speed is understood by noting that the lin-
earized Eq. (4) (i.e., assuming sin ¢ =~ ¢) has a natural angular
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2mi,
e =, —— {8)
C TV 9

where . is called the plasma frequency of the Jesephson junc-
tion. Similar to the pendulum angular frequency, the plasma
frequency relates to how fast the Josephson junction phase (an-
gle) can change. For example, a 300 A junction with 2 0,002 pF
capacitance has a Josephson frequency f, = /27 = 1.1 THz.
Since the junction capacitance depends upon the area ¢ of the
Junction, the switching speed of Josephson circuits can be in-
creased by increasing the critical current density J, = i /e, and
decreasing the area of the junction to keep i, constant. With
today’s fabrication process, typical J, values are 1 kA/em? to
2.5 kAsem?, where the smallest junction linear dimension is
3 um. The junction switching time with a 3 um process is a few
picoseconds. However, processes with J, as high as 50 kA/cm?
have been demonstrated for small circuits. With this high crit-
ical current density, and a submicron Junction fabrication pro-
cess, subpicosecond switching times have been demonstrated
{see the section on RSFQ logic).

Flux Quantization

The response of superconducting materials to external mag-
netic fields divides materials into Type I and Type II super-
conductors. Type I superconductors remain in the supercon-
ducting state and exclude all external magnetic fields until
they reach a eritical field. At the critical field, the magnetic
field enters the material, and it returns completely to the nor-
mal nonsuperconducting state. However, this is strictly true
only for long thin samples parallel to the magnetic field. Type
IT superconductors, on the other hand, allow magnetic fieids
to enter while the material remains in the superconducting
state.

The magnetic field that enters in a Type II superconduc-
tor has the interesting property that it is quantized, so that the
magnetic flux (& = B x A) equals h/2e. The quantized magnetic
flux corresponds to a circulating current loop in the supercon-
ductor. Mathematically, the flux quantization phenomenon is
a consequence of single valuedness applied to the macroscapic
wave function Eq. (1), that is, the phase change A¢ around
any closed superconducting loop must be an integer n times
2m, which is equal to the magnetic action (2e /i)A integrated
around the loop:

2
A¢:?§-¢A.dj=%¢:2nn = O =ndy (6)

where ¢ is magnetic flux and the flux quantum &, = 4/% = 20.7
G - #m?. The third term is derived by Stokes’s theorem because
the magnetic field is related to the vector potential Aby B =
V x A On a microscopic level, the actual structure of a Aux
quantum in a superconducting film is complicated. However, to
a good approximation it corresponds to a small supercurrent
loop in the plane of the film, where the film is normal on the
inside of the leop. The magnetic field generated by the current
loop integrated over the area surrounding the flux quantum
corresponds exactly to Eq. {(6). The superconductors used for
circuit fabrication, YBCO and niobium when deposited as a
thin film, are Type II supeconductors.
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Figure 10. A 400 um x 400 gm scanning SQUID microscope
image of an MVTL OR-AND logic gate. The magnetic field scale is
from 0 {white) to 400 mG {black}, and the dots are the flux quanta
trapped in the thin film of the superconducting ground plane.
Datsa provided courtesy of M. Jeffery and T. Vanduze, University
of California, Berkeley, and J. Kirtley and M. B. Ketchen at IBM.

Because the earth’s magnetic field is approximately 650 mG
(10* G = 1 T}, many flux quanta will be trapped in a super-
conducting thin film if it is cooled in the earth’s magnetic field.
From Faraday's law V = dd/dt, so that thermally induced mo-
tion of the flux quanta generate low-frequency voltage noise in
superconducting circuits. This noise can limit perfermance of
SQUID magnetometers, and researchers have spent consider-
able effort devising methods to reduce this noise (see the fol-
lowing section on SQUIDs). Furthermore, if lux quanta trap
close to a Josephson junetion they can change the junction crit-
ical current, and this prevents digital circuits from operating
correctly.

Figure 10 is an image of the magnetic field above a super-
conducting MVTL logic gate. The sample was cooled inside a
mumetal magnetic shield in a field of 4.5 mG. Mumetal is a
very high permeability material commonly used for magnetic
shields. A line drawing of the logic circuit has been superim-
posed on the image to show its location. The image was ob-
tained by scanning a small {4 g4m diameter) SQUID loop across
the area of the circuit and measuring the magnetie field. The
image measures 400 um x 400 um and the dots clearly show
the flux quanta trapped in the film. The Josephson junctiens in
the circuit can be protected from trapped flux by cutting small
“moat” holes in the superconducting ground plane surrounding
the circuits. Then the magnetic field traps in the moat holes
and not in the circuits (33). The use of moats to protect super-
conducting digital circuits enables designing complex digital
circuits that operate in magnetic fields of several milligauss.
Magnetic field values less than 5 mG are easily cbtained with
mumetal magnetic shields.

Moat holes MVTL OR/AND gate

Flux quanta

Josephson junctions

The dc Superconducting Quantum Interference Device
(SQUID) Magnetometer

The basic SQUID circuit is shown schematieally in Fig. 3(a).
The device consists of two Josephson junctions connected in
parallel forming an induetive superconducting loop. For low-
temperature superconductor (LTS) SQUIDs normal resistors R
are typically connected in parallel with the Josephson junctions
to give a nonhysteretic /-V characteristic for the combination.
When a dcbias current is applied, the voltage across the resistor
is modulated by the magnetic flux (® = B,,, x A} coupled into
the SQUID loop. This moedulation phenomenon is understeod
as follows (7).

The total current flowing through the SQUID loop is the sum
of currents from the two Josephson junctions given by Eq. (2).
Each junction has a phase, and the phase change around the
SQUID loop is related to the magnetic field. Specifically, if ¢,
and ¢, denote the phase of each junction, then the total phase
change around the SQUID loop is given by

D

%
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where the last term is derived simitarly to Eq. (6).

If a de current I == 2i, is applied to the SQUID loop, then
the excess current must be carried by the parallel normal re-
sistance, sothat I = I, 4+ V/2R or

V= R[% — ic(Sil’l(ﬁq + Ell’l(ﬁg):[ (8)



Using Eq. (7) and a trigonometric identity,
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where y = (¢1 + ¢2)/2. The phase y evolves rapidly in time by
the Josephson Eq. (3}, and because sin y is oscillating, it may
appear that the voltage contribution from the Josephson junc-
tions averages to zero. However, the junctions obey the nonlin-
ear Eq. (4), and the oscillation is not a true sinusoid. Therefore,
the average of sin ¥ is nonzero.

Using Eqs. (3) and (4), one can integrate sin y to find its
average value (34). The corresponding average value of V is

given by
1,2
- FAS @
V=R —) —i%cos? (w——-)
2 by

Therefore the average voltage across the de SQUID, which can
he measured with a dc voltmeter, oscillates as a function of
@ with a period 2®,. These oscillations are shown for a typi-
cal HTS SQUID in Fig. 3(c). One can think of the SQUID as
a flux-to-voltage transducer. Using a kilohertz modulator and
feedback electronics, called a flux-locked loop, one can use the
SQUID characteristic Fig. 3(c) to measure magnetic fields very
accurately and with a high dynamic range (13).

For an HTS SQUID, shown in Fig. 3(b), the Josephson junc-
tions are naturally resistively damped hy a low normal resis-
tance (of order 1 ), so that no external resistors are necessary.
In this case the resistance R in Eq. {10} becomes R,, where E;
is the normal resistance of the HTS junction.

At present, practical YBCO HTS SQUID magnetometers
are fabricated using a strontium titanate (SrTiO;) bicrystal,
The erystal lattice structure and size of SrTiQ; are similar to
thase of YBCQ, Therefore, when a film of YBCO is deposited on
SrTi0; the crystal growth matches the SrTi0; substrate attice,
SrTi04 bicrystals consist of two erystals fabricated and polished
with a mismatched grain boundary. When YBCO is deposited
on this bierystal, the YBCO film aligns with the SrTiQ; crystals
on each side of the boundary, and the discontinuity forms a long
uniform Josephson junction along the boundary. Then the thin
film is patterned to form a SQUID structure, such as Fig. 3(b).

The dashed line in Fig. 3(b} shows the location of the bierys-
tal grain boundary. The two Josephson junctions of the SQUID
are too small to be seen on the scale of the photograph. How-
ever, the SQUID loop is clearly seen. External magnetic fields
are coupled into the SQUID loop by a flux transformer (not
shown in the figure). The transformer consists of a thin film of
supercenductor patterned into a square spiral of several large
loops connected to a large pickup loop. It can be fabricated on
a separate chip and “flipped” on top of the SQUID. However,
today most flux transformers are fabricated on the same chip
and direct-coupled to the SQUID loop, similar to Fig. 11,

As described in the previous section, noise from flux trap-
ping is a major problem that limits the performance of HTS
SQUID magnetometers operating in the earth’s magnetic field.
Clarke and co-workers at UC Berkeley have spent considerable
effort working on this problem. Figure 11 shows a photograph
of a new type of magnetometer consisting of a lattice of simall
(4 pm wide) superconducting lines patterned in YBCO on a
BrTi0, bicrystal. The idea of using a lattice for the body of the
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Figure 11. {a) A new type of SQUID consisting of a lattice of thin,
4 pm YBCO wires patterned in a lattice on a SrTi03 bicrystal sub-
strate. The top picture shows the overall geometry of the device, and
the lower photograph shows a portion of the microlattice with the
twa SQUID Josephson junctions. (b) Flux noise in the SQUID for a
conventional “fat” magnetometer and the new “skinny” microlattice
type. The flux noise in the skinny magnetometer is significantly less at
low frequencies than the conventional magnetometer. Data and photo-
graph provided by R. McDermott, H. M. Cho, B. Oh, K. A, Kouznetsov,
A. Kiitel, and J. Clarke, University of California, Berkeley.

100



128 SUPERCONDUCTIVITY: ELECTRONICS

magnetometer is similar to using moats to protect supercon-
ducting logic circuits {see Fig. 10).

Flux in a superconductor is quantized in units B x A = &,
For the microlattice design of Fig. 11, the line width is chosen
at 4 um so that ®y/16 um? ~ 1 G, which is approximately twice
the value of the earth’s magnetic field. Therefore, at the tran-
sition temperature, flux quanta are unlikely to trap directly in
the thin superconducting wires. Instead, they trap in the hon-
eycomb of holes comprising the SQUID body, where they are
effectively pinned and cannot easily move around.

Because flux motion is a significant cause of voltage noise in
the SQUID, the net result is that the noise floor of the 5QUID is
considerably reduced. Figure 11(c)} shows the flux noise versus
frequency of the thin lattice type SQUID and a conventional
SQUID magnetometer cooled in 630 mG (63 uT) of applied
magnetic field (approximately the earth’s magnetic field). No-
tice that the low frequency 1/ f noise of the thin magnetometer
is much lower than the conventional (fat} de SQUID.

DIGITAL SUPERCONDUCTING ELECTRONICS

Voltage-State Logic

The basic logical “switch” for voltage-state logic is the hysteretic
Josephson junction; see Fig. 9. We can model the hysteretic
Josephson junction by the mechanical analog of a pendulum
that is free to rotate. The junction phase is analogous to the
pendulim angle, and a current bias applied to the junction
is equivalent to an external torque applied to the pendulum.
When the external torque on the pendulum is increased beyond
a critical value, the pendulum begins to spin rapidly. This sit-
uation is analogous to the dynamics of the Josephson junction.
For a Josephson junction, when the bias current is increased
to a value greater than the critical current, the junction phase
begins to change rapidly. From Eq. 3 the voltage across the
junction is proportional to the rate of change of the phase, so
that a voltage appears across the device. The junction is said to
have switched to the voltage state. This output voltage is the
logical “ane” in a computer, and no voltage corresponds to a log-
ical “zero.” In order to reset the junction after a logical “one,”
the bias must be turned off, and for this reason logic using
hysteretic junctions is sometimes termed “latching” logic. The
switching-on time of the junction can be less than a picosecond.
However, because the junction is hysteretic (the pendulum has
an angular momentum}, it takes a much longer time te switch
off when the bias i1s removed. Therefore, the practical limita-
tion on how fast voltage-state circuits can be clocked in real
applications is set by the switch-off time.

As an example of the basic veltage-state logic principle, one
could use the switching properties of a single Josephson june-
tion as a logic gate. For an OR gate, the critical current of the
junction is chosen so that when the clocked bias and either of
two inputs A or B is applied, the critical current of the junc-
tion is exceeded, and the device switches on; see Gate 1 in
Fig. 12(a). For Gate 1 in the figure, note that before the junction
JJy switches to the voltage state the Clock 1 bias current has a
superconducting path to ground through the junction, so there
is no output current from the gate. However, after the junction
JoJ; has switched it becomes a relatively high impedence {since
there is now a voltage across the device), and some of the Clock
1 bias current is shunted te the output of the gate. This current
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Figure 12. (a) Schematic diagram of a simple voltage-state logic cir-
cuit constructed from hysteretic Josephson junctions. (b} Schematic
diagram of the two-junction SQUID and {c) the one-junction SQUID
used in digital superconducting electrenics. (d) Equivalent circuit to
(b} assuming the junctions are identical and the SQUID loop induc-
tances L. are small so their corresponding voltages can be neglected.
The Jesephson junctions’ normal resistances and capacitances are not
shown in (a)-{c} and are shown schematically in (d} for the equivalent
crcuilt.



will switch Gate 2 when Clock 2 is applied. A logical AND can
he constructed similarly by choosing the critical current so that
it takes a clocked bias plus beth inputs A and B to switch the
junction. This is exactly the logical AND of two input signals.
The inverse logic function is more complicated but can also be
constructed.

The logic gate is on only when the clock is applied. Therefore,
for data to propagate between two gates, Gate 1 and Gate 2 in
Fig. 12(a), the first gate must be clocked on before the second.
Furthermore, Gate 1 must remain on when the clock for Gate
2 is applied. This means that different clocks must be used to
move data from one gate to the next. Overlapping clock phases
are required for data to propagate through a chain of arbitrary
logic gates. Voltage-state logic is often powered by a three-phase
clock, whose phases are 120° apart. However, three phases are
not always used for voltage-state logic. For example, the origi-
nal IBM project used a single-phase clock with de latches after
each logical operation, and the circuit Fig. 6 uses a four-phase
clock.

The single Josephson junction logic gates described previ-
ously are not practical for real applications, since they are
very sensitive to parameter variations. Furthermore, there is
no isolation between junctions, so that output current from a
switched gate can feed back through the gate input and er-
roneously trigger previous gates. This is clearly seen in Fig.
12(a). Given that Clock 1 is high and there is an input at C,
when Clock 2 is applied the Gate 2 junction JJs switches to
the voltage state and becomes a relatively high impedance.
The current from Clock 2 is then shunted to both the output
and the input of the gate. This feedback of current through
the input may cause the junction JJ; in Gate 1 to also switch
to the voltage state. Several different voltage-state logic fami-
lies have been demonstrated that are robust to these problems.
Most notably Fujimaki and coworkers have developed modified
variable threshold logic (MVTL) (25). MVTL circuits have been
demonstrated with thousands of gates at multigigahertz clock
rates (see Fig. 5).

The basic building blocks of voltage-state logic circuits are
the two- and one-junction SQUIDs shown schematically in Fig.
12(b) and (c). These circuits are similar in structure to the de
SQUID and RF SQUID magnetometers described previously;
however, the parameters and modes of operation can be quite
different. In order to analyze the underdamped two-junction
SQUID in Fig. 12(b) it is useful to make the approximation
that the coupling inductors L, in the SQUID leop are small, so
that only the flux @ coupled into the SQUID loop (£®;/2 in
each SQUID inductor L,) is impartant and the voltage across
the coupling inductors can be neglected.

Assuming that the Josephson junctions in the two-junction
SQUID have identical critical currents, capacitances, and lin-
ear resistors, the equation governing the circuit is straight-
forward to derive from the equivalent circuit Fig. 12(d). This
is an ideal two-junction SQUID. Summing the currents in the
branches and setting them equal to the input clock current, and
noting that the phase difference across JJ; is ¢ — (7/dp)d,
and JoJy is ¢ + (7 /dg)d;, where ¢ is the total phase across the
SQUID, and V = (/27 )dg/dt is the total voltage, we obtain

2dp dmi, ady
+FJE+ @y CS(—D

. 2m
12 ) sing = C?O!ciock (11)

where a trigonometric identity has been used to combine the
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two sine functions. This equation is similar to the single junc-
tion pendulumn (4} where the critical current of the junction is
2i.cos(x &y /dy), and is modulated by the coupled magnetic flux
&;. Hence, a current in the control line varies the switching
point of the device.

We can think of the two-junction SQUID circuit as two cou-
pled pendulums with a difference in angle A¢ = b/ When
the applied bias current, or torque on the pendulums, exceeds
the critical value 2i cos(x & /D), the two pendulums spin and
avoltage V = ($y/2n ) /dt appears across the device; the two-
junction SQUID has switched to the voltage state. Similar to
the single junction, the two-junction SQUID switching is hys-
teretic. The switching-on time is very fast, but the coupled pen-
dulums have an angular momentum so that they continue to
spin when the clock bias is removed. The advantage of this ¢ir-
cuit is that the output voltage is isolated from the input control
line.

The operation of the one-junction SQUID is understood as
follows. For the one-junction SQUID in Fig. 12(b), the input
currents (which can be a clock bias and an external bias) must
equal the current through the Josephson junction, junction re-
sistance, junction capacitance, and inductor. Because the flux
& = Li, the current i; through the inductor adds an additional
linear term iy = {(®y/27)¢/L to Eq. (4). This linear term adds
an effective quadratic term to the potential of the nonlinear
pendulum, so that two different modes of operation are possi-
ble. Analysis of the one-junction SQUID equation shows that
when the dimensionless parameter g, = 2x Li./®; < 1 the cur-
rent in the inductor is a single-valued oscillating function for a
linear input current. However, when £, > I the current in the
inductor is no longer a single valued function, and as a linear
input current is applied abrupt switching is observed. For 8, >
1 the circuit operation is hysteretic, so that after switching, if
the applied current is reduced the current in the inductor will
continne to flow until a different switching point is reached.
This hysteretic behavior is shown in Fig. 13(b) for the one-
junction SQUID used in the complementary output switching
logic (COSL) gate.

As an example of voltage-state logic circuit design, the basic
ideas of the COSL family are briefly reviewed (27). COSL was
develaped for applications from 5 to 20 GHz and was optimized
by using a Monte Carle method in HSPICE (35), so that the
basic gates and logic circuits have a high probability of operat-
ing at ultrahigh speed despite the process variations of critical
current, resistance, and inductance.

Figure 13{(a) is a schematic diagram of the COSL OR/AND
gate, The XOR function is derived from the OR gate by includ-
ing a 300 A Josephson junction in series with the inputs. All
of the COSL family of gates consist of a one-junction SQUID
input stage and a two-junction SQUID output stage. The two-
Jjunction SQUID in the output stage is connected in series with
a Josephson junction. The COSL circuits are designed to use
a three-phase sinuscidal clocking scheme, and the input and
output stages of the gates use two of the clock phases applied
through the clock-shaping junctions. These junctions have the
effect of clamping the SQUID biases at approximately 2.5 mV
when the clocks are applied, independent of the process varia-
tions.

The input circuit for the COSL gate is a one-junction SQUID,
similar to Fig. 12(c). For this circuit 81 > 1, so that the SQUID
is hysteretic, and when it switches, a relatively large current
flows through the inductor. Figure 13(b) shows the relationship
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Figure 13. (a) The COSL voltage-state logic gate consists of a one-
junction SQUID input stage, and a two-junction SQUID cutput. (b}
The current transfer curve for the COSL one-junction SQUID. (¢} Mi-
crograph of the COSL OR/AND gate fabricated using the HYPRES
2.5 um process. The input and outputs of the circuits are carefully
impedance-matched.
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Figure 14, A typical taboratory high-speed test setup. The supercon-
ducting chip is mounted on the end of a high-bandwidth prebe and is
immersed in a liguid helium dewar. Inputs and outputs are via high-
speed SMA cables, and the output is detected on the sampling oscilio-
scope.

between the input current and the inductor current for the one-
junction SQUID, For the COSL gate parameters, with an in-
put current of 350 uA, the current in the inductor switches
to 250 pA. The output circuit of the COSL gate consists of a
hysteretic two-junction SQUID, and is similar to Fig. 12(b).

The operation of the COSL OR gate in Fig. 13 ts under-
stood intuitively as follows. When clock 1 is applied, an input
to the gate greater than 60 uxA is sufficient to fire the one-
junction SQUID. Switching the one-junction SQUID causes a
relatively large current to flow in the inductor, which is coupled
te the output two-junction SQUID loop. By Eq. (11}, the one-
junction SQUID current suppresses the critical current of the
two-junction SQUID so that when clock 2 is applied, the two-
junction SQUID switches, giving 1 mV at the output, which
produces 200 nA in a 5 Q load. An AND gate is constructed by
increasing the resistor Ry, in Fig. 13(a); this reduces the cur-
rent from the clock so that two inputs are required to switch
the gate.

Figure 13(¢) is a micrograph of a COSL gate fabricated by
the HYPRES Inc. (18) 2.5 kA /em? niobium process. Spectal care
is taken to impedance match all inputs, outputs, and clock lines
of the circuit. Specifically, the inputs and outputs to the gate are
5 Q superconducting transmission lines, and the off-chip driver
is a large single Josephson junction designed to switch into a
50 2 lead. The inputs to the circuit from the room temperature
electronics are impedance-matched from 50 2 to 5 Q using a
simple resistive matching network (not shown in the figure).
Impedance matching is essential for circuit operation above a
few gigahertz because reflections within the ¢ircuit can cause
erroneous switching and can make signal detection difficult.

A typical laboratory test setup is shown in Fig. 14. The chip
is mounted on the end of a high-bandwidth probe and immersed
in a liquid helium dewar. The end of the probe ig surrounded
by twe mumetal magnetic shields. Inputs to the circuit are
generated by room temperature multigigabit per second data
generators, and the circuit outputs are observed on the sam-
pling oscilloscope. The sinusoidal clock is generated by a sig-
nal generator and then split inio three phases and amplified



by microwave amplifiers. Phase shifters and programmable at-
tenuators vary the phase and amplitudes of the clocks indepen-
dently. The clock, input signals, and sampling scope must be
phase-locked to observe the output of the eircuit at high speed.

Figure 15 shows typical test data for the COSL gate in Fig.
13(c) clocked at 15 GHz. The data inputs (top trace) are over-
lapping low-speed 4 GHz signals. The output, however, is much
faster than the input data because the gate is clocked at 15 GHz.
For OR operation the COSL gate switches “on” when either of
the input signals are high, and switching is observed for AND
operation when the two input signals overlap. The oscillation on
the background in Fig. 15(b) and (¢} is due to feedthrough of the
unbalanced clocks, and is sometimes called “ground bounce.”
The basic COSL gates have been demonstrated at 18 GHz, the
maximum speed of the test equipment, and complex COSL en-
coder circuits for flash ADCs have been demonstrated at 5 to 8
GHz (27).

It is traditionally thought that voltage-state logic operates
only in the range of a few gigahertz. This limited speed op-
eration is usually attributed to the “punch-through” problem.
There are two types of punch-through, one caused by the
plasma oscillations of the junction (36), and another called low-
probability punch-through (37). The first type of punch-through
is related to the plasma oscillation of the Josephson junction
when it resets. Using the mechanical analog, when the un-
damped pendulum stops spinning, there are finite oscillations
at the bottom of the arc, as the pendulum damps to zero; see
Eq. (5). This is analogous to the latching Josephson junction.

20 mV/div

2 mV/div

2 mV/div

280 ps/div

Figure 15. (a) Photograph of 4 GHz input test data taken from a
sampling scope. A pulse splitter and a short length of cable were used
to make the phase delay of the top trace. (b} Output of the COSL OR
gate circuit clocked at 15 GHz. The circuit switching is observed when
either of the two lower speed signals is switched “on.” (c) The AND gate
switching occurs when the two inputs overlap.
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As the junction resets, voltage oscillations called plasma oscil-
lation are cbserved at the end of the logical pulse. If the clock
is applied before complete damping has taken place, then the
junction can misfire. This misfire, caused by nonresetting of
the junction, is termed punch-through. However, circuit pa-
rameters can be chosen so that for a given clock speed and
Jjunction process the damping oscillations never misfire the cir-
cuit. Therefore, although the long resetting time of the junction
limits the ultimate clocking speed, it will not generate random
punch-through errors if the circuits are designed correctly.

To understand the concept of low-probability punch-
through, return to the pendulum model of the Josephson june-
tion, Eq. (4). When the undamped spinning pendulum is reset
by removing the external tourque (clocked dc bias), there is a
small but finite probability that it will stop at the top of the arc
rather than at the bottom, that is, there is a small probability
that the pendulum will end up balanced at the unstable equi-
librium point. If this happens for a Josephson junction, then
the Junction is easily switched to the voltage state without any
input when the next clock cycle is applied. The device “punches
through” to give an error “one” output even though there may
have been a “zerc” inpnt. In a process with high Josephson
junction initial current, the probability of this type of punch-
through is very small, much less than 10~!% for COSL. There-
fore for applications, such as analog-to-digital conversion, low-
probability punch-through is naot a significant source of errors.
Bit error rate measurements on the COSL gates demonstrate
that voltage-state logic can operate with very high clock speeds
without significant errors from punch-through.

The design challenge for complex voltage-state logic circuits
is the distribution of the multiphase clocks. For large circuits
the clock lines have low impedance and will carry all of the
power for the circuit (of the order of mW). Considerable cross
talk can occur between transmission lines, so that the design
and testing of complex veltage-state logic circuits that oper-
ate at speeds beyond 10 GHz is challenging. The ultimate ap-
plication of voltage-state COSL circuits may be as interfaces
between rapid single-flux guantum logic {RSFQ) eircuits and
room temperature electronics. RSFQ circuits can operate at
speeds in excess of 100 GHz and are described in detail in the
following section.

Rapid Single-Flux-Quantum (RSFQ) Logic

R5FQ logic was proposed by Likharev, Mukhanov, and Semenov
(23,28} 1n 1985, and was based upon the principles proposed by
Silver and his collaborators (38) and Sawada and co-workers
(39). The basic RSFQ circuit element is shown schematically
in Fig. 16(a). The Josephson junctions are resistively damped
by parallel resistors and are connected to an inductor. A de
bias is applied to the junction. The value of the critical current,
resistor, and the inductor are chosen so that the dimensionless
parameter f; = 271 R*C;/®Py ~ 1 and Li, ~ &;.

For the simple case where the inductor in Fig. 16(a) is con-
nected to ground, Eq. (4) is applicable to the circuit where the
inductance adds just a linear term in ¢. Returning to the pendu-
lum mechanical analog for the Josephson junction, the junction
{pendulum} cannot “spin” freely because of the damping resis-
tor. Recall that a dc bias applied to the junction is equivalent
to a torque on the pendulum. For a bias current approximately
80% of the critical current value, the pendulum is rotated close
to the horizontal unstable equilibrium point. If the pendulum
is kicked over the unstable equilibrium point, it flips in a circle.
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Figure 16. (a) The basic RSFQ circuit element. The junction is shunted
by a resistor that is typically 1 £2 to 2 Q. (b) A single flux quantum pulse
generated by flipping a damped Josephson junction in parallel with an
inductor. The width of the pulse is a few picoseconds. The original part
(b) is from Likharev and Semenov (23}, © 1991 [EEE.

One can imagine that with gravity the pendulum moves slowly
over the top, rapidly picks up speed toward the bottom of the
arc, and then moves back to the original pesition. From Eq. (3)
the rate of change of the pendulum angle (junction phase) is
eguivalent to the voltage across the device. Hence, as the junc-
tion flips, a voltage pulse is produced; see Fig. 16(b).

The junction switching is very fast, and the corresponding
voltage pulse is typically a few picoseconds in width. These pi-
cosecond voltage pulses comprise the logical “ones” in an RSFQ
digital circuit. Logical “zero” is the absence of a picosecond pulse
within a clock period. As a junction flips, the phase (pendulum
angle) changes by exactly 2 radians. From Eq. (6) the junction

converter

phase can be related to the magnetic field in the inductor by ¢ =
2m & /Py, 50 that a 27 phase change eorresponds exactly to the
transfer of a single quantum of magnetic flux. Equivalently, the
integral of the voltage pulse “area” is quantized,

f Vit)dt = by = 2.07mV ps {12}

so that the total RSFQ voltage pulse integrated over time
equals a quantum of magnetic flux given by Eq. (6). Hence the
narmne single-flux-quantum logic. Also note from Eq. (12) that if
the pulse is a few picoseconds wide the amplitude will be much
less than 1 mV.

The simplest RSFQ circuit, called the Josephson transmis-
sion line (JTL) and shown schematically in Fig. 17{a), consists
of the basic RSFQ component in Fig. 16(a} connected in series.
The series junction and the inductor at the input convert a de
signal to single-flux quanta (de-SFQ converter). Intuitively one
can image the circuit as a series of pendula connected together
by torsion springs (the inductors). The de bias currents torque
the pendulums close to the unstable equilibrium point. When
a single-flux quantum pulse is fed in at the left end of the line,
it flips the first junction (pendulum). Because this junction is
connected to the adjacent junction by an inductor (a spring},
when the first junction flips, it makes a current in the inductor
which in turn flips the adjacent junction (the next pendulum}.
Hence in a JTL, a flux quantum input at the left “hops” down
the line, flipping adjacent junctions until reaching the output.
Figure 17(b} shows a WRspice (35) simulation of the input and
output voltage of the JTL with a 10 GHz input.

SFQJTL

dc-SFQ ibias A B

¥ ]

Figure 17. (a) A Josephson transmission line
with a de-SFQ input circuit. The arrows repre-
sent the bias currents for the JTL. {b) WRspice
simulation with the 10 GHz analog input and
the resulting RSFQ voltage pulses measured at
points A and B on the line. Single-flux quantum
pulses propagate from A to B with a 10 ps delay.
The pulse is re-shaped as it propagates from Ato
B, and the amplitude increases while the width
decreases. The simulation assumes 200 pA junc-
tions, 175 uA bias currents, 3.6 pH JTL induc-
tors, 1 2 resistors, and a 5 pH parallel inductor
in the input de-SFQ converter. The input is a 10
GHz 10 mV amplitude sine wave and a 10 mV de
bias both applied to 50 {2 resistors.
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The clock signals for RSFQ circuits are single-flux-quantum
pulses. The logical convention is that a “one” corresponds to an
RSFQ pulse within a clock period, and a logical “zero” is the
absence of a pulse in a clock period. JTLs are used for clock dis-
tribution. However one does not have to use JTLs for all data
and clock distribution. For example, the digital signal processor
in the ADC in Fig. 7 is broken into three components. The RSFQ
and data pulses are transferred between modules by supercon-
ducting microstrip lines. Because the transmission lines are
superconducting, they have low loss and low dispersion, With
superconducting transmission lines one can transport RSFQ
pulses for relatively large distances on a chip.

The switching speed of the damped junction is a function of
the device capacitance. Reducing the junction area correspond-
ingly decreases the junction capacitance and enables the junc-
tion (pendulum) to flip faster. Hence smaller junctions make
faster RSFQ circuits, providing one scales the other parameters
accordingly. For example, a 100 uA critical current Josephson
junction with a 2.5 um linear size corresponds to a 3 ps RSFQ
pulse. A 1.25 um junection corresponds to a 2 ps pulse, and a
0.7 um junction corresponds te a 1 ps pulse. Lukens and co-
workers at the State University of New York at Stony Brook
have used e-beam lithography to fabricate simple RSFQ fre-
quency divider circuits with 0.5 um x 0.5 um junctions and
50 kA/em? eritical current density.

Figure 18(a) shows a micrograph of an RSFQ T flip-flop
circuit, and Fig. 18(b) shows experimental test data with a
schematic of the circuit inset on the graph. The circuit consists
of a Josephson transmission line connected to the RSFQ flip-
flop, consisting of four Josephson junctions. A dc bias applied
to the first junction in the JTL generates a high frequency SFQ
pulse train which is input to the flip-fiop circuit. The parame-
ters of the SQUID loop are chosen so that a single-flux quantum
can circulate in the loop. When the input pulses are injected
into the loop, they have the effect of flipping the direction of the
circulating flux quanta. Furthermore, if the current is circulat-
ing in the clockwise direction, a single flux quantum pulse is
also produced at the output, V,,; see Fig. 18(b}. Therefore, the
input flips the circulating current, and a half-frequency RSFQ
pulse train is produced.

The diagonal plot on Fig. 18(b) is an overlay of the aver-
age voltage of the clock and twice the average voltage of the
output. Increasing the input bias current increases the fre-
quency of the input clock. Because the output is half the fre-
quency of the input, we expect that, on average, the input voli-
age should equal twice the output voltage. The two measured
guantities are indeed equal, and from the fundamental Joseph-
son Eq. (3) one can caleulate that the speed corresponds to
750 GHz,

The experimental data in Fig. 18(b) are dc average value
measurements. The circuit operation is too fast to observe
the digital outputs directly by room temperature electronics.
Therefore, it is not clear how many errors the circuit makes
at 750 GHz. The lower trace in Fig. 18(b) is the subtraction of
the two curves and gives the error in the experiment. It corre-
sponds very roughly to a limit on the maximum bit error rate
in this experiment. The error is less than one part in 10,000
which is the limit of the test equipment, and the true bit error
rate should be significantly less,

Therefore, RSFQ circnits have the potential of operating at
hundreds of gigahertz clock rates. So far we have described
the JTL, which can be used to transport RSFQ pulses, and
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the T flip-flop which is the basic memory storage element.
To make a complete logic family, Likharev, Mukhanov, and
Semenov demonstrated OR, AND, and inversion functions for
RSFQ (28). As one example, Fig. 19 shows the RSFQ 2-input
OR gate.

The OR gate consists of two Josephson junctions J2 and J4
at the input connected to the inductor L3 and the junction J5.
The junctions J1 and J3 are for isolation and stop feedback
of RSFQ pulses to the input. Parameters are chosen so that
an input RSFQ pulse at either A or B flips the junction J6.
This junction is connected to a flip-flop cireuit (J6, L, J73 which
is a 3QUID loop with an RSFQ readout. When junction J8 is
switched by the input at either A ar B, a single-flux quantum is
held in the SQUID loop J6, L, and J7. The SQUID loop acts as
a latch until the clock is applied. Quanta stored in the SQUID
loop are read out by a clock pulse applied to the junction pairs
J7 and J8. Parameters are chosen so that the clock pulse resets
the SQUID loop and produces a flux quantum at F if there has
been an input at A or B. This is the timed OR function. For
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Figure 18, (a) Micrograph of an RSFQ T flip-flop fabricated using e-
beam lithography. (b) Test data for a T flip-flop fabricated with 0.5 yxm
x 1.5 pm Josephson junctions. The circuit operates corvectly up to a
speed corresponding to 750 GHz. Photograph and data courtesy of W.
Chen, A. V. Rylyakov, V. Patel, and J. E. Lukens at State University of
New York at Stony Brook.
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Figure 19. The basic RSFQ OR gate. The picosecond RSFQ pulses
race through the circuit and are held in the SQUID loop J6, L, and J7
“latch.” A clock RSFQ pulse is applied to the junction pair J8 and J7 to
read out the latch. Original figure from Likharev and Semenov (23), ©
1991 IEEE.

more detailed information on the complete RSFQ logic family,
see Ref. 23.

Figure 20 is a schematic of a simple RSFQ circuit designed by
Herr and Feldman at the University of Rochester to test bit er-
ror rates (40). The circuit consists of a 10 GHz RSFQ ring oscil-
lator, which generates the clock, and two JTL stages connected
to an XOR gate. Identical pulse trains from the clock propagate
down the JTL stages, so that the XOR function should be log-
ical “zero” for all correct outputs. Any error in the JTL stages
produces an RSFQ pulse at the cutput of the XOR gate. The
Rochester team measured the continuous operation of the cir-
cuit for nine days and measured a bit error rate of 5 x 10-17.
This error rate corresponds to 4 errorsin 150 h (5% days). These
results matched well with thermal noise analysis of errors for
a single junction. Therefore, RSFQ circuits have the potential
for ultrahigh-speed operation with very low hit error rates.

Ruck and coworkers in Jiilich have done the same experi-
ment with a circuit fabricated using high temperature super-
conductors, and have measured bit error rates less than 10~
at 39 K{41). However, note that in these experiments the circuit

Volimeter

10 stage test JTL |- ]p
[SFQ/DC]

10 stage test JTL N

10 GHz
ring

Ciock JTL

Figure 20. Schematic diagram of the test circuit to measure RSFQ
bit error rates. Figure reproduced courtesy of Q. Herr and M. Feldman,
University of Rochester, and Applied Physics Letters (41).

under test is rather simple and the bit error rates may increase
for complex RSFQ circuits.

Picosecond RSFQ voltage pulses cannot be transferred be-
tween chips or to room temperature electronics with existing
packaging. This is because they are easily attenuated or re-
flected by impedance mismatches and conventional room tem-
perature electronics is simply neither fast enough nor sensi-
tive enough to detect small picosecond signals. Therefore, the
RSFQ pulses must be converted to lower frequency voltages at
the output (23). Recently, researchers at HYPRES and Conduc-
tus have developed asynchronous amplifier circuits, so that one
can interface RSFQ pulses directly to room temperature elec-
tronics at clock rates up to 8§ GHz (42). High-speed testing has
been performed on-chip at 20 GHz to 40 GHz by loading shift
registers with data at low speed. Then these data are clocked
through an RSFQ circuit at high speed, and the outputs are col-
lected at high speed in shift registers. Finally, the output data
are read out from the shift registers at low speed to verify the
carrect operation of the circuit.

One advantage of RSFQ over voltage-state logic is that it
requires only dc power. The power dissipation of RSFQ cir-
cuits is approximately 10,000 times lower than GaAs room
temperature electronics and approximately 50 times less than
voltage-state logic. Therefore, thermal management is signifi-
cantly easier for superconducting RSFQ digital circuits than for
other reom temperature technologies such as GaAs. The main
challenge for RSFQ circuits and indeed any circuit operating
above 10 GHz is clock distribution. For example, at 100 GHz
there is only 10 ps between clock pulses. Assuming propagation
at the speed of light, 10 ps corresponds to 3 mm. Because typical
complex circunits are larger than 3 mm, global clock distribution
is not possible at this speed. Researchers at UC Berkeley and
elsewhere have been working to develop new types of asyn-
chronous timing schemes to enable complex circuit operation
at ultrahigh gigahertz clock rates (23,43).

ADVANCED APPLICATIONS AND FUTURE DIRECTIONS FOR
DIGITAL SUPERCONDUCTING ELECTRONICS

We are at an exciting point in the development of supercon-
ducting electronics. Fabrication techniques and design tools are
enabling the development of the first real systems. For exam-
ple Conductus, TRW, Stanford University, and UC Berkeley,
funded through the US Department of Commerce Advanced
Technology Program (ATP), collaborated to demonstrate a su-
perconducting cross-bar packet switch. The system was pack-
aged in a 4 K closed cycle refrigerator, all components were
operational at 10 Gh/s, and the complete integrated system
was demonstrated at 4 Gb/s (44). Although this system is not
a final commercial product, it demonstrates the possibility of
integrating and packaging superconducting circuits.

A significant accomplishment of the ATP project was the
development of a superconducting multichip module (MCM)
technology by TRW. Figure 21 shows a superconducting MCM
with two chips used in the cross-bar demonstration flipped on
top. Using reflow solder bumping and superconducting trans-
mission lines between chips, researchers at TRW and Conduc-
tus demonstrated 10 Gb/s data transfer rates between chips
and room temperature electronics. This MCM technology will
facilitate the development of complex superconducting digital
circuits from smaller components.
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Figure 21. MCM module used in the ATP demonstration of a super-
conducting packet switch by Conductus, TRW, Stanford University and
University of California, Berkeley. Both chips were fabricated using a 2
um, 2 kA/em? Nb Josephson fabrication technology. Photograph cour-
tesy of G. Akerling, A. Smith, K. Yokovama, and J. Spargo at TRW
Space and Electronics.

Japanese industrial laboratories, such as Hitachi and NEC,
continue to work on digital superconducting electronics. Re-
cently completed projects at Hitachi include the development
of a 4 x 4 packet switch using voltage-state logic (45). NEC
researchers have demonstrated a system consisting of three
computers connected by a superconducting parallel-pipelined
ring (26,46). Components of these systems, consisting of sev-
eral hundred logic gates, have been demonstrated at multi-
gigahertz data rates. The complete NEC system operated at
100 MHz, with an estimated ultimate throughput of 10 Gbit/s
(46). NEC is working te develop micron size Josephson fab-
rication technologies in order to increase speed and integra-
tion density of their superconducting RAM. In 1998 the Japan
Science and Technology Agency (STA) initiated a three year
program for NEC, Hitachi, ETL, Fujitsu, Tokyo University,
and Nagoya University. The goal of this program is to develop
the core technology in Japan for ultrahigh-speed RSFQ logic
circuits using both low-temperature and high-temperature
superconductors.

Perhaps the maost promising applications are in analog-to-
digital conversion using RSFQ logic (see Fig. 7). Analog-
to-digital converters (ADCs) are ideal candidates for
superconducting electronics applications because all of
the high-speed operations are internal to the circuit, and the
outputs to room temperature electronics are relatively low
speed. Furthermore, ADC circuits do not require frequent ac-
cess to cache memory, which is at present difficult to implement
in superconducting circuits. HYPRES Inc. in Elmsford, NY
{18} has done considerable research to develop advanced ADC
circuits,

Figure 22(a) is a 6-bit (2° level) flash type ADC developed
at HYPRES Inc. The circuit consists of six comparators. The
analog input signal is applied to a resistor divider network
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which feeds a one-junction SQUID at the input of each com-
parator. RSFQ circuits are used for ultrafast sampling of the
one-junction SQUID current. With certain parameters (that
is, Ar < 1), the output current of the one-junction SQUID is
periodic in the input current. Hence by using a resistor di-
vider network, the one-junction SQUID currents make an in-
terference pattern gray code for the input signal. Picosecond
RSFQ sampling of this gray code gives a binary representa-
tion of the input analog signal. The circuit is compact, and re-
quires only one comparator for each bit because the unique
properties of the one-junction SQUID. To store the digitized
data, a 32-word shift register memory is integrated within
the ADC.

Figure 22(b) shows test data for the flash ADC for a 16 GHz
sampling rate. The input signal {inverted by the amplifier) was
acquired in real time, and the binary data were stored in a
32 bit shift register for low speed output to room temperature
electronics. Research is in progress to directly interface this
ADC to room temperature electronics, so that the performance
specifications (spurfree dynamic range, effective number of bits,
etc.) can be measured.

A fundamental advantage of superconducting electronics is
low on-chip power dissipation compared to room temperature
electronics, such as GaAs. Therefore, thermal management on-
chip is significantly easier than with GaAs. Furthermore, com-
pared to all other room temperature technologies, RSFQ has
a raw speed advantage because digital operation is possible in
excess of 100 GHz. These advantages make superconducting
electronics a candidate for ultrahigh-speed supercomputer ap-
plications of the future. In fact, recent research has indicated
the feasibility of a 10'? floating-point operations per second
{petaFLOP) RSFQ-based supercomputer. The petaFLOPs com-
puter project, presently funded by the US Defence Advanced
Prajects Agency (DARPA), is studying the pessibility of incor-
porating thousands of 100 GHz superconducting RSFQ vector
processors (47).

The challenge for future digital superconducting technalogy
1s to unambigitously demonstrate circuits operating in excess of
100 GHz. These circuits will require small area (~0.8 um linear
size), higher current density {J, = 10 kA/fem?) junctions, and
one must first demonstrate that a fabrication process can make
hundreds of 0.8 um 10 kA/cm? Josephson devices with small
parameter spreads. In addition exact clocking of the ultrafast
circuits needs to be achieved. At 100 GHz there is only a 10 ps
window for a clock period, and at 200 GHz this window shrinks
to 5 ps. Parameter variations and propagative time delays can
easily introduce timing errors which will significantly limit the
speed of complex circuits. Finally, the circuits must be tested
unambiguously at ultrahigh speed. This is no easy task, since
demultiplexer (DEMUX) circuits are needed to interface with
room temperature electronics, which increases the complexity
of even the simplest 100 GHz RSFQ circuit.

In the near future all systems based on digital supercon-
ducting circuits are expected to use conventional 4 K niobium
superconductor technology that requires a relatively large re-
frigerator. For applications requiring low power and a small
form factor, niobium nitride (NbN}, T, = 17 K, will most prob-
ably become the processing technalogy of choice for digital su-
perconducting circuits. NbN circuits operate at 10 K and use
small pulse-tube or Stirling coolers described in the intreduc-
tion. However, research and development is required for NbN
fabrication technology to reach its full potential.
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Figure 22. (a) HYPRES six-bit flash analog-
to-digital converter fabricated on a 1 cm x 1
em chip, Experimental test data (b) input to
the circuit, and (¢} collected in real time at 16
Gs/s. Photograph and data provided courtesy
of S. Kaplan, S. Rylov, D. Gaidarenko, W. Li,
and P. Bradley at HYPRES Ine. {18). (b)
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SUPERCONDUCTIVITY: HYSTERESIS AND
COUPLING LOSSES

A key issue for most applications of superconductivity involves
ac losses, Designers need to understand the mechanisms of ac
losses in order to lay out the conductors and windings correctly
and to predict the performance range in operation. In devices
operating at the grid frequency (transformers, current limiters,
generators, motors, and power transmission cables) ac losses
mostly affect the cryogenic load and hence the overall efficiency
of the application. In large pulsed windings [fusion magnets,
supercondueting magnetic energy storage (SMEs)) the coupling
current less affects the stability, that is, the ability of the super-
conductor to withstand magnetic field transients. The de mag-
netization of a superconductor, which leads to hysteresis loss,
is a crucial issue in applications such as imaging and accelera-
tor magnets, where the residual, low field magnetization of the
superconductor affects the quality {linearity and homogeneity)
of the generated magnetic field.

In normal conducting materials, both de and ac losses are
due to the finite electrical conductivity. At first glance, it ap-
pears contradictory that ac losses can oceur in a superconduct-
ing material, with zero electrical resistivity.

The nonreversible magnetization behavior of bulk super-
conductors was known well before a practical superconduct-
ing wire was manufactured; afterward, it was called “ac loss”,
which sounds much more negative than “magnetization loop.”
For single-core wires and tapes, the only ac loss was the hys-
teresis loss, with the associated disruptive flux jumps. For
multifilamentary composites, a new source of loss (filamen-
tary coupling loss} was identified and stimulated the develop-
ment of very sophisticated strand layouts, with high resistivity
barriers and mixed matrices; on the other hand, flux jumps
were no longer an issue. Later on, with large stranded conduc-
tors, the biggest concern was cable loss (interstrand coupling
loss): the effort to limit ac losses was focused on the cable lay-
out rather than the internal structure of the multifilamentary
composite.

Because of ac losses, the competitiveness of superconductors
has been limited in many fields of applied electrical engineer-
ing. Most of the superconducting coils in use today (commercial
and research) are operated in de mode, with limited ac loss oc-
curring during the slow charging up. In those coils, the fastest
field change is seen during a safety discharge, when concern
about heating or even quenching the conductor is small.

Both hysteresis and coupling current losses occur in a time-
varying magnetic field, but their relative weights depend on
the specific application. In power transmission cables, the hys-
teresis loss is by far the largest source, as well as in small,
slow rate, potted windings. In large cabled conductors for big
SMES and fusion poloidal field coils, the coupling current loss
dominates. The hysteresis loss per unit volume is a function of
the filament size. The coupling current loss per unit volume in-
creases with the conductor size: with few exceptions, the larger
the conductor, the bigger the weight of the coupling current
loss.

The physical mechanism of ac losses in superconductors is
no longer the ohject of baseline research. Most R&D activities
are devoted to developing low loss, stable conductors. For design
purpases, the ability to accurately calculate (i.e. predict) the ac
loss during operation is crucial for a reliable and cost-effective
engineering approach.

HYSTERESIS LOSS

In type I superconductors—for example, pure metals with
defect-free lattices—the magnetic field does not penetrate the
bulk of the material and the superconducting shielding cur-
rents flow only at the surface. Such materials have reversible
magnetization and no hysteresis loss, with B=0and M= —H
(Meissner effect) inside the material.

In type 11 superconducting materials used for practical ap-
plications, both low and high 77, the surface shielding currents
have a marginal role for the magnetization and the flux pene-
trates the bulk of the conductor. The nonreversible magnetiza-
tion of type Il superconductors is the reason for the hysteresis
loss (1-3). The energy loss per unit volume of superconducting
material, @, can be written in a general form for a closed cycle
of applied magnetic field B(e.g., an oscillation at grid frequency,
a charge—discharge cycle of a magnet, or the superposition of
an ac field on the background field)

Q= fM(B) dB (M) (1)

where M is the average value of the magnetization inside the
superconductor. The explicit expression for the local magne-
tization, needed to evaluate the integral, depends on the su-
perconductor geometry and on the model selected to describe
the magnetic flux penetration and the flux profiles inside the
superconductor.

The formulas quoted below are for cylindrical superconduct-
ing filaments of diameter I} whenever the real eross section of
the filaments is not round (e.g., oval, dendritic, or hollow fila-
ments or clusters of bridged filaments)}, the parameter D in the
formulas should be considered as an equivalent diameter. For
tapes and flattened filaments with high aspect ratio (e.g., for
some high T, conductors), the formulas for an infinite slab can
be used as a convenient approximation.

The Magnetization Curve

A de magnetization curve for a type Il superconductor is shown
in Fig. 1. After cooldown, at zera field, M = 0. As an external
magnetic field is initially applied, the shielding currents at the
filament surface prevent the flux penetration into the bulk su-
perconductor. The diamagnetisim is perfect (i.e., M =—.H) as
long as the applied field does not exceed the first critical field,
B,. In a type II superconductor, total flux exclusion (the Meiss-
ner effect} occurs only at the heginning of the first, virgin mag-
netization: if the superconductor is cooled down in the presence
of a magnetic field, no flux exclusion occurs.

Abave B, the average magnetization increases until the
flux penetrates to the center of the filament, at B = By,;. As the
field increases, the diamagnetism decreases (upper branch of
the curve} and the magnetization eventually becomes 0 at the
upper critical field, B = B, (not shown in Fig. 1). When the
field is decreased, the flux profiles reverse their gradient in the
filament and the average magnetization is >0 (lower branch of
the curve). At B = 0, the flux trapped in the filaments is cailed
residualmagnetization.

The magnetic flux enters the filament as discrete flux
quanta, The diffusion of the flux quanta in the bulk type
I1 superconductor is restrained by the pinningcenters, which
establish field gradients (lux profiles) inside the filaments. The
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pinning centers are microscopic normal zones {e.g., metallur-
gical or lattice defects) that provide a potential hole to trap
the flux quantum. According to the critical state model, a su-
percurrent encircles each pinning center: the strength of the
pinning centers (i.e., their ability to hold the flux quanta) is
a function of the fraction of the external field to the critical
field, &8 = B/By (T ¢) where ¢ is the mechanical strain. Strong
pinning centers are able to store large density of magnetic en-
ergy. The magnetization current density . is directly propor-
tional to the volumetric density of the pinning forces in the
superconductor.

The penetration field B, is the field difference between the
filament surface and the electrical center line (see Fig. 2): in
Bean's model (4), J. is assumed constant inside the filaments
for a given b, and B, is a linear function of the critical current
density. For a round superconducting filament of diameter D,
the penetration field B, (b), in perpendicular and parallel orien-
tation, is proportional to the density of the magnetization cur-
rents flowing respectively in the axial {Jf4) and the azimuthal
{J.s) direction {5, 6)
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Figure 2. Penetration field in a superconducting cylinder of diameter
D in parallel applied field (or infinite slab of thickness D), without (left)
and with (right) transport current. The dashed profile models the lower
branch of the magnetization carve.
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Figure 1. Typical magnetization loop of a type I
superconductor and related terminology.

For an infinite slab of thickness 2a, with applied field parallel
to the slab surface, the penetration field is

B.(b) = ppadih) (T) (3)

A partial magnetization loop occurs when a small external
field variation is superimposed on a background dc field. If the
amplitude of the field change, AB, is larger than 2B, full pen-
etration is achieved, that is, the magnetization moves from the
upper to the lower branch of the curve.

It is questionable how far Bean’s model for linear lux profiles
is an acceptable approximation. When the penetration field is
much smaller than the applied field, B« B, the J. variation
over B can reasonably be neglected. As B, is proportional to the
filament size, the range of field over which Bean’s model reliably
applies is larger for thin-filament superconductors. Whenever
Bean'’s model is not considered adequate, an explicit formula
for o, (b), such as the expression proposed by Kim (7)

o

Jc:Bg+b 4)

must be substituted in Egs. (2) and (3) (B, and « are fitting pa-
rameters). The magnetization and loss formulas become more
complex using Eq. (4), but the improvement in the accuracy of
the loss results is not dramatic. At very low field, when the lin-
ear profile approximation is rough, the parameters in Eq. (4)
cannot be satisfactorily fitted by experimental results, as a di-
rect measurement of I, close to 0 field is impossible due to the
self-field and instabilities. The formulas below apply only to the
linear profile assumption. An example of hysteresis loss formu-
las using a nenlinear profile approach can be found in Ref. 8.

Integrating in cylindrical coordinates the linear flux pro-
files from Eqgs. (2} and (3) over the filament volume, the upper
and lower branches of the magnetization curve are obtained as
explicit functions of the critical current density and filament
diameter. In perpendicular and parallel applied field orienta-
tions the average magnetization per unit volume, according to
Ref. 6,13

2DJ,(b)
3

M) = (T). Mb)=

D J"G“’(b} (T} (5)
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Table 1. Summary of Hysteresis Loss® Formulae
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= Ag energy per unit volume of supercenductor, €, for a closed cycle of magnetic field AB.

Basic Formulas for Hysteresis Loss

Substituting Eq. {5) into Eq. (1), the hysteresis loss for a closed
field cycle of amplitude AB = B* — B"is obtained as a function of
the average critical current density or the average penetration
field, defined by

B Bt
Jre (B} dB f B,,(B)dB
i e
and
B y:
L BB dB /¥ B,(B)dB
k= Ty B=TpIg O

The resulis of the integration are summarized in Table 1 for the
three cases of an infinite slab of thickness 2a with field parallel
to the slab surface and a cylinder with diameter D perpendicu-
lar and parallel to the applied field. The formulas are different
for partial penetration (AB < 2B,) and full penetration (AB >
2B,). A further, easier formula is proposed for AB > 2B, this
formula overestimates the loss. The shaded areas in (Fig. 1)
give a measure of the excess, which is accounted for by using
the formula reported in Table 1 for AB » 2B,

For a given AB, the loss maximum occurs when AB = 2B,
The loss maximum, @pax, reported in Table 1, is a fraction of
the magnetic field energy density; it does not depend on the
critical current, critical temperature, strain, or filament diam-
eter. In some cases, it may be useful to use @uax to get a feeling
for the worst-case loss without performing time-consuming cal-
culations. For a given AB, the filament parameters J; and D
determine the reduced field b for which AB = 2B,(b) is fulfilled,
that is, the loss is maximum (9). The loss formulas in Table 1
may also be written as a fraction of @nay or of the magnetic
field energy density AB%/2,, thus introducing a dimensionless
loss factor, which is, for a given geometry, only a function of
AB/B,(b)(10). In Table 1,  is the hysteresis loss per unit fila-
ment velume and .J; is the filamentary critical current density.
For some superconducting strands, such as Nb;Sn and high T
superconductors, the noncopper critical current is referred to
instead of the filamentary critical current density. Whenever

the exact filtament fraction is not known, it is possible to use
the loss formulas for AB > 2B, replacing J; by the noncop-
per critical current I.. The hysteresis loss is then expressed in
joules per meter of conductor length.

Anisotropy and Variable Angle Orientation

Due o the integration path of the flux profiles in the axial
and radial direction of the cylindrical filament, the ratic of the
magnetization in parallel and perpendicular field orientation
is, according to Eq. (5),

My _ 1y

M, " rdy (7)
The difference observed in the amplitude of magnetization mea-
surements at 0° and 90° orientation is larger than 4/7 and re-
veals of the anisotropy of the critical current density, that is,
ch.'r '-}é E}rcl'l'

In NbTi filaments, the largest source of pinning centers is
the precipitation of «-Ti and cell dislocation (11). During the
manufacturing process (drawing and annealing), the pinning
centers are created and strongly oriented in the axial direction.
The pinning forces are very anisotropic, resulting in a critical
current density much larger in the azimuthal direction than
in the axial direction. The ratio J/fy in NbTi conductors is
a function of the field and also depends on the manufacturing
history (filament size, alloy composition, cold work): from ex-
perimental magnetization measurements, the critical current
anisotropy is Jg/ e ~ 3 (12).

In NbsSn conductors, the major source of pinning centers is
the grain boundaries that form during the reaction heat treat-
ment. The anisotropy of the critical current density is linked
to the grain orientation, which is influenced by the heat treat-
ment schedule. The Sn diffuses radially into the Nb filaments,
and the Nb; grains are elongated in the radial direction, giving
a higher density of the boundary lines for the axial eritical cur-
rent (13), Typical values of the anisotropy in filamentary Nb;
are .,/ Joy = 0.5 (14).

The anisotropy of the critical current density should not be
confused with the variation of the transport critical current
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Figure 3. Areas of the magnetization loops versus the orientation
angle between filaments and applied field. Single core NhTi strand, D
= 127 m. From Ref. 6. Reprinted from Crvogenics, 18, A. P. Martinelli
and B. Turck, Some effects of field orientation on the magnetization of
superconducting wires, pp. 155-161, copyright 1878, with permission
from Elsevier Science.

as a function of the orientation angle o of the applied field,
J(B,). The azimuthal critical current density, J,, to be used
for the hysteresis logs in parallel field orientation, is not the
same as the transport critical current measured with parallel
field orientation, Jo # JU B}, but Jy = J, {B,}. For both NbTi
and Nbz 8n conductors, a larger transport current has been
observed in the paralle] applied field, J, (By) > J, (B,) (6, 14—
16).

The orientation of the superconducting filaments in cabled
conductors with respect to the cable axis changes continuously
over a broad range of angles. For large, multistage conductors,
average strand angles of 16> to 25° are commonly observed:
the range of the strand angles and its statistical distribution
depend on the number of cable stages and the pitch sequence.
The hysteresis loss at intermediate angles cannot be interpo-
lated from the formulas in parallel (0°) and perpendicular (90~}
fields. The behavior of the loss as a function of the angle has
been observed to be not monotonic, with a peak around 30° and
aminimuim at small angle ( <107); see Fig. 3 from Ref. . The in-
terference of the magnetization currents flowing in longitudinal
and azimuthal directions distorts the flux profiles and does not
allow a practical definition of the penetration field. At angles
close to (°, the flux profiles adjust themselves for cansecutive
field cycles and the loop area decreases until a reproducible
magnetization is obtained after 10 to 20 cycles. An attempt to
model the magnetization at intermediate angles can be found
in Ref 17.

Filament Diameter

The filament diameter is a key parameter for the hysteresis
loss formulas. It can be either estimated directly from metal-
lographic examination of the strand cross section or deduced
from the magnetization and critical current measurements,
For most of the commercial NbTi strands, the magnetiza-
tion currents are confined to the individual filaments: perma-
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nent currents linking groups of filaments by proximity effects
are ohserved only in very thin, highly packed filaments, with
submicron interfilament spacing (11). The critical field for prox-
imity effects, By, is a function of the temperature, transport
current, ratio of spacing to filament size, matrix resistivity and
impurities, twist pitch, and sample length (18-20).

For Al5 superconductors, as well as for high-temperature
superconductors, the estimation of the filament diameter from
metallographic investigation is net accurate. In the NbzSn
strands, because of different access to the Sn source (for both
bronze method and internal Sn strands), the filaments do not all
grow to the same size. A nonreacted Nb core may be left in some
region of the filamentary zone, turning the NbsSn cylinders into
hollow cylinders. A major problem affecting the assessment of
the filament diameter in Nb; composites is bridging: when the
Nb filaments are tightly packed in the matrix, the NhSn layers
grow during the reaction heat treatment to build either contin-
uous superconducting links between filaments (21} or mechan-
ical contacts (22), which behave like the proximity effects. The
density of bridging is a function of the spacing to filament ra-
tio s/d (or local area ratic between Cu—-CuSn matrix and Nb
filaments) and of the heat treatment schedule {23). The super-
conducting properties of the bridges linking the filaments may
be different from those of the bulk filament: at higher field, tem-
perature, or strain, some of the links may become too weak for
the magnetization currents. In these cases, the filament diam-
eter is a function of b. The paths of the magnetization currents
in a cluster of randomly bridged filaments cannot be analyti-
cally modeled: whenever bridging occurs and the loss formulas
for cylinders are used, the equivalent filament diameter must
he determined from the magnetization curve, preferably at dif-
ferent b.

Three main methods are used to derive the filament diam-
eter from the magnetization measurement in a perpendicular
field. All methods use Bean’s model and assume that the fila-
ment critical current density is directly measured in the same
field range. The same methods can also be applied to deduce the
critical current density once the filament diameter is known
(e.g., to estimate J;, or the low field J,;, when a direct mea-
surement of I, is not possible).

» Diameter from the Penetration Field. The minimum field
change to move from the upper to the lower branch of the
magnetization curve (see Figs, 1 and 2) is AB;, = 2B, The
filament diameter can be estimated using Eq. (2) or (3)
and A B(B) from the magnetization curve. The advantage
of this method is that no calibration of the magnetization
is necessary to estimate AB;,

Diameter from the Amplitude of the Magnetization. The
filament diameter can be deduced using Eq. (5) from
the amplitude of the magnetization, measured as half of
the distance from the lower to the upper branch of the
curve. The accuracy of this method is limited by the cali-
bration of the magnetization.

Diameter from the Energy Loss of a Closed Field Cycle. The
hysteresis energy loss for a closed field cycle (magnetiza-
tion loop} can be estimated either by the line integral of the
magnetization curve, according to Eq. 1, or by the calori-
metric method, after subtracting the coupling loss contri-
bution, if any. If the calorimetric method is used, the mag-
netization does not need to be calibrated. According to the
amplitude of the applied field AB(B,, > ABor By, < AB),



142 SUPERCONDUCTIVITY: HYSTERESIS AND COUPLING LOSSES

B (T)

Figure 4. Magnetization loop of a Nb3Sn multifilamentary strand with
Nb + Ta diffusion barrier. The low field peak of the magnetization is
due to the pure Nb shell with diameter (.5 mm.

the measured energy is compared with the formulas in
Table 1 to deduce the filament diameter.

Crossing the Zero Field

The formulas for magnetization and hysteresis loss have lim-
ited validity at low applied fields, especially at the zero-field
crossing. On one side, the linear flux profile approximation
{Bean’s model) is very rough at fields smaller than the first
penetration field, and below B, the surface screening cur-
rents prevent any flux change inside the filament. On the
other hand, non-current-carrying superconducting materials
are sometimes included for manufacturing reasons in techni-
cal superconducting strands, resulting in low field perturba-
tions of the magnetization curve. In soldered cables, the low
field superconductivity of the solder may also play a similar
role.

In thin filament NbTi strands, a Nb shell encircles each
filament to prevent TiCu intermetallic formation during the
intermediate heat treatment process, and some Nb;Sn suppli-
ers uge a Nb layer as diffusion barrier or include it to buffer the
Ta or V barrier on the side facing the stabilizer. In both cases, a
eontinuous Nb shell is left on the outer side of the barrier. When
a continuous NbsSn ring grows from the Nb diffusion barrier,
its magnetization is as much as one order of magnitude larger
than that in the filament (24).

The pure Nb behaves like a soff type Il superconductor, with
B. = 0.18 T. The effect of the screening currents in the Nb
layer on the outer side of the diffusion barrier, whose diameter
is more than 100 times larger than that of the filament, can
be clearly recognized as a low field peak in the magnetization
curve; see Fig. 4.

Whenever an anomaly of the magnetization curve occurs
at the zero crossing, large errors are likely in the hysteresis
loss calculation. If the filament diameter ig derived from mi-
croscopic examinations or from the higher field magnetization,
the loss at low field will be substantially underestimated by the
loss formulas. In contrast, if the energy loss of a bipolar field
cycle is used to deduce the filament diameter, this, and hence
the higher field loss, will be overestimated, because of the ad-
ditional contribution of the Nb below 0.18 T. The range of the
operating conditions should dictate the decision on the criterion
to be used for the filament diameter. If necessary, a correction
factor can be added in the calculation code to include the Nb
magnetization contribution at the zerc-cressing field.

Hysteresis Loss with DC Transport Current

When a longitudinal current is superimposed on the transverse
field magnetization currents of a filament, the electrical cen-
ter line is moved to the periphery of the filament (or slab),
the flux profiles are asymmetric, and the penetration field de-
creases by a factor 1 — i, where { is the ratio of the longitu-
dinal current (also called the transport current) to the critical
current

L Itr P R
Ty By =Bl =0 (D

(8)

Below penetration {i.e., for AB < 28)), the low AB ampli-
tude formula in Tahle 1 can also be used in the presence
of a dc transport current. Above penetration, the magnetiza-
tion decreases as a function of the transport current, drop-
ping to O for i = 1, that is, I, = I.. For large AB, the area
of the magnetization loop (i.e., the energy supplied by the ex-
ternal field change) decreases when a transport current is su-
perimposed on the magnetization currents [see Fig. 5(b) from
Ref. 25]

for AB» 2B, @, ~@ ~@Q(1~HUm® (9

As a function of the transport current, the magnetization loss
increases until full penetration is achieved for AB= 2B, (1 -
). A further increase of the transport current decreases the
magnetization loss; see Figs. 5(a) and 6 from Ref. 25.

A change of the filament magnetization beyond 28, is op-
posed by the power supply, which works to maintain the trans-
port current, that is, the asymmetric flux profiles. A voltage
appears along the filament, and an extra energy @4 due to the
dynamic resistance By must be added to the magnetization loss
{26, 27). Above penetration, the dynamic resistance is propor-
tional to the amplitude of the field change and inversely pro-
portional to the duration ¢; of the field change

at AB < 2B, .

Ry=0 {10}

AB-2B,,

(11)
&y

atAB > 2B} Ry«

For AB 3> 2B',, Ry x B, that is, the energy loss per cycle, @y, is
praportional to i? but is independent of the field rate. The total
loss in filaments carrying a dc transport current is

for AB>» 2B),. Q' =Qu+Q,

= Q. (1+i2)(J/m® (12)

From Eq. {12), at A B 3> 2B1,, the ratio of the total loss with
transport current to the magnetization loss is <2 for any trans-
port current. For B, > AB/2 > B, |, the loss enhancement
factor can be much larger than a factor of two (10). This can
be understood by remembering that the low A B magnetization
loss is proportional to AB3, but the dynamic resistance loss G4
is proportional to AB-i%.
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Figure 5. Magnetization loss as a function of the dc transport eur-
rent for a single core NbTi conductor: {a) AB=025T « 2B*'$2, {]
AB=030T = 28i=op 1. From Ref. 25. Reprinted from Crycgenics, 25,
T. Ogasawara, Y. Takahashi, K. Kanbara, Y. Kubota, K. Yasohama, and
K. Yasukochi, Alternating field losses in superconducting wires carry-
ing de transport currents; Part 1. Single core conductors, pp. 736-740,
copyright 1979, with permission from Elsevier Science.

The transport current also affects the azimuthal magnetiza-
tion currents, modifying the local field orientation angle. Some
kind of dynamic resistance is also expected because of the in-
terference of I,, with .J,.

Equations (3) and (12) give a satisfactory and validated (25)
model for a single-core strand. However, two assumptions are
required to extend them to a multifilamentary strand or to a
cable of stranded wires:

» Each filament of each strand carries the same fraction of
critical current.

* The longitudinal current is constant during the external
field change.

Both assumptions are highly unlikely: On one hand the cur-
rent distribution is not homogeneous across either the cable or
the filaments of an individual strand. On the other hand, the
several coupling current loops induced by a field change cause
local, time-dependent, very large variations of the current den-
sity compared with the average value,
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Figure 6. Magnetization loops at increasing transport current for a
single core NbTi conductor (D = 250 pm}, with AB = 0.25 T, from Ref.
25. The magnetization loss is maximum at F, when 2B5f% 025 T;
see also Fig. 5(a). Reprinted from Single core conductors, pp. 736-740,

copyright 1979, with permission from Elsevier Science.

Self-Field Loss

A special case of hysteresis loss occurs for a straight, solid con-
ductor carrying a longitudinal current in the absence of any
external field. The flux penetration is due only to the self-field,
which is proportional to the longitudinal current. Full penetra-
tion and maximum loss occur for [ = I.. For ac operation, it is
convenient to write the hysteresis loss per unit length per cycle
as a function of i, the ratio of the peak current to the eritical
current. Norris (28) proposed a formula for self-field loss in an
isolated thin slab and a round (or elliptical) filament
For round or elliptical cross section

(2 -1k
2

lf,uo . .
qr=T((l—1)ln[l—£)+ ) (d/m}  (13)

For a thin slab

AT
T

[(1—DIn{l— H+(1+in(l 4} —i?] (Fm) (14

s

For conductors with the same critical current, the loss ratio at
saturation (i.e., at i = 1) is @,/Q; = 1.3. At small fractions of
the critical current, @/ Q, = 1/i, showing that the advantage of
the thin slab geometry is significant only at very small current
density.

In around multifilamentary composite, the filaments are not
transposed for self-field, and the filamentary zone of diameter
I}, ean be treated as a single core, applying a filling factor A
for the critical current. Wilson (10} discusses the self-field loss
for a round multifilamentary composite in terms of penetration
field. The complete penetration field is B = ¢hd D/2, and the
partial penetration field is By, = i B.. The loss per cycle per
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unit filament volume is

B,
— Cms 1+
29

i i?

Q

(E_ 2(1_”1;1(1—:')) WWm®y (15

Equation (15) can be written in terms of critical current, as a
loss per unit length, and becomes

@- i (15a)

2
q= %‘Lf_“ ((1 ~)In(l-i)+ ) (J/m)

which is identical to Eq. {13) except for the filling factor i. In

the case of an oscillating, unidirectional current, i is defined as

the ratio of transport to critical current, and the loss formula
proposed by Wilson (10) as loss per unit length, becomes,

212 2-i 4— i

g = ko [2{2—£)|n( > "’) 44 2")"

n

] {J/m) (16

The use of thin filaments does not help to reduce the self-
field loss, as the nontransposed filamentary zone behaves like
a single core with critical current reduced by the filling factor
A. When the self-field loss becomes a crucial issue, it is rec-
ommended to select a transposed cable or braid, where the fil-
amentary zone of the individual strands is kept as small as
possible.

The preceding formulas have become very popular in the
high temperature superconductor community, although both
Norris and Wilson warned about the limits of their applicabil-
ity. The agsumption of constant critical current may result in
significant errors at low field. The twist in the multifilamentary
composites introduces a spiral component of the self-field. For
cabled conductors, the field from the neighboring strands may
gitve rise to coupling current loss, not taken into account in the
preceding formulas.

Accuracy of Hysteresis Loss Estimation

The overall accuracy of the hysteresis loss estimation is affected
by the simplifications assumed in the model, the accuracy of the
conductor parameters, the local field orientation, the distribu-
tion of the transport current {29, 30), and the nonfilamentary
magnetization at low field. The weight of the individual error
sources depends on the conductor layout and operating condi-
tions. The use of sophisticated computer codes does not help
much to improve the accuracy of the hysteresis loss prediction,
which lies, in the best cases, around 20%.

Mmodel Accuracy, The geometrical basis for hysteresis formu-
las is either a cylinder or an infinite slab. The actual filament
geometry, especially in the case of bridging, is not a cylinder:
even when an equivalent diameter is defined, it does not per-
fectly model the real filament over the entire range of operating
conditions.

Bean’s assumption of linear flux profile may be a source of in-
accurate estimation of the magnetization and penetration field
at low magnetic field, especially for thick filaments, strands,
and tapes. In addition, the model does not account for surface
screening currents below By;.

The loss formulas may include the effect of the strain and
temperature on J; and B, but the integration of the magneti-
zation is done under isothermal conditions. A step-by-step inte-
gration, calculating the magnetization from the instantaneous
value of J, (T}, also would not be correct: an increase of T
or |e| at constant field decreases the magnetization, as «f, de-
creases and more flux penetrates. However, a decrease in T
or |¢| at constant field leaves the flux profiles, and hence the
magnetization, unchanged.

COUPLING CURRENT LOSS

Two filaments in a strand, as well as two noninsulated strands
in a cabled conductar, constitute a loop for induced currents un-
der a perpendicular time-varying field, that is, they are coupled
in a current loop. A large portion of the loop is superconducting,
that is, the linked area is large but the loop resistance is small.
To reduce the linked area, the filament bundle is twisted and
the strands are cabled with tight pitches, leading to transposi-
tion with respect to the perpendicular field (31).

The magnetic energy, initially stored in the coupling current
loop, is released as Joule heating by the resistive decay of the in-
duced currents, with a time constant, t, which is the ratioc of the
loop inductance to the loop resistance. In a round, ideal mul-
tifilamentary strand, with the filaments homogeneously dis-
tributed over the cross section, the time constant for the inter-
filament coupling currents is a function of the twist pitch /, and
the transverse resistivity p

Mol2
8n2p

T = (s)

(17)

The transverse resistivity p in a multifilamentary compos-
ite is a funetion of the bulk resistivity pp, of the matrix and
the superconducting fraction in the filamentary zone . If no
resistance barrier is found at the interface between filaments
and matrix, according to Carr (32) the transverse resistance is

1-4
p=pm— (2-m) {18}

1+

When a high resistivity barrier builds up around the filaments
{e.g., in hot extruded NbTi composites), the transverse resis-
tance is assumed to be

1+4

12 (€2-m) (19)

£ = Pm

In a cable of noninsulated strands, the interstrand coupling
currents add to the interfilament loops. In a multistage cable, a
large variety of coupling current loops exists, each with an in-
dividual time constant r;. The size of the loops depends on the
length and sequence of the cable pitches, but the exact path
of the coupling currents, and hence the transverse resistance,
is hard to predict (33). As a general trend, the transverse re-
sistance is larger and the loss is smaller when the pitches of
the different cable stages all have the same direction (34) and
their ratio is close to one, that is, short pitches are used for the
higher cable stages and long pitches for the lower cable stages.

In most cases, the loss is not homogeneously distributed over
the strand or cable volume: a dimensionless geometry factor,



n;, is associated with each current loop with time constant r;.
The geometry factor {35-37) allows for the demagnetization
effects (e.g., round versus flat conductor) and normalizes the
loss ta the gverall strand volume (e.g., when the filament bundle
is surrounded by a large normal metal shell} or to the cable
volume (e.g., when an interstrand current loop is restricted to
a fraction of the cable volume).

Steady State Coupling Loss Formulas

When the time scale of a field change {e.g., the duration of a
linear ramp or the period of a field oscillation) is much larger
than any of the conductor time constants, steady state condi-
tions are established for the coupling currents. For linear field
change, with constant dB/dt, the power loss (10, 35, 38) per
unit volume of strand material is

p=2p wmh (20)
Ho

For sinusoidal field variations B = (A B/, sin o, with frequency
7 and = 2r, the average power loss (10, 35, 39) is

P= " AB%W? (WP (21)
8o

The energy loss @, for a field cycle of amplitude AB is respec-

tively

Q. = 2 BAR (Jeydle - m?).
tho
Q. = L AB% (Jeycle - m*) (22)

Ho

For cabled conductors with multiple current loops and associ-
ated time constanis, the nr in the preceding formulas is the
sum of the individual terms

nr = Zn,-n (s)

In steady-state conditions, where all the current loaps are fully
activated, it is not necessary to know the breakdown of nr into
individual components. The average coupling loss can be cal-
culated from the overall nr, obtained, for example, from mea-
surements on a short conductor section.

The tool for experimental assessment of the coupling cur-
rents loss is the loss curve, where the energy per cycle per unit
volume of strand (or cable) is plotted as a function of the field
rate, for a linear ramp, or the frequency, for a sinusoidal field
sweep. The hysteresis loss is the extrapolation of the loss curve
to dB/dt = 0. From the initial slope of the loss curve, nr is
derived using the steady-state formulas, Eq. (22).

(23)

Transient Coupling Loss Formulas

The energy loss per unit volume in Eq. {22} is linear in the field
rate or frequency. However, the energy loss has an obvious up-
per limit set by the magnetic field energy density, AB%/2,. At r
> 0.3 and at ramp time £, < 107, Eqgs. (20-22) give a loss overes-
timation larger than 10% and should be replaced by transient
field loss formulas,
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For multifilamentary strands in an oscillating field, the cur-
rents flowing in the outer filament layers screen the inner vol-
ume of the conductor. In a fast ramped field, the field pene-
trates the innermost layers with the time scale of the decaying
screening currents r, even if the duration of the applied field
change is smaller. In fully transposed cahles, the mechanism
of screening depends on the interstrand current loops and is
hardly predictable.

For conductors characterized by a single time constant r, the
transient formulas for sinusoidal oscillations (35), linear ramp
(10), and exponential decay {40) are respectively for B = (AB/2)
sin ¢,

- nrAB? 3
T Buoll + wr?) (Wi
nntAB w N
Q.= m {J/eyele - m®) (24)
fOI' B = QB,HJU
ABnr T .
= 1-—(1- “‘0"")] (Jm®) (25)
@= " [ P "
for B= AB(1 — e ¥')
AB? - nt
= (J/m® 26
qQ Srigtie + 1) (J/m”) (26)

In case of multiple time constants, Eqs. (24-26) cannot be ap-
plied using the nr defined in Eq. (23). If each current loop be-
haved independently (i.e., the screening currents of the largest
loops did not affect the applied field at the other loops), the
total transient loss would be the sum of the individual -
contributions. From Eqs. {24) and (25)

Qc=ZQfs:

mr

rwAB?
dito ; 1+

(Jleyele-m?) (27

wit?

2 )
Q= ‘Z Q:: = f.:oi;o !Zn;"&' [1 - —:;(1 — gloiT }:| (J/evele - m3)
(28)

On the assumption that the larger current loops screen the
smaller current loops, which is what happens in nontransposed
conductors, a formula for the transient loss in a sinusoidal field
has been proposed in Ref. 37 for a conductor with N loops

Q. = —A

82 WILNIN
4110 1+ w?td

N mr
+Z 1+w2rk21]_[

k=1 =h+1

1 3
T3 n,ngrf) {J/eycle - m?) (29)

It is hard to reliably predict the transient coupling loss in
a large multistage cable. On one hand, the overall nr should
be braken down into the individual #;7;: the procedure to add
the nt’s measured separately on the lower cable stages is not
satisfactary, as the transverse resistance and the current loops
change when the subcables are bundled together. On the other
hand, because the current path for each loap is not known, it
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Figure 7. Example of prediction of coupling loss in oscillating field,
for a conductor with multiple time constant, Tt = mt) + e 12+ n3 13
=4 + 16 + 80 = 10} ms. The plot shows the result cbtained neglecting
the shielding effect, Eq. (22}, and with three different approaches to
taking account of shielding.

is hard to decide to what extent the higher loops do screen the
smalier loops, that is, to decide between Eqs. (28) and (29).

In conductors with multiple time constants, the largest un-
derestimation of the transient field loss occurs when the Egs.
{24-26) for a single time constant are applied. The steady state
formulas, Egs. (20-22), give the largest overestimation. When-
ever the breakdown of the overall rr is known, Egs. (27-28) give
a better, but still conservative, estimate, because they assume
no sereening. On the contrary, Eq. (29) is rather optimistie, be-
cause it treats the current loops as nested shells. Equation (29)
has been used to find the #r components from the experimental
loss curves in Refs. 37 and 41.

An example of coupling loss prediction for a conductor with
multiple time constants is shown in Fig. 7. The steady-state,
averall time constant is assumed to be ntr = 100 ms (e.g., drawn
from an experimental loss curve). The breakdown of the time
constant is assumed to be r; = 2 ms, 1; = 8 ms, 13 = 40 ms,
and 7, = ny = nz = 2 (round eross section). The plot in Fig. 7
shows the loss according to Eqs. (22), (24), (27), and (29), for an
applied field oscillation B = (AB/2)/sin ¢, with AB =2 T. At
low frequencies (i.e., for T < 0.2), all the formulas give the same
result, but at higher frequencies the assumptions about the
current paths and the multiple screening lead to substantially
different resuits.

Saturation of Coupling Currents

According to the coupling loss formulas, the energy dissipation
oceurs in the resistive section of the induced current loops, that
is, in the composite matrix for interfilament coupling loss and at
the strand-to-strand contacts for the interstrand coupling loss.
At a first approximation level, the coupling currents are as-
sumed not to change the filament magnetization. Actually, the
coupling currents flowing in the outer filament layers create in
steady state a field difference ¢ B across the multifilamentary
zone. The associated magnetization loss is referred to as pene-
tration loss and can be treated in analogy to the hysteresis loss
of a solid filament of the size of the filamentary zone, Dy, with
a critical current A<, where & is the superconductor fraction in
the filamentary zone (39). In steady state, the penetration loss
per cycle @, normalized to the volume of the filamentary zone,

can be easily found by replacing B,, by 7B in the formulas of
Table 1:

4
Q. = tABB (Jeycle - m®)
3ito

(30)

The total loss in a round multifilamentary composite with n =
2 is the sum of the coupling loss, according to Eq. (20), and the
penetration loss

4rABB
Qe = @ + Qp = —
Hao
4tABB 167ABB
t = (Jieyele - m®) (31)
B0 3o

Whenever the loss is experimentally assessed, the penetra-
tion loss does not need to be added to the coupling loss, because
it is already buried in the nt inferred from the loss curve. The
penetration loss for an oscillating field and for a transient field
are discussed in Refs. 39 and 10.

At high field rates, the coupling currents may reach the crit-
ical current. The outer filament layer is saturated, and the dif-
ference between outer and inner fields is the penetration field
for the filamentary zone, r B= B, = porJ,Dp/7. Saturation in
a multifilamentary composite occurs whenever

Tty B
—— =1 32
kohdDy - 2
The saturation loss is the upper limit of the penetration loss
and is obtained by substituting B ™, for r B in Eq. (30):

4AB )
Qoat = E;Dﬁmz (J/m®) (33

When the condition of Eq. (32} is fulfilled (i.e., when the cur-
rent loops are saturated), the coupling loss does not increase for
higher field rates. The maximum total loss in a multifilamen-
tary composite for a long duration (steady-state) field change is
independent of r and can be written by substituting Egs. (32)
and (33} into Eq. (31);

max

otk T Qc + Qsat =

_ 16ABAL Dy,
- 3

47AB gDy, 4AB
T 0 ! + = Durd,

axr

{J/cyele - m®) (34)

Coupling Loss with Transport Current

As long as coupling currents and transport current use a small
fraction of the superconducting cross section, the influence of
the transport current is limited to the hysteresis loss change, At
a higher field rate or higher { (ratio of transport current to criti-
cal current), all the superconducting cross section is eventually
engaged to carry either the transport or the coupling currents.
The criterion for saturation with transport current in Eq. (32)
becomes

J1'I”"-—st.rB .
=1—1

_— a5
Hohde Dy — @5)



The larger { is the smaller the loop current (and hence the field
rate) is to achieve saturation. Above saturation (i.e., when 21,
+ Tiransport > 1.}, the excess of transport current must be accom-
modated in the superconducting cross section carrying — Iy,
The paths of the coupling currents, with the current direction
reversing with the periodicity of the transposition pitch, force
the transport current (or a fraction of it) to switch continu-
ously from one to the other filament (interfilament coupling) or
strand (interstrand coupling} to match —I,,,. The energy dissi-
pated is at the expense of the power supply, and it is called the
dynamic resistance loss {29), because of the analogy between
hysteresis and coupling loss due to transport current (see Ref.
42 for a discussion of the limits of this analogy). Whenever a
transport current is imposed, the magnetic energy density of
the applied field cannot be considered as an upper limit for the
overall loss.

Above saturation, the coupling currents {(and coupling loss)
decrease and the dynamic resistance loss sharply increases.
The behavior of the total loss as a function of i over the full
range of B has been calculated analytically for a slab; see Fig. 8
{from Ref. 29). A cylinder requires a numerical calculation for
the saturation range (43), leading to a results similar to Fig. 8.
Experimental results on interfilament loss with transport cur-
rent {29, 43) confirm the behavior of Fig. 8. At a very large field
rate (i.e., when saturation occurs even at ; = (), the effect of the
transport current on the overall loss is an increase by a factor
1+ ?

Qearli) = (1 4+ %)@ (0)  (J/m®) (36)
At an intermediate field rate (i.e., when saturation is achieved
only above a certain value of transport current)

T Tay B

1l ———
s Dy,

=1-1 (37)

the behavior of the total loss as a function of i is complex [see
(29, 42, 48}]. Using @Ji) = (1 + {2)Q, (0} is not recommended
and may lead to large errors in the actual loss values.

In large cable-in-conduit conductors, the occurrence of satu-
ration cannot be exactly predicted from Eq. (35}, If the current
loops (i.e., the coupling currents} are not homogeneously dis-
tributed, a redistribution of the transport current at the start
of the field change may avoid the occurrence of saturation and
dynamic resistance loss in steady state. Using Eq. (35) with
the average i and the overal) cable time constant is very con-
servative and may result in an underestimate of the field rate
causing saturation. In cable in conduit with muitiple time con-
stants, where only the overall rr is known, it may be difficult
to select the correct r to be used in Eq. (35). An example of
saturation of coupling currents in a large cable-in-conduit con-
ductor with nonhomogeneous current distribution is reported
in Ref. 44.

Coupling Loss in Flat Cables

In flat cables and in rectangular composites with sides a and
b, both n and r are much larger for field perpendicular to the
broad side « of the cable. The loss ratio for the two orthago-
nal orientations has been calculated as a function of the aspect
ratio & = a/b for conductors with homogeneous transverse re-
sistivity. The results obtained by Murphy et al. with concen-
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tric ellipses (45), Turck et al. with concentric rectangles (46),
and Campbell with rounded-edge concentric layers (35) are
respectively

Q" _ 4

@ 335+ 200 + 7o’
Q,:Lb-_a‘ =

— QlJ-_u _ QA\
QP ¥ 35021 00 + 7

I

(38)

In practical large flat cables, an insulating (or high-resistivity)
strip is placed in the midplane to increase the transverse resis-
tance of the coupling currenis for field orientation perpendicu-
iar to a; see for example Ref. 47. In such cases, the equations
(38) are no longer valid and the loss anisotropy is reduced (48).

At intermediate angles, an analytical loss formula is pro-
posed in Ref, 45, modeling the flat cable as an ellipse with ho-
mogenous transverse resistivity. In practicai, nonhomogeneous
flat cables, the coupling loss for field orientation at an angle ¢
with respect to the broad side a can be roughly estimated by
splitting the field into the orthogonal components and adding
the loss contributions

Q.0) = @14sin® 6 + QP cos? s  (Jm®) (39)

For flat cables with a large aspect ratio, the second term in Eq.
(39) can be neglected aver a broad range of angles.

Coupling Loss in Spatially Changing Magnetic Field

When a superconducting cable is exposed to a time-varying
magnetic field that is not homogeneous along the conductor, the
periodicity of the boundary conditions for the coupling currents
loops is affected. If the flux linked by two geometrically iden-
tical current loops next to each other is not balanced, the cou-
pling currents extend beyond the boundary of the pitch length.
In one-stage cables (e.g., one-layer flat cables and Rutherford
cahles), adjacent strand pairs may build current loops with dif-
ferent flux balance in the presence of a spatial gradient of mag-
netic field. Because of the different boundary conditions, the
individual strand pairs carry coupling currents of different am-
plitude. The inductance associated with these externded current
laops is larger and the resistance is smaller, resulting in time
constants that may be orders of magnitude larger than with
strictly periodic boundary conditions. The result is a strong,
quasi-steady-state current imbalance and larger loss.

Ries and Takacs (49, 50) first did an analysis of the cou-
pling loss in a spatially changing magnetic field for flat cables.
The subject, later named boundary-induced coupling currents,
(BICCs), assumed a much larger relevance in the centext of
Rutherford cables for accelerator magnets. Here, the spatial
field gradients along the conductor at the saddles of the dipole
magnets are large and occur over a length smaller than the ca-
ble pitch. The long-lasting current imbalance across the cable
leads to field distortions (51, 52) and ramp rate limitations in
the accelerator dipoles (53, 54).

The variation of the strand crossover resistance along
Rutherford cables has also been shown to be a potential rea-
son for BICCs (53). In multistage cable-in-canduit conductors,
the current loops do not have a regular pattern, as a result of
the nonhomogeneous distribution of the interstrand resistance.
Flux imbalance for current loops next to each other is expected
to be frequent in large cable-in-conduit conductors, even in a
spatially homogeneous magnetic field.
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tnterstrand Resistance in Cable-in-Conduit Conductors

Cable-in-conduit conductors {CICCs) are a special case of multi-
stage cables. What makes the CICCs different is the tribological
nature of the transverse resistance, which is only marginally
determined by the bulk properties of the metallic compenents.
A database for coupling currents loss in CICCs and its impli-
cation for stability is discussed in Ref. 55.

In CICCs with void fraction in the range of 309 to 40%, the
coupling currents may follow complex, zigzag paths through
a number of good electrical contacts at the strand crossovers.
Rather than the 2-D smeared transversal resistivity, the inter-
strand resistance is the critical parameter, together with the
pitch length, for assessing and controlling the coupling loss in
CICCs. The interstrand resistance in CICCs has units of chm-
meters and is measured as the de resistance between a strand
pair embedded in a cable, multiplied by the length of the ca-
ble section, which should be longer than a pitch length. For
the same conductor, the interstrand resistance in a CICC may
vary as much as 20% from piece to piece and as a function of
the sample length and homologous strand pair (56).

NbTi Strands, The interstrand resistance depends on the op-
erating transverse load and on the conductor history, including
contact surface oxidation, heat treatment, and cycling. In CI-
CCs made of bare NbTi strands, the interstrand resistance, as
well as the coupling loss, may have a broad range of results
{57): the thin layer of copper oxide that develops at room tem-
perature at the strand surface provides a precarious resistive
barrier, which may either partly dissolve or break under heat
treatment and/or applied load (58-60). The electromagnetic
load in operation can alse produce a dramatic increase in the
coupling loss in CICCs made of bare NbhTi strands (61, §2),
Whenever long term, reliable control of the coupling loss is de-
sirable, it is recommended to use a surface coating for the NbTi
strands.

Several coatings have been investigated on NbTi strands for
contact resistance, mostly in the frame of the Rutherford ca-
ble development for accelerator magnets, including Zn, SnAg,
Ni, and Cr. The SnAg (Stabrite) soft coatings produce very low
contact resistance with applied load (59, 63) and are not rec-
ommended for low-loss cables. A resistive barrier can be ob-
tained by a diffusion heat treatment at 200°C of the SnAg-
coated strand before cabling, building a Sn-rich hronze shell
at the surface; however, the diffusion heat treatment also af-
fects the residual resistance ratio (RRR) of a fraction of the
stabilizer. The Ni coating, as well as the Zn, has higher contact
resistance and is not sensitive to curing heat treatment and
applied load (63). The Cr coating has proved to be effective in
cutting the interstrand loss in medium-sized CICCs (84, 65). A
direct comparison of contact resistance for bare and Cr- and Ni-
plated strands indicates almost one order of magnitude higher
resistance for Cr than for Ni and another order of magnitude
difference between Ni and clean Cu (57).

Nb, Sn Strands. In CICCs of bare NbySn strands, diffusion
bhonding (sintering) occurs at a number of strand crossovers
during heat treatment, resulting in low interstrand resistance
and high coupling loss (66). The Cr coating has been identified
as a reliable, thin coating to avoid sintering during the heat
treatment, with moderate effect on the strand RRR.
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Figure 9. Evolution of the interstrand resistance in a Cr-plated NbsSn
CICC (81 strands, 30%), before and after the heat treatment and after
controlled bending strain.

The effect of the Cr plating on the coupling loss of Nb;Sn-
based CICCs has been the ohject of systematic investigations.
A comparison of CICC samples identical except for Cr plating
by vendors (67) has found a variation as high as a factor of four
for the interstrand resistance (and the loss), depending solely
on the proprietary electroplating processes. The influence of
the Cr plating process parameters on the contact resistance is
discussed in Ref. 68.

The void fraction is an important parameter affecting the
interstrand resistance and coupling loss in CICCs, with a low
loss range above 40% voids and a large loss range below 30%
{69). The looseness of the cable in the jacket may play an even
more important role than the average void fraction: the elec-
tromagnetic forces associated with the coupling currents tend
to pull apart the strand bundle and relax the contacts at the
strand crossovers.

The moast striking effect observed in the interstrand resis-
tance of Cr-plated NbsSn CICCs is the decrease in resistance
after heat treatment and the increase after mechanical (70}
and/or electromagnetic loading (44, 71). The diagram in Fig. 9
shows the evolution of the interstrand resistance at different
steps: the large drop after the heat treatment may be due to a
partial depletion of O from the Cr oxide at the sealed surface
of the strand crossovers. The subsequent increase of the inter-
strand resistance after bending loads (as happens in the react
and transfer coil manufacturing process) or transverse lpads
{Lorentz forces in operation) can be understood in terms of mi-
croscopic movements of the crossovers, which partly lose their
initial engagement. An important lesson learned from these re-
sults is that most loss test results obtained for shert samples in
the virgin state (i.e., as heat-treated, without any load) overes-
timate the loss by about one order of magnitude compared with
the actual coil operating conditions.

Target Interstrand Resistance for C1CCs. The goal of the de-
signer is to obtain in operation a value of interstrand resistance
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large enough to reduce the coupling loss to an acceptable level
but small enough to allow fast and effective current redistribu-
tion among the strands and provide stability under transient
local disturbances,

The experimental results on the interstrand resistance R,
and the coupling current constant nt, measured on the same
NhzSn CICCs specimens, have been correlated in Ref. 55 to
obtain

EZ
Ro~uy—— (2 m) {40)
nr

Once the acceptable coupling loss is assessed and the cable
piteh /; is known, Eq. (40) indicates the minimum design value
for the interstrand resistance, that is, for the kind of strand
coating to be selected. The maximum allowable value for the
interstrand resistance is assessed by the requirement on the
interstrand current sharing length, {;. According to Ries (72)

lh=yERfR (m)

where R (£2/m) is the normal longitudinal resistance of the
strand per unit length. Combining Eqgs. (40) and (41), a crite-
rion for interstrand resistance in CICCs summarizing the cou-
pling loss and stability requirements is obtained according to
Ref. 55

(41)

ol?
nr

< ﬁ < ESR" (Q-m) {42)

In very large CICCs, Eq. (42) may need a correction if the in-
terstrand resistance for the first cable stage, to be used for the
current-sharing length, is significantly smaller than in the ca-
ble stage where the largest loss occurs (73).

Accuracy of Coupling Current Loss Estimation

The caleulation of the coupling current loss in steady-state con-
ditions is based on the experimental value of n7, drawn from the
loss curve, In other words, to estimate the coupling loss for a coil
in operation, it is necessary to measure first the loss on a con-
ductor specimen under controlled conditions. The assessment
of nt from the pitch and the expected transverse resistivity may
jead to very rough loss estimates.

The accuracy of nt depends on the loss calibration method,
the resolution and reproducibility of the loss measurements,
and the number of test points in the linear range of the loss
curve (nt is inferred by linear regression from the initial slope of
the loss curve). In multistage, cabled conductors, the loss curve
may show slight deviations from linearity at a very low field
rate, possibly due to very large time constants asseciated with
the very small factor r {41). In such cases, the actual operating
field rate should drive the choice of the range of the loss curve
from which nt must be inferred. Typical experimental values
of n7 have an error bar larger than 10% (74).

When the coupling currents are net in steady state (tran-
sient field change or high frequency oscillations), the product
ar from the loss curve must be broken down into » and t to
use the transient formulas from Eqgs. (24-29). This is very hard
1o do, especially in the case of multiple time constants. A mea-
surement of r from the decay time of the induced currents is
discussed in Ref. 75 for conductors with a single (or deminant)
time constant.

Besides the issue of breaking down the overall nz, the predic-
tion of non-steady-state loss in conductors with multiple time
constants is made diffienlt by the choice between a model with
independent current loops or with nested loops (see discussion
of Fig. 7). For t 3 1 or ramp time ¢, < 7, the error in loss esti-
mation may be large and the transient formulas should be used
only to provide the order of magnitude of the expected loss.

In large cable-in-conduit conductors, the accuracy of the cou-
pling loss estimation is much worse than in multifilamentary
compasites. On one hand, it is hard to reproduce in a short
sample measurement the actual load history for interstrand
resistance and hence to obtain a reliable result for nr in op-
eration. On the other hand, the nonhomogeneous distribution
of the interstrand resistance may give rise, in a coil, to com-
plex patterns of BICCs, not measurable on a short sample {61,
62). In the presence of a transport current, more incertitude is
added because of the oceurrence of dynamic resistance loss and
the variation of current density across the cable (44, 73).

CONCLUDING REMARKS

Although the basic mechanisms of ac losses in superconductors
are well known, the optimization of low-lozs conductor design
and the prediction of ac losses in operation are still the subject
of several studies and much R&D activity. The complexity of
the conductor layout and the variety of the boundary conditions
conclusively show that the existing formulas and models need
systematic improvement.

The challenging task for the designer consists in distinguish-
ing, for an individual application, the relevant from the negli-
gible sources of ac losses and implementing measures to reduce
their effect on the overall performance of the device. Reduction
of ac losses is always a welcome result, but it must be care-
fully balanced with possible negative effects (e.g., reduction of
the overall current density due to passive components or poor
stability due to impaired current sharing).

The task of calculating ac losses may be challenging, al-
though no complex finite-element models are required, as they
are for example in thermohydraulic and mechanical analyses.
For the hysteresis loss a rough estimate is easy to make, be-
cause the results for a single filament can be reliably scaled to
large conductors. However, very accurate predictions are not
easy.

Estimating the ecoupling current loss for large conductors
may be difficult. The electrodynamic behavior can be predicted
only on the basis of several assumptions, which can hardly be
verified. Small-scale experiments, even on full-sized conduc-
tors, are mostly unable to fully reproduce the actnal operating
conditions.
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Superconductivity is a remarkable state of matter in which
electric current can flow inside materials without any de-
tectable resistance. This phenomenon was discovered by the
Dutch physicist H. K. Onnes in 1911. While studying the tem-
perature dependence of the electric resistance of mercury in
his newly invented helium liquefier, Onnes found that below a
temperature of about 4 K, the resistance abruptly fell to below
measurable limits.

In a superconductor, perfect electric conductivity or zero re-
sistivity occurs only below a “critical temperature” T. This
happens because the electric current, instead of being carried
by single electrons, is carried by pairs of electrons called Cooper
pairs which have the ability to conserve energy because of
guantum mechanical reasons. A direct current induced in &
superconducting ring has been shown to persist for over two
years without any measurable decay. From this type of exper-
iment the upper limit on resistivity p is ~107% Q . m. Since
p for copper is ~10~% Q . m, a factor of 10'7 larger, it is be-
lieved that the electric resistance of a superconductor is truly
Zero.

Another important characteristic of superconductors was
the discovery by W. Meissner and R. Ochsenfeld in 1933 that
a superconductor expels all magnetic flux from its interior;
that is, a superconductor is also a perfect diamagnet. This phe-
nomenon is known as the Meissner effect.

A key area of technological applications of superconductors
is in high-frequency devices, particularly at frequencies in the
radio-wave, microwave, and millimeter-wave spectral ranges.
Broadly speaking, two principal areas of high-frequency appli-
cations can be identified:

+ Passive devices, typically using resonant and transmission
line structures, exploiting the low loss properties of super-
conductors.

= Active elements, such as oscillators, mixers, logic elements,
and other similar devices, which exploit a macroscopic
quantum coherence property of the charge carriers, called
the Josephson effect.

The price to pay to achieve the superior performance is the
need to cool the superconducting device to temperatures well
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Table 1. Some Commercially Used Superconducting Materials and Their Physical Properties

Material T (K} Ay fnm) £ (nm} He, (Qe) He, (0e) Crystal Structure
Pb 7.2 37 83 803 503 Face-centered cubic
Nb 9.2 32 39 p 1600 p 3200 Body-centered cubic
NbMN 16 50 4 300 Bl

Nb,Ge 23.2 3.6 »x 10% Alb

YBCO? 93 149 p2 200 p l0® Orthorhombic
TBCCO* 127 220 2.6 Tetragonal

BSCCO® p 30 500 0.16 Tetragonal

“ At 4.2 K.

" YBCO, TBCCQ, BSCCO, and most other high-T.. superconductors are highly anisotropic. The values given are for microwave current flowing in the ab-plane,
which is often the plane of epitaxial growth and the desired geometry in most technological applications.

¢ Average of ab-plane and c-axis value,

below room temperature. This means the use of cryogenic fiuids
like liquid nitrogen or liguid helium, or a mechanical eryocooler.
Despite the need for a cryogenic environment, there are many
applications where the superior performance of superconduc-
tors prevails over cenventional devices.

SUPERCONDUCTING MATERIALS

Superconductivity has been observed in diverse types of mate-
rials including pure metals, alloys, semimetals, organic materi-
als, semiconductors, polymers, and even elemental insulators.
Presently, at least 26 of the naturally oecurring elements are
known to be superconducting at sufficiently low temperatures
at ambient pressure, and the number of alloys and intermetal-
lic compounds are well above 1000.

A significant advancement in understanding supercondne-
tivity was the theory of Bardeen, Cooper, and Schrieffer in 1957.
This theory successfully deseribed the microscopic mechanism
of superconductivity and explained the properties of most su-
perconductors for nearly 30 years.

Then came the era of high-temperature superconductivity,
with the groundbreaking discovery by Bednorz and Miiller in
1986 of superconductivity in a Ba-La-Cu—-0 compound with T
around 30 K, which subsequently earned them a Nobe] Prize.
This discovery rekindled the interest in superconductivity and
spurred the hopes of finding new technological applications,
The efforts led to the discovery of other copper—oxide-based
superconductors that have critical temperatures well in ex-
cess of the boiling point of nitrogen (77 K, an easily available
and cheap cryogenic fluid usable for commercial applications.
Presently the highest critical temperature is about 150 K at
high pressures in HgBasCasCuyOg.

Superconductors fall in two broad categories, namely, “high
critical temperature” (or “high-T¢") and “low critical temper-
ature” (or “low-T¢”} materials. (There are many other ways
of classifying them, such as Type [ and Type II superconduc-
tors, heavy fermion and conventional superconductors, and so
on.) Some examples of low-T¢ superconductors, particularly
relevant to commercial applications, are niobium and its al-
loys, such as NbN and Nb;Ge. These have critical tempera-
tures in the region of 10 K to 20 K. The high-T» superconduc-
tors that are most commonly used include YBasCuz0O4 (com-
mounly referred to as YBCO or Y¥-123, Tz ~93 K, BiySr,CaCusOg
{commonly referred to as BSCCO or Bi-2212, Ty ~90 K), and
TlBasCasCuy0,y {TBCCO or TI-2223, T ~125 K).

Besides the critical temperature, some sther relevant phys-
ical parameters that characterize a superconductor are as
follows:

* The London penetration depth (ip ) The depth to which
an applied direct current {de) magnetic field is confined
because of the Meissner effect,

The coherence length (£): The length scale over which the
two electrons forming the Cooper pairs are separated.
The (thermodynamic) critical field( He): The magnetic field
whose associated free energy is equal to the free energy
change in the superconducting transition. A “Type I” su-
perconducter will completely expel the applied field below
H¢ and will become normal abruptly as the applied field
exceeds this magnitude, assuming no demagnetization ef-
fects. For “Type 11" superconductors {which includes practi-
cally all of the superconductors of technological interest),
the field starts to penetrate in the form of vortices at a
“lower critical field” Hey (< Hc), but superconductivity is
not quenched until the applied field exceeds the “upper
critical field” Hpy (= Hp).

-

Some superconductors of relevance to microwave applica-
tions are described in Table 1 along with their relevant prop-
erties (i1, &, Hey, and Hes quoted are extrapolated to T = 0
K).

Substrates for Thin-Film Supercenductors

For most electronic applications, including microwave devices,
superconductors are necessarily used in the form of thin films.
This requires the use of a foreign material for a substrate,
Some of the popular substrates include sapphire (@-Al,0y),
lanthanum aluminate (LaAlQj;), and magnesium oxide (MgO?.
Ferroelectric substrates like strontium titanate (SrTiOs) and
KTa;_,Nb,O; are also used to achieve tunability at the expense
of additional dielectric loss.

The electrical parameters that characterize the properties
of a substrate material are its dielectric constant ¢ and its loss
tangent tan &. {The loss tangent of a substrate is defined as tan
8 = a /we, where o is the conductivity.) Other factors such as en-
vironmental stability, mechanical strength, chemical inertness,
and absence of magnetic moment are also important. Close
lattice match between the deposited film and the substrate is
essential to achieve good epitaxial growth. These parameters
have been measured and investigated by various researchers
using different techniques for most substrate materials.

In general, the dielectric constant would be more or less fre-
quency independent unless the frequency is close to a reso-
nance frequency of the material. The dielectric constant is also
expected to have a weak temperature dependence for nonferro-
electric substances. The loss tangent is expected to increase
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Table 2. Some Commonly Used Substrate Materials for Superconducting Thin-Film Devices

Dielectric Loss Crystal Growth
Material Constant Tangent Structure Surface Remarks
LaAl(, 25 5 x 10-% Rhombohedral (110} Usually twinned
YAIQ, 16 10°3 Orthorhombic {110}
MgO 9.65 6.2 x 1078 Cubic (100} Good lattice match
Sapphire 8.6 3.8 x 107 Hexagonal (11 02) Very low loss
NdGaO, 23 3.2 % 101 Qrthorhombic (110} Good for multilayer circuits
SrTi0, 300 3 x 101 Cubic {100) Good for tunable device applications
YSZ 27 7.4 x 1071 Cubic {100)

with temperature. Table 2 provides the most commonly ac-
cepted values of these material parameters for some of the
substrates, measured at 10 GHz and 77 K unless otherwise
stated.

Most of these materials have high ¢; this imposes certain re-
strictions, especially for high-frequency applications. A high ¢
reduces the dimension of the device and thus imposes stringent
dimensional tolerance, especially in the millimeter-wave re-
gion, But consideration of dielectric constant has to be sacrificed
for some even more important parameters, namely, a lattice
match between the substrate and the film, and not widely dif-
ferent thermal expansivity from the superconductor. A lattice
mismatch would create atomic level strain and leads to poor su-
perconducting properties. Another criterion is that losses in the
substrate must be negligible compared to the losses in the su-
perconductor. Heavy twinning in materials like LaAlO; creates
problems in multilayer films. When the substrate is reheated
for the deposition of a new layer, the thermally induced move-
ment of the twin boundaries strain the previously depoesited
layers.

There are numerous methods of depositing superconducting
films on substrates, the most common being pulsed laser depo-
sition (PLD}, coevaporation, and off-axis sputtering or physical
vapor deposition (PVD). Each of these metheds has its pros
and cons. For example, PLD produces high-quality films at a
fast rate {a few angstroms per second) but only over relatively
small areas, typically less than 2 in. diameter. The PVD method
is useful for producing larger area films, but the deposition rate
is only a fraction of an angstrom per second. Another method
of film deposition, namely, metal-organic chemical vapor depo-
sition (MOCVD), popular in the semiconductor industry, has
also been tried for high-Ty superconductors, although some-
what less successfully owing to the chemical and structural
complexity of the high-Tc materials. We refer the reader inter-
ested in deposition technique to some useful resources {see, for
example, Ref. 1).

The “quality” of a deposited superconducting film is char-
acterized by several parameters, such as the critical temper-
ature 7, the transition width AT¢, and the critical eurrent
density -, which is the maximum lossless current per unit
cross-sectional area that the film can carry. The higher the T¢
and Jr and the lower the AT, the better the film.

THE SUPERCONDUCTOR-MICROWAVE INTERACTION

A superconductor has zero electrical resistance only at zero
frequency (de). At any finite frequency, it exhibits losses that
increase with frequency. A superconductor can be regarded
as being composed of two types of charge carriers, one con-

sisting of the lossless Cooper pairs and the other being lossy
“quasiparticles.” Such a description is known as the “two-fluid
model” and is applied to all known superconductors.

The finite frequency [alternating current (ac)] response of a
superconductor is characterized in terms of a generalization of
Ohm's law: J = o E, where E is the applied electric field and
o, = 0y — iay is the complex conductivity. The normal part o,
comes from the motion of the quasiparticles, and the imaginary
part ap comes from that of the Cooper pairs. For most super-
conductors well below the transition temperature, o5 3> o|. The
frequency w, wave vector &, temperature T, and current den-
sity J dependence of o, contains all the information about the
electrical properties of the superconductor. For a normal metal,
@ = 7, is purely real.

Figure 1 shows a lumped circuit equivalent of a supercon-
ductor. The large inductive element L, represents the lossless
carriers, and the parallel branch with a series combination of
a resistor R, and an inductance L, represents the quasiparti-
cles. At dc, the large inductor shorts out the resistive branch,
leading to zero resistance, while at finite frequencies there is
always dissipation.

As the excitation frequency increases, the impressed elec-
tromagnetic field is confined closer to the surface. In a normal
metal, this is known as the skin effect and the characteris-
tic length of confinement (the “skin depth”) is given by §, =
(2/ w0 M2 where o, is the (normal) conductivity. &, for Copper
at 10 GHz and 77 K is 0.55 um. In a superconductor at tem-
perature T' « T., the skin depth is replaced by the “London
penetration depth” &, = 1/(uweo 3)%2 The penetration depth is
typically independent of frequency from de to microwave fre-
quencies and is comparable to the London penetration depth
in Table 1.

The interaction of a time-varying electromagnetic field and
a metal (normal or superconducting) at microwave frequencies

MWL

R, Ly

LSC

__(WM)_

Figure 1. Two-fluid model equivalent circuit of a superconductor.
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Figure 2. (a) Comparison of the surface resistance of YBCO at 77 K
with other superconducting materialz. The horizontal bands represent
YBCO. {From Ref. 3, with permission.) (b) Temperature dependence
of the surface resistance of YBCO grown by 2 number of techniques
compared with niobium and niobium—tin superconductors at the same
reduced temperature. The scale an the upper axis refers to the reduced
temperature for the NbySn and Nb, while the lower scale refers to the
actual temperature of the YBCO films. The T¢ of the three materials
coincides. f = 8 GHz.

is best described in terms of the surface impedance defined
as Zg = Rg + iXs = (ipw/20 2. Rg and Xg are the surface
resistance and reactance, respectively. As can be seen from the
above discussion, g and Xg « 2 in a normal metal, where
¢ = ¢, On the other hand, Ry x «® and Xg x w in an “ideal”
superconductor. This can be easily verified by assuming | and
1 to be frequency-independent and o3 >» o).

The property that makes superconductors attractive for pas-
sive microwave circuits is that their surface resistance is orders
of magnitude lower than that of normal metals. For example,
thin-film YBCO has a surface resistance of <0.1 mQ at 77 K
and 10 GHz compared to 8.7 m of copper under identical condi-
tions, and this difference is even higher at lower temperatures.
Figure 2 shows the measured frequency and temperature de-
pendence of Rg of some of the most common superconducting
and nonsuperconducting materials (3).
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Nonlinearity in High- T Superconductors

For most superconductors, particularly the high-7T¢ supercon-
ductors, the surface impedance increases with applied mi-
crowave power, even for moderate power levels (<0.1 W}. In
other words (unlike normal metals), they act as nonlinear
circuit elements. This nonlinear response often poses seri-
ous constraints on the uatility of superconductors in practi-
cal devices. Some specific examples of such limitations are as
follows:

* Degradation of insertion loss with increasing power.

* Generation of harmonic frequencies: For an applied signal
at frequency f, most of the harmonic power is generated
at a frequency of 3. Given today’s tight use of the electro-
magnetic spectrum, practically all frequency ranges have
been preassigned by the appropriate authorities (e.g., the
Federal Communication Commission in the United States}
with just the required amount of bandwidths. Thus, radi-
ation by a device at frequencies far outside the designated
frequency of operation is unacceptable.

Frequency mixing, leading to intermodulation products
{intermods}):. For two nearby frequencies f, and fs, the
strongest intermods are produced at 2/, — fz and 2, —
f1. The result is that spurious frequencies are produced in
devices.

-

Figure 3 shows the effect of nonlinearity on a suspended line
resonator with a resonance frequency of 3.73 GHz (4), At low
power levels the response in the frequency domain is close to a
Lorentzian. As the input power is increased, the shape begins
to distort, and the § and the resanance frequency go down. This
also highlights the point that at high power levels the @ of a
superconducting resonator cannot be defined in terms of a “3
dB bandwidth.” A quantitative measure of the nonlinearity of
a device is specified in terms of its third-order intercept (TOI),
defined as the input power at which power output at the fun-
damental and the third harmonic equal each other. Single-tone
TOI for most commercially used HTSC materials is at least 70
dBm (10 kW),

All these effects together limit the maximum power that
a passive superconducting circuit can handle, and raising the
pawer handling capacity has been one of the prime concerns of
material scientists and engineers alike. Much of the nonlinear-
ity of the high-T materials is aseribable to material properties
{e.g., granularity and *flux pinning™) and is expected to improve
with synthesis and deposition techniques. From a design point
of view, nonlinearities can be suppressed by increasing the sur-
face area of the device, leading to lower current densities and
aveiding current crowding at the edges. Thus, a planar filter
can handle significantly higher power than a stripline, and a
cavity resonator has € value orders of magnitude higher than
one built out of a transmission line, even factoring out the losses
in the substrate. However, higher-dimensicnal circuits are not
always practical for many applications because they take up
moere space and often have the problem of mode degeneracy
(i.e., more than one mode of oscillation at the same frequency).
The latter problem can often be selved by making the cirenit
slightly asymmetrical, but then modeling them with a com-
puter becomes more cumbersome.
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ent temperatures. (From Ref. 4, with permis-
sion.)

PASSIVE MICROWAVE CIRCUITS

Passive microwave circuits are some of the most promising ap-
plications of superconductors o date. In the following we shall
focus on the advantages of high-temperature superconductors
(HTS) materials and the special considerations that applies to
them. General ideas about passive microwave devices are avail-
able in the literature. For a good review of the current state of
the art, see Ref. 5. For a more elementary introduction, see
Ref. 6.

Superconductors are an attractive alternative to “conven-
tional” materials for three principal reasons:

1. Very low surface resistance compared to normal metals:
For example, insertion loss of a superconducting filter
(~0.1 dB} is usually at least 3 dB lower than one made
out of high-quality metal (e.g., oxygen-free high-purity
copper) under equivalent conditions. Thus in applications
where the signal strength is low, superconductors are the
material of choice.

2. A frequency-independent penetration depth. In normal
metals, the skin depth is proportional te the inverse
square root of the frequency of the signal, giving rise to
strong dispersion of a wide-band signal, unacceptable in
many applications. In superconductors, the penetration of
electromagnetic field is dominated by the “London pene-
tration depth,” which is independent of frequency, giv-
ing rise to phase-dispersion free propagaticn in the TEM
mode.

3. The ability to be fabricated in extremely compact geome-
tries, arising from the low loss mentioned above. Thus, a
several-meter-long coaxial delay line made out of a nor-
mal conductor can be replaced with a superconducting one
that’s only a few square centimeters in area, and bulky
dielectric resonator filters can be replaced by compact pia-
nar superconducting filters.

Transmission Line

A microwave transmission line can be constructed in several
geometries, each having its pros and cons. The most commeon
geametries are microstrip, stripline, and coplanar. Many other
novel geometries such as the suspended line and coplanar strips
are also used for special-purpose applications. The basic con-
cepts behind transmission line and distributed circuits is the
same whether or not they are made out of superconductors, and

Frequency (MAz}

Microwave field Hge (Oe)

the interested reader can find them elsewhere (see, for exam-
ple, Ref. 7). Here we will briefly discuss only those issues that
are specific to superconducting transmission lines.

The two major distinctions between superconducting and
nonsuperconducting transmission lines stem from the tempera-
ture and frequency dependence of the characteristic impedance
of the line, defined as Z; = (L/C)'? where L and C are the
equivalent lumped inductance and capacitance, respectively.
In addition to the usual geometrie inductance, superconduc-
tors have temperature-dependent kinetic inductance because
of the presence of the Cooper pairs. Also, for sufficiently low
temperatures (T « T, or more pertinently, A; « §) the pen-
etration depth is independent of the frequency, giving rise to
a phase dispersion free propagation for the TEM mode. Non-
linear effects are another major complication in dealing with
superconducting transmission lines as has been discussed ear-
lier. The nonlinear effects are particularly worse in the edges
of the line where the current density is maximum, Therefore,
a good design for a passive superconducting circuit tends to
avoid sharp edges as much as possible. Owing to these, full-
wave analysis of superconducting transmission lines is guite a
daunting task which cannot be done satisfactorily using most
commercially available CAD programs and often must be car-
ried out for individual needs.

One of the most promising applications of superconducting
transmission lines is in the form of hybrid interconnects be-
tween components, both semiconducting and superconducting
and both analog and digital.

Resonators

The “quality factor” (@) of a resonator is defined to be & =
Ufo/ P, where U is the total energy stored in the oscillator, fy
is the resonance frequency, and P is the power dissipated per
cycle. Since P = [ RgH* dA, where the integral is over the
surface of the material comprising the resonator walls, the §
can then be written as @ = I'/ K, where [ is a geometric factor,
for a resonator comprised entirely of a single material.

The advantage of a superconducting resonator over a normal
metal one is the very high @ owing to the much smaller surface
resistance of the former. At 10 GHz, @ as high as 10! can be
achieved (using niobium cavities in TEg; mode), compared with
amaximum  of around 10 using copper. Superconducting cav-
ities are typically operated in the TEy;, mode since this has no
electric fields on the cavity walls. Cavities have been made out
of both low-temperature and high-temperature superconduc-
tors (8), although the latter is a lot harder to make owing to the
ceramic nature of the material. Superconducting cavities such



as these play an important role as a research tool for precision
measurements of surface impedance of superconductors and
other materials. Figure 4 shows a picture of a niobium cavity
that was fabricated at Northeastern University and is used to
measure the surface impedance of other crystalline supercon-
ductors using the cavity perturbation technique (9},

A major application of superconducting cavities is in pro-
viding large high-frequency electrie fields for accelerating sub-
atomic and atomic particles. The fields in a cavity resonator are
given by K., = y(@P.,)Y2 so that significantly larger fields
can be achieved with high-@ cavities for much lower absorbed
powers Pu,.. A notable example is the continuous electron beam
accelerator facility (CEBAF) for heavy ions, which uses super-
conducting niobium cavities operating at megahertz frequen.
cies.

Superconducting microwave cavity resonators are among
the most stable frequency standards available today owing to
their very high @ values. One of the applications of such high
stability frequency standards is in satellite and deep space com-
munications, where it is important to maintain precise clocks
on board the satellite to improve synchronization between the
ground-based clock and the satellite or space vehicle’s on-board
clock.

Another potential application is in the master oscillator of a
Deppler radar. A Doppler radar identifies the target velocity by
measuring the frequency shift of the reflected beam. Clearly, for
the measurement to be reliable, the frequency of the source has
to be highly stable. This is especially important for detecting
targets flying close to the ground (e.g., a cruise missile), since
reflections from the ground (the “ground noise”) can completely
mask the signal.

Filters

A filter is realized by a set of coupled resonators with closely
spaced resonance frequencies. The response of each resonator
is represented as a pole in the frequency domain. Thus a filter
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Figure 4. A superconducting niobium cav-
ity used for surface resistance measurement.
The specimen under test is thermally insulated
from the cavity using a sapphire rod, allowing
it to be probed up to nearly room temperature
while the cavity is still superconducting. {Right)
The disassembled cavity showing the sapphire
sample mount. (Left) The packaged structure.
Q values of ~107 to 10° at 4.2 K are routinely
obtained in this setup. (Courtesy of Z. Zhai and
H. Srikanth.)

with n resonating elements is ealled an n-pole filter. The res-
onators can be lumped (e.g., tank LC oscillators) or distributed
{e.g., half-wave transmission lines.) Clearly, the greater the
number of poles in a filter, the greater the bandwidth that
can be achieved for a preset filter skirt and band ripple, or
the steeper the filter skirt and smaller the band ripple for a
given bandwidth. Both are desirable. However, increasing the
number of elements increases the insertion loss proportionally.
Thus, many applications which require both a small insertion
loss and steep filter skirt with low band ripple cannot be real-
ized using conventional materials such as high-purity copper.

Alternative technologies such as surface acoustic wave
(SAW) devices do produce better results, but are still too lossy
(typically 2 dB to 4 dB). Dielectric resonator based filters have
low loss, but are too bulky for many lucrative applications. This
is precisely why superconductors are the material of choice for
making high-performance filters. The extremely low surface re-
sistance allows a designer to use a lot more elements for a given
amount of insertion loss.

Figure 5 shows a four-pole microstrip Chebyshev filter fab-
ricated at the MIT Lincoln Laboratory with a 4.8 GHz center
frequency and 100 MHz bandwidth patterned on an LaAlQ4
substrate with YBCO film. The filter uses a “hair pin geome-
try”™; that is, the resonators are bent with a U-turn to save wafer
space. The right-hand side of Fig. 4 shows the measured inser-
tion loss {831} of the filter at 77 K temperature, Also shown for
reference is the performance of equivalent filters made out of
silver (Ag) at 77 K and gold {Au} at room temperature (300 K).
The advantages of high-T superconducting filters are quite
obvious,

One of the problems in working with HTS material is the
lack of availability of large wafers of acceptable quality. The
maximum size of high-quality HTS films are presently limited
to about 5 em, compared to 30 cm wafers of semiconductors,
This poses a problem in two cases: (1) where the center fre-
quency is low, requiring the length of the transmission lines of
a distributed filter to be long, and {2) where the bandwidth is
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Figure 5. A four-pole superconducting filter and
its measured performance. {Courtesy of Dr. Daniel
Qates, MIT Lincaln Laboratory. }

tight (a fraction of 1%}, requiring very weak coupling, and hence
large separation between elements. The first problem calls for
miniaturization of the device, and there are several means of
accomplishing this, including the use of lumped resonators (10)
and high-dielectric-constant substrates. The second problem is
usually solved by a technique called staggering. Figure 6 shows
a photograph of a high-performance lumped-element nine-pole
Chebychev filter.

Frequency Agile Devices. A filter is much more useful if it can
be tuned. Several innovative approaches to tune a passive filter
have been tried. One method consists of changing the resonance
frequency of the individual resenators (due to change in the ki-
netic inductance} with temperature. The desired variation in
temperature is achieved by a control line in the form of a heat-
ing element placed close to the resonators. A better method is
to build the filter on a ferroelectric substrate with a low Curie
temperature such as KTa;_,Nb,O; and Sr,_,Pb,TiO; (11). The
permittivity of the substrate can be changed by applying a bias
voltage, thus providing the necessary tuning. The optimal tem-
perature of operation is slightly above the Curie temperature
of the substrate to avoid hysteresis and to produce maximum
tunability for a given bias voltage. Impedanice matching of the
input and output is done with a set of ferroelectric transform-
ers. Since these techniques essentially manipulate the electri-
cal length of the filter elements, the same methods can also be
used to tune the parameters of other passive structures.
Another impertant type of filter is a “chirp” filter. A “chirp”is
essentially a frequency-modulated signal whose frequency in-
creases (“up-chirped”) or decreases (“down-chirped”) with time.
One of the applications of chirp signals is in Doppler radars to
optimize power output and bandwidth, both of which are desir-
able. Using a simple sinusoidal signal, however, both cannet be
achieved simultaneously. A higher bandwidth means a shorter
pulse width which limits the maximum power transmitted per
pulse and vice versa. A chirped waveform gets around this lim-

Figure 6. A nine-pole lumped Chebychev filter from Superconductor
Technologies Ine. (Courtesy of Dr. Balam Willemsen, Superconductor
Technologies, Inc.)

Frequency (GHz)

Insertion return loss (dB)

itation. Another application is to compensate the distortion of
a wave packet after passing through a dispersive transmission
line. The principal advantage of constructing a chirp filter out
of superconducting material is low dispersiveness.

A superconducting chirp filter in microstrip geometry con-
sists of a series of gquarter-wave forward-coupled transmission
lines which are deliberately decoupled for a specified length
between the couplings. The transmission line is wound in the
form of a spiral to optimally use the film surface. As a pulse
is applied to the input, the individual frequency components
couple to the output line that corresponds to their resonance
frequencies. Depending on whether the resonators are increas-
ing or decreasing in length down the line, a down-chirped or
up-chirped signal is obtained at the output.

Antenna

Using superconducting antennas can improve efficiency enor-
mously because of their lower loss (for a general discussion of
antennas, see Ref, 12). In particular, there are three situations
when a superconducting antenna can outperform one made ont
of a normal metal sufficiently to merit its use:

1. Electrically Short Antennas. A dipole antenna has max-
imum radiation efficiency when its characteristic length
is an integral multiple of the wavelength being radiated.
For low-frequency applications (such as underwater com-
munication, which involves frequencies of the order of 15
kHz), this length can be unrealistically large, and hence
a shorter antenna has to be deploved. The radiated power
P is proportional to (//3)? for a linear (electric dipole) an-
tenna and P « {7/} for a circular loop (magnetic dipole)
antenna, where [ is the length of the linear antenna, D
is the diameter of the loop antenna, and X is the radiated
wavelength. For {, D « i, the impedance of the antenna
is mostly reactive and most of the power is dissipated as
ohmic losses in the antenna and the feed network. There-
fore, introduction of supercenducting radiating elements
and feed networks can dramatically improve the radia-
tion efficiency at low-frequency regions.

2. Superdirective Antennas. A superdirective antenna (13)
has directional gain much larger than a conventional one.
This can be of advantage in radio beacons and radar
transmitters. A superdirective antenna is realized in
practice by an array of closely spaced (separation < wave-
length) dipole elements that are excited approximately
1807 out of phase with respect to their neighbor. Such a
structure has a low efficiency when built out of normal



metal because ochmic losses in each individual element
add up. In addition, these antennas have inherently low
radiation efficiency because of cancellation of the radia-
tion field, and use of HTS material can enhance efficiency.

3. Millimeter-Wauve Antennas and Feed Networks. Supercon-
ducting antennas also improve the performance of an-
tenna arrays and other distributed feed systems, where
the power gain because of the distributed structure has
to compete with the less in an increasing number of el-
ements. In a copper microstrip antenna the overall gain
begins to decrease bevond about 40 elements, whereas
the same antenna employing superconducting elements
shows an increase in gain up to about 400 elements. This
increase in gain can be crucial in mission critical applica-
tions such as military target tracking systems.

Figure 7 is a photograph of a 16-element phased-array antenna
that was developed at the US Air Force Rome Laboratory.

Delay Lines

Requirements for a good delay line are low loss, low dispersion,
and large delay for unit size/weight of the material. Supercon-
ducting delay lines are far superior to normal metal ones in
satisfying these requirements, so much so that superconduct-
ing delay lines were in application even before the advent of
high-T'¢ superconductivity (14). Pelays of the order of 20 ns
can be routinely achieved with HTS materials on a substrate
with an area of a few square inches, with good possihilities of
achieving more than 100 ns in the near future. A copper coax-
iai line has to be several meters long for producing the same
amount of time delay and would also have a high insertion loss,

A novel application of a delay line is the measurement of
instantaneous frequency of a nenperiodic signal (15). This is
achieved by splitting the input signal power equally between a
series of n phase discriminating units, where n is the number of
bit of frequency resolution desired. Each phase discriminating
unit consists of a mixer, one port of which is fed by the signal
directly and the other one by the same signal delayed.

ACTIVE MICROWAVE CIRCUITS

In 1962 B. D. Josephsen predicted that when two supercon-
ductors are separated by a thin layer of metal or an insulator, a
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Figure 7. A 16-element superconducting
phase array antenna and the feed network.
An LaAlQ; substrate is holding the HTS film.
To the right of it is a 1 mm quartz plate hold-
ing the corresponding copper patches that
provides an electromagnetic coupling to room
temperature environment. A 0.5 mm vacuum
between the two and low thermal conductiv-
ity spacers provide the required thermal iso-
lation. The quartz plate has the necessary
mechanical strength to withstand the atmo-
spheric pressure and also serves as a radome.
The antenng operates at 20 GHz. (Courtesy
of Dr. Jeffrey Herd, US Air Force Research
Laboratory.)

lossless current can flow upto a certain critical value I~ before a
voltage appears across the junction. This is the manifestation of
the phenomena that the Cooper pairs that carry lossless electric
current can tunnel through the potential barrier represented
by the junction material. Josephson's remarkable prediction
was verified experimentally the following year and is known
as the Josephson effect, The Josephson effect opened the way
for a number of new applications of superconductors which ex-
ploit the fact that superconductivity is actually an amazing
manifestation of quantum mechanics on a macroscopic scale,
The most noteworthy of these is the superconducting quantum
interference device (SQUID) magnetometer. With sensitivities
approaching 10715 T/Hz!'2 values, SQUIDs can measure mag-
netic field with precision that is unimaginable with any con-
ventional techniques. The interested reader is referred to some
useful reference for further details (see, for example, Ref. 16). In
the following, we shall describe some of the microwave applica-
tions of the Josephson effect that have the potential to radically
alter the future of microetectronics.

The Josephson current [ is related to the phase difference ¢
between the Cooper pair on the two sides of the junction as [ =
I sinf. When current acrass the junction exceeds the critical
value, a voltage V appears across it that is related to time rate
of change of 6 as 88/8¢ = 4meV /h (i.e., the phases of Cooper
pairs on the two sides of the junction begin to “slip” relative to
each other.) Figure 8(a} shows a lumped circuit equivalent of a
Josephsen junction (JJ), called a resistively shunted junction
(RS5J model). The conductance and the capacitance represent
the resistive and displacement current flow across the junc-
tion, The static characteristics of the circuit is given in terms
of Stewart-McCumber parameter (17,18) § = 4wel-C/hg®.

Elementary mathematical analysis of Fig. 8(b) shows that
the time-domain response of the circuit can be written as I/,
= Bd’0/d$” + df/d¢ + sin ¢, where ¢ = drnelct/hg, t being
time. This is equivalent to the equation deseribing the motion
of a simple pendulum in a gravitational field. Thus the Joseph-
son current behaves like a damped harmonic oseillator for small
currents which is underdamped for 8 < 1/4 and overdamped for
8 = 1/4. This also implies a hysteretic ] — —V behavior in the a
region I, < I < I, and the value of I, must be obtained by
solving the above equation. The value of I, decreases mono-
tonically with increasing 8. Another useful property of a JJ is
the flux dependence of the critical current. If the JJ has a flux
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the threaded flux.

& threaded to it, then the critical current is given by Ioo = I
sin{x @/ @)/ (x D/ Py), where by = i/2e = 2 x 1071 Wh is the
“flux quantum.” (The flux threaded through any superconduct-
ing ring must be an integral multiple of ®,.) This is shown in
Fig. 8(c).

To date, the most promising applications of superconducting
active devices have been demonsirated only in low-temperature
superconductors, most notably lead, niobium, and niobium ni-
tride with aluminum oxide (AlQ,), magnesium oxide (MgQ),
and lead oxide {Ph(Q) as the insulating barriers. For a Cooper
pair to tunnel coherently across a junction, its thickness must
be comparable to the coherence length of the material, which
is extremely small for high-T; superconductors (see Table 1).
The critical current in these materials is also rather high (of the
order of milliamperes), which is required for the Josephson cou-
pling energy hlc/4dme to overcome the thermal energy kgT, but
it produces excessive Joule heating in the resistive shunts and
high veltages across inductances. There are additional factors
arising out of complex crystal structure and presence of “weak
links” {i.e., small-angle grain boundaries)} that make fabrica-
tion of JJs difficult in these materials. There are several pos-
sible analog and digital applications of the Josephson effect in
microwave frequency regime, some of which are outlined in the
following,

Superconducting Digital Logic Circuits

From the early days of its discovery, the Josephson junction (JJ)
has been eyed as a potential replacement of semiconducting
logic gates (a detailed review is provided by Ref. 19). Joseph-
son junctions are inherently bistable (with zero and finite

{g)

resistivity). However, the real driving force behind a “supercon-
ducting supercomputer” comes from three different sources:

* Josephson junctions can be switched much faster than a
CMOS logic gate, where the parasitic and junction ca-
pacitance limits the minimum switching time. For a dJd,
however, the theoretical limit on switching time is /27 A,
where k is Planck’s constant and A is the superconduct-
ing energy gap. For niobium, this corresponds to 0.22 ps,
and practical circuits with switching times of 1.5 ps have
been fabricated. The large difference between the theoret-
ical upper limit in switching speed and those practically
achieved stems from parasitic capacitance in the junction.
However, there are no space-charge effects in a JJ, and
hence these capacitances are much smaller compared to
semiconductor cireuits.

Average power dissipation per gate in a JJ is at least two
orders of magnitude lower than equivalent semiconductor
gates. This means that the gates can be packed closer to-
gether, thereby reducing the propagation delay of the sig-
nal, another constraint in high-speed digital circuits. As
an example, a four-bit microcontroller fabricated out of JJ
and clocked at 770 MHz dissipated 5 mW, in contrast to a
replica made out of gallium arsenide (GaAs) and clocked
at 72 MHz that dissipated 2.2 W.

Digital circuits aperating over ~100 GHz must use super-
conducting interconnects, because the inherent dispersion
and loss in metal interconnects will degrade the signal suf-
ficiently to make the circuit inoperable.



Owing to the hysteretic I-V characteristics of the JJ, switch-
ing between zero resistance and finite resistance states (logic
0 and logic 1 in our convention} cannot be achieved as fast as
it would be in a nonhysteretic device. If the current is reduced
slightly below the value at which a logic 0 to logic 1 switching
takes place, the circuit will remain in logic 1 state. Owing to
this property, such circuits are called “latching circuits.” The
maximum clocking speed of these circuits cannot exceed a few
gigahertz. To solve this problem, JJs are shunted with resistors
that make them nonhysteretic. These circuits, called rapid sin-
gle flux quantum (RSFQ} devices, are the basic building block of
superconducting logic circuits. They differ from “conventional”
logic in a fundamental way: The logic state is not decided by
the voltage level of the gate but by the presence or absence of
voltage pulse generated by the motion of single fluxons. Prae-
tical superconducting digital circuits with significantly higher
performance have been demonstrated. Using niobium technol-
ogy, 4 4 bit microprocessor has heen fabricated by Fujitsu and
a 1 kbit random access memory (RAM) chip has been made by
NEC (for a geod review of recent progress in Josephson IC fab-
rication, see Ref. 20). Many other leading manufacturers are
also pursuing this technology (21).

There are a few rather unusual problems in the practical
realization of a superconducting computing device. It is im-
practical to realize a high-speed computer in a Von Neumann-
type architecture that involves massive data transfer between
a central processor and the memory, which are physically sep-
arated over a relatively long distance. An order-of-magnitude
estimate of the maximum allowable data path (assuming mi-
crostrip interconnects on a substrate with dielectric constant
~20) of a computer operating at 300 GHz is ~0.3 mm. Clearly,
this is very difficult to realize on a circuit board. However,
applications such as dedicated digital signal processor with
on-board cache memory and multichip modules can have phe-
nomenal speed and performance increase if built using RSFQ
logic.

Detectors and Mixers

The nonlinearity of a Josephson junction can be exploited to
make a mixing device. In addition to the low noise and high ef-
ficiency that these devices offer, they can easily be integrated to
an all-superconductor radio-frequency (RF) veceiver front end.

The general principles of mixing due to photon-assisted tun-
neling was derived and applied to superconductor—insulator—
superconductor (SIS) junctions by Tucker (22,23), There can
be two types of mixers using Josephson junctions: those us-
ing Cooper pair tunneling operating near zero bias voltage and
those using quasiparticle tunneling operating near gap volt-
age. Quasiparticle mixers are usually preferable over Cooper
pair mixers for several reasons. For one, the junction capaci-
tance has to be small so that most of the current comes from
Cooper pair tunneling and not displacement electric field. This
means the use of point contact junctions which are difficult
to fabricate reproducibly. Secondly, they are noisy because of
harmonic mixing of all frequencies up to the gap frequency.
According to the quantum theory of mixing, strong nonlinear-
ity in I-V characteristics (more precisely, when 14.(Vy. + Av/e)
- (V4 IidVy) — T4V — Av/e) can result in conversion
gain exceeding unity and conversion efficiency approaching the
quantum limit even in a purely resistive mixer. Thirdiy, the shot
noise in a quasiparticle mixer is lower than that in Cooper pair

SUPERCONDUCTIVITY: MICROWAVE TECHNOLOGY 161

tunneling mixers. SIS gquasiparticle mixers have been used in
radio astronomy for quite a while.

Analog-to-Digial Converters

Analog-to-digital converters (ADCs) are another type of circuit
where phenomenal performance improvement has been demon-
strated using superconducting circuitry. While superconduct-
ing ADCs can be and have been fabricated in most architectures
and have the usual advantage of a large bandwidth because of
their fast switching capability, there is the additional advan-
tage that when exploiting the multithreshold characteristics of
a JJ [see Fig. 8(¢)], an n-bit flash ADC requires only r com-
parators as opposed to 2" — 1 that would be normally reguired
{24). This allows high-bandwidth and high-resolution ADCs to
be fabricated reliably and compactly.

Precision Voltage and Frequency Sources

The Josephson relation 86/dt = 4weV /h can be used both as a
source of high-frequency radiation and a dc voltage standard.
The power radiated by the oscillating Josephson current in re-
sponse to a small dc bias (483.5 GHz/mV) is usually too very
small (a few nanowatts) to be of much practical use, but coher-
ent Josephson arrays have been fabricated that can output as
much as a few microwatts, and power levels of up to 1 W has
been predicted. On the other hand, when irradiated with mi-
crowaves, a JJ develops a dc voltage across it. Since frequency
of such radiation can be accurately controlled and measured,
such devices are one of the accepted precision valtage standards
today.

The Future of Superconducting Microwave Electronics. How are
these myriad of possible superconducting circuits realized in
practice? Just like any other microelectronic circuit, they are
lithographically patterned on a substrate through a similar
sequence of steps an in a semiconductor (25). Thus, the vast
assortment of techniques developed during the last several
decades for and by the semiconductor industry can be ported
inte commercialization of superconducting electronics. For a
complete self-contained system, many of the subsystems have
to be built out of semiconductor devices {e.g., the (IF) ampli-
fiers for an RF transceiver). An efficient way of manufacturing
these systems is to mix HTS and high electron mobility transis-
tor (HEMT} semiconductor circuits on the same substrate as a
multichip module (MCM) (26). Typically the HTS film is grown
on a GaAs substrate with a thin buffer layer for better lattice
match. Semiconductor devices perform better at lower temper-
atures because of enhanced carrier mobility, so the averall per-
formance increases. Decrease of thermal noise is another desir-
able byproduct. Also, with the increase in the packing density of
the semiconductor circuitry, a decrease in operating tempera-
ture, and the advent of high-temperature superconductors, the
disparity between the operating voltage levels associated with
the two types of circuits is going down, minimizing the possi-
bility of ground loops between these two types of elements, Any
large-scale commercial application of HTS microwave circuit
will rely on the ability to integrate them, either as a hybrid
component or as a manolithic component, with active semicon-
ductor components.

There are many hurdles in the road to success of super-
conducting devices. The absence of a room-temperature su-
perconductor, essential for consumer market, is one of them.
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Even if there were a room-temperature superconductor, the
vast amount of techniques developed by the semiconductor in-
dustry for precise and predictable control of material properties
are unavailable in the superconductor industry. The reason for
this 1s obvious: The whole phenomenon of high-temperature su-
perconductivity is only understood phenomenologically at best.
There is no equivalent of “handgap engineering” for supercon-
ductors. If we knew the material to dope to change the supercon-
ducting bandgap, we could then produce a room-temperature
superconductor!

However, consumer electronics, though a large share of the
market, still is not all of the market. There are niche markets,
mostly in the defense sector and commercial/military wireless
communication, who would pay the extra dollar to have the
advantages of superconducting electronics (see, for example,
Ref. 27). For example, the low insertion loss and steep skirt
of a superconducting filter makes it cost effective in a cellular
base station where the receiving/transmitting antenna must
operate within tight bandwidth tolerance and divide up the
available bandwidths among as many customers as possible.
Such filters are available from many vendors and several are
being field-tested by cellular service providers. One exampie of
a large-scale attempt to use HTSC microwave circunits in com-
munication application is the United States Naval Research
Laboratory’s “High Temperature Superconductivity Space Ex-
periments” (HTSSE) (28}). The US Air Force is another major
player in this field and expects to utilize low-loss supercon-
ducting antennas in the next-generation radar systems. Sys-
tem integration is a crucial aspect toward commercialization,
and significant progress has been made to this end. Integration
of individual superconducting microwave components to pro-
duce a complete self-contained RF receiver/transmitter front
end has been successfully demonstrated hy many researchers.
Integration of superconducting and semiconducting electronics
on the same device has also been carried out.

At the present rate of progress, we can safely say that the
growth of superconducting electronics will steadily increase
with time. Whether it would radically alter the present state
of the art, similar to the effect the advent of solid-state circuits
had over the vacuum tube technology, will be seen in the years
to come.
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The literature of microwave applications of superconductivity is
quite extensive, and citations relevant to a particular subtopic
have already been given wherever appropriate. A nonexhaus-
tive list of periodicals and monoegraphs of general interest in
this area is provided below:

 IEEE Transactions on Microwave Theory and Technigues
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« IEEE Transactions on Applied Superconductivity (Period-
ical).
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SUPERCONDUCTIVITY: TUNNELING AND
JOSEPHSON JUNCTIONS

Tunneling devices incorporating superconducting materials
can exhibit what are known as Josephson effects. A typical ex-
ample is two superconducting materials separated by a thin
dielectric barrier. Remarkably, such a tunneling device can ex-
hibit both a zero-voltage trace for currents below some crit-
ical value and a second trace that has tunneling character-
istics akin to a forward-biased diode. Traversing the entire
current-veltage characteristic of the device will give a hys-
teretic current—voltage trace, The scale of these phenomena
is roughly 1 mV for low-temperature superconductors (such as
Ph, Pb-alloys, and Nb) and 10 mV for high-temperature super-
conductors (such as YBaCuO, BiSrCaCu0, and TIBaCaCuO).

Low-temperature superconductors used for Josephson ap-
plications have transition temperatures, T, from the normal to
the superconducting state of approximately 1 K to 20 K, while
high-temperature superconductors have T, = 90 K.

The zero-voltage leg of the current—veltage characteristics
of a Josephson junction is highly sensitive to magnetic fields.
This property is exploited by superconducting quantum inter-
ference devices (SQUIDs) to measure magnetic fields down to
the 10 fT range, making them the most sensitive detectors of
field/flux in existence. Superconducting quantum interference
devices have been employed in prototype diagnostic systems for
noninvasive mapping of heart and brain function, but must typ-
ically be operated within the confines of 2a magnetically shielded
room. Prototype devices nsing SQUIDs for nondestructive eval-
uation of metal components are currently being tested in the
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field. SQUIDs are also employed in the detection of undersea
anomalies (submarine and ordinance detection) and in a va-
riety of scientific investigations such as earthquake, gravity-
wave, free-quark, monopole, and dark-matter detection. Some
practical SQUID devices have also used high-temperature su-
perconductors,

The nonzero voltage leg of a Josephson junction current-
voltage characteristic is also useful because it can be highly
nonlinear. As sach, these devices are employed for mix-
ing in the 100 GHz region, where low noise-temperatures
are a must (such as in radio astronomy). This work is re-
stricted te low temperatures—on the order of 1 K—and the
use of low-temperature superconductors. High-temperature-
superconductor tunneling characteristics are not currently of
sufficiently high quality for this application.

Another important potential application of Josephson junc-
tions is their use in digital applications, The reason is that
switching with Josephson-junction-based logic involves small
voltages and currents and can occur over very short time scales,
Intrinsic power and switching speed are in the 0.1 uW and 1
ps range. Josephson junctions employed for this purpose, based
on Nb, are a mature technology. For a number of reasons, cur-
rent technology has focused on ultrahigh-speed analog/digital
conversion rather than computation; one issue is the current
lack of a suitable memory format compatible with Josephson
technology. Nevertheless, high-speed Josephson processing cir-
cuitry continues to have promise for such targeted applications
as video image processing. A number of books and edited works
are available on the subject of the Josephson effect and its ap-
plications (1-8).

Ironically, for digital and SQUID applications the intrinsic
hysteresis of the junctions must be suppressed. For junctions
that empley a thin, insulating oxide barrier, this implies the nse
of thin-film resistors to shunt the junctions to reduce the hys-
teresis. A better solution would be to tailor the tunnel barrier
material se that it was somewhere between a metal and in-
sulator. More exactly, this suggests producing a material close
to the metal-insulator transition. This subject is discussed at
further length in connection with research in producing high-
temperature superconductor junctions.

METAL-INSULATOR-METAL TUNNELING

A basic tunneling system consists of a metal-insulator—metal
{MIM} structure as depicted in Fig. 1. Generally the system
comprises thin metal films ~10 nm to 100 nm in thickness,
separated by a thin dielectric layer =1 nm in thickness. This
dielectric can either be a native oxide created by the oxida-
tion of the base metal electrode (a good example of which is
aluminum} or a deposited artificial barrier, a good example
of which is a semiconductor such as silicon. Tunneling in na-
tive and artificial barriers has been reviewed as a separate
topic (9).

If the metals are not in the superconducting state, we have
nermal-insulator-normal (NIN) tunneling (10). The current—
voltage characteristics of NIN junctions have been extensively
studied in the context of quantum-mechanical electren tunnel-
ing through a potential barrier. The height of the barrier, -,
governs the rate of change of current with applied voltage. Bar-
rier heights typically range from 0.1 eV to 3 eV. Simmons (11)
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Figure 1. Shownis a sketch of a normal-insulator-normal, NIN, tun-
neling system. N represents a normal, or nonsuperconducting metal
film. I (nominally an insulator) represents a thin, dielectric layer
through which quantum-mechanical tunneling can occur. The normal-
metal films are typically approximately 10 nm to 100 nm thick and the
dielectric layer is approximately 1 nm thick. Barrier heights, ¢, are
typically in the range of 0.1 eV to 3 &V, At low voltages I ~ R-1(V +
oV with e ~ 1 V-2,

has shown that for applied voltages V « ¢
I=RYV+aV?

wherea ~ 1 V2,
At a given voltage, the current varies with barrier thickness,
d and barrier height, 4 as

1
I %z_e-l(}.%d:,&%

where d is in nanometers and ¢ is in volts (12). Tunneling
in more complex although thematically similar semiconductor
gystems is discussed by Sze (13).

If we now introduce a superconductor (Fig. 2) as one
of the metal elements of the tunnel junection, to produce a
superconductor-insulator—normal (SIN) system, the current—
voltage characteristic becomes highly modified. Most notable
is the introduction of a region in which, at zero temperature,
no current flows until a veltage A/e is reached, where A is
the so called energy gap of the superconducting film. Energy
gaps associated with conventional superconductors such as Ph,
Pb alloys, Nb, NbTi, and NbSn are in the few meV (1 meV =
1072 eV) range, while energy gaps associated with the high-
temperature superconductor materials, such as YBaCuO, are
in the =30 meV range.

If we introduce a second superconductor to make an
superconductor-insulator-superconductor (815} system, some-
thing unique occurs (Fig. 3). In this case, two branches develop
in the system. If we start at zere current and increase the cur-
rent slightly, no voltage will develop across the junctien untii
the critical current, I, is reached. The critical current is re-
lated to the energy gaps of the superconductors by I, = 7w /4-(4,
+ Agl/eR, at zero temperature. For example, for Pb and Nb,
A = 1.37 and 1.53 meV, respectively.

If the eritical current is exceeded, a junction driven by a cur-
rent source will jump (at constant current) over to the quasi-
particle curve. Further increasing the current moves one to
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Figure 2. Shown is a sketch of a superconductor-insulator-normal,
SIN, tunneling system. N represents a normal, or nonsuperconducting
metal film and 8 represents a superconducting film. I (nominally an
insulator) represents a thin, dielectric layer through which quantum-
mechanical tunneling can occur. The normal-metal films are typically
approximately 10 nm to 100 nm thick and the dielectric layer is ap-
proximately 1 nm thick. The current—voitage trace shown is for zero
temperature (T = ().

higher voltages on the gquasi-particle curve and reducing the
current explores the rest of this curve. The zero-voltage state
is not recovered until the current is reduced to zero. If a finite
impedance source drives the junction, this switching will occur
along the load-line of the system. This remarkable situation is
due the fact that coherent tunneling of Cooper pairs of electrons
(paired electrons in the superconducting state) can oceur, pro-
ducing a zero-voltage superconducting tunneling state in the
system, When the critical current is exceeded, these pairs are
broken into quasi particles with properties akin to electron—
hole pairs created across a semiconductor energy gap (13).

The current can be described by the Josephson equations
(14-16)

¢

. d 2e
I = IcSln(tJEt' = EV

where ¢ is the phase difference between the superconductors,
Therefore, increasing the applied current from zero is equiv-
alent to introducing a quantum-mechanical phase difference
hetween the superconducting elements of the junction.

Beside SIS systems, properly configured SNS systems can
also exhibit Josephson effects, as long as the normal-metal
channel] between the superconducting materials is of the appro-
priate geometry. This means that the normal metal is either a
microscopic weak-link connection, point contact, or a thin-film
metal constriction as epposed to a dielectric material (4, 17).

ALTERNATING CURRENT JOSEPHSON EFFECT

Anonzero dec voltage, V = constant, across a Josephson junction
implies that

2e
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Figure 3. Shown is a sketch of a superconducior-insulator—

superconductor, 8IS, tunneling system. S represents a superconduct-
ing film. I (nominally an insulator} represents a thin, dielectric layer
through which quantum-mechanical tunneling can occur. The normal-
metal films are typically approximately 10 nm to 100 nm thick and
the dielectric layer is approximately 1 nm thick. Increasing the cur-
rent applied across the device produces no voltage until the critical
current, [, is reached, at which point increasing or decreasing current
drives the system along the nonzero-voltage, quasiparticle current—
voltage characteristic. The load-line of a system driven by a nonzero
impedance source is also indicated. Applying a magnetic field to a suf-
ficiently small junction (see text) will produce a periodic depression of
the critical current. @ is the magnetic flux entering the junction. ¢ =
HWid + ») + A2}, where ) is the penetration depth and &g = A/2e =
2.068 x 10715 Wb,
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which means that

I = I sinl¢g + %;Vt)

Therefore, a finite voltage across a Josephson junction gives
rise to a radio frequency (RF) current of

2e
F=2V

where 2e/h = 483,598 THz V-1, The presence of an alternating
current associated with the appearance of a dc voltage across
the junction is the ac Josephson effect. This means that at finite
voltage, the current comprises a dc component with a superim-
posed ac modulation at the Josephson frequency. A current—
voltage characteristic thus represents the time-averaged volt-
age across the junction as a function of applied current (when
the system is driven by a finite-impedance source}. The junction
thus acts like an RF frequency-to-valtage converter.

Josephson junctions are in fact actually used as high-
frequency sources. For a given junction, roughly 10 nW of power
can be produced, although most this is dissipated in the june-
tion resistance. The linewidth of the radiation is given by

4kz TR
Af= 32
@5

where @y = h/2e = 2.068 x 10! Whis the magnetic flux quan-
tum. For T ~ 1 K and R ~ 1 &, this means that Af ~ 1 MHz.
The linewidth can be reduced by coupling to a high-@ cavity,
although with the concomitant loss of overall operational band-
width.

To achieve useful output power levels, arrays of junctions are
produced to create tunable millimeter wave sources—typically
as low-noise local oscill ators for radio astronomy mixer applica-
tions. Junetion arrays can produce ~2 uW to 6 W of RF power
in the 340 GHz to 440 GHz band. To achieve this, all junctions
in the array must be phase locked (18).

The ac Josephson effect can be manifested as Shapiro steps
{Fig. 3) by coupling microwave radiation into the junction. This
produces a series of steps of equal width AV = (h/2e) where f
is the frequency of the applied microwaves. An important ap-
plication that exploits this phenomenon, and also uses series
arrays of (here Nb-based) junctions, is the standard volt. Here,
a junction array is driven by a microwave source to preduce in
excess of 1 V dc on the output terminals of the device (19, 20}.
Only fundamental constants and the frequency of an external
oscillator, which can be established with high accuracy, deter-
mine the output voltage. The Naticnal Institute of Standards
and Technology (NIST) has developed Josephson arrays for this
purpose and they now serve as the primary US standard volt.

Recent work in this particular area has also included
Nb/AuPd/Nb (SNS-type} junctions. These systems use a
normal-metal alloy instead of a dielectric barrier, through
which Josephson coupling can also occur to produce a june-
tion that is inherently resistively shunted (21). Another re-
finement is to use Ti (22) instead of AuPd. Titanium is poten-
tially more desirable, because its resistivity (at 4.2 X} is higher
than AuPd and it is compatible with whole-wafer processing
techniques.
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Experimental work based on a stacks of Josephson junctions
(23) has also been explored for potential submillimeter oscil-
lator applications with, for example, NbCN/MgO/NbCN (24),
NbCN/NgO/NbCN (25), and Nb/Al/AlOx/Nb (26, 27) systems.
Stacks of Josephson junctions may also be useful as inductive
elements in resistive or rapid single-flux-quantum (RSFQ) dig-
ital circuitry. One technical challenge here is producing junc-
tions with uniform Josephson critical currents, I, (28).

Microwave irradiation has also been explored on a more
purely experimental basis with high-temperature supercon-
ductors. These materials can be viewed as a stack of supercon-
ducting CuO planes, with an interplanar quantum-mechanical
coupling that can vary from one material to another. For exam-
ple, the layer-to-layer coupling in BaSrCaCuO is far less than
in YBaCuQ. In fact, in the former case the coupling is similar
to the Josephson coupling occurring in an SIS tunnel junction.
Thus BaSrCaCuQ is thought capable of mimicking the behav-
ior of a stack of individual Josephson junctions. With this pic-
ture in mind, researchers have applied microwave radiation to
BaSrCaCu( mesas, Microwave steps were in fact observed, but
with a voltage spacing greater than that expected for Shapiro
steps (29). Mesa-type TIBaCaCuO devices have also been pro-
duced (30} with microwave applications in mind. Again, how-
ever, these systems remain experimental in nature.

MAGNETIC-FIELD EFFECTS

The current distribution in a Josephson junction will be uni-
form if the width, W, of the junction (see Fig. 3} is small com-
pared with the Josephson penetration depth, A;, with

. h
1= 2eutd,

where J, = I,/A with A the junction area, and { = A, + Ay +
d. The quantities & are the penetration depths of the supercon-
ductors composing the junction. This is the scale over which
an applied external magnetic field will penetrate into a super-
conductor. Here d again is the thickness of the barrier (1-6,
3.

In the case where we apply a static magnetic field to the
junction aleng the direction of the plane of the barrier, we will
suppress the Josephson current. If we meet the criterion that
the junction is small compared with the Josephson penetration
depth, this suppression of the critical current will take the form

L

sinm{®/eg)
. = T@eg

[P/ Pg)

where [, is the zero-field eritical current. For Pb, Nb, NbSn,
A ~ 50 nm te 100 nm; for NbN, A ~ 300 nm; and for YBaCuOQ
Ay ~ 30 nm and A, ~ 200 nm. In the last case, parallel and
perpendicular refer to the directions along and perpendicular
to the CuOQ planes.

If a junection ig not small hy this definition, the current dis-
tribution will not be uniform and the suppression of the erit-
ical current will not follow the simple sine/x behavior noted
above. Indeed, the geometry of the junction can be controlled
to preduce a critical-current behavior parametrically tailored
to specific applications, as in the case with the use of junctions
as elements for digital applications. In addition, the spatial
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Figure 4. Sbhown is the current—voltage characteristic of a nominally
SIS junction created by using a scanning tunneling microscope tip to
peel up a pertion of the surface of a high-temperature superconduct-
ing BiSrCaCO0 (2212) film and held it in proximity to the underlying
material. Although not an ideal characteristic, this demonstrates the
ability to achieve (and provides a means to study in detail} tunneling
in the high-temperature superconductor materials. From Miyakawa
et al., Ref. 32.

nonuniformity of the barriers of individual junctions can be
diagnosed through a deconvolution of critical current versus
applied magnetic field characteristics (3).

As far as applications are concerned, this general phe-
nomenology implies that a large penetration depth is gener-
ally undesirable. A material such as NbN, which has a larger
energy gap than Nb {and from this standpoint represents a su-
perior material) suffers from this limitation. However, this can
be in part engineered around by creating hybrid NbN/Nh layer
pairs in which a balance of the higher critical temperature of
NbN (14 K as opposed to 9.25 K for Nb) and lower penetration
depth of Nb is reached. Another important example of the use
of hybrid materials systems also involves Nb as Nb/Al bilay-
ers; these are used to produce high-quality tunnel junctions as
is discussed later (see section entitled “Digital Applications.”)

Finally we note that SIS junctions have been made with
high-temperature superconductor materials as well. As shown
in Fig. 4, such devices have been created with the use of a
scanning tunneling microscope tip which is “crashed” into the
surface of a BiSrCaCuO crystal {32). As the tip is pulled back
up, a junction is created between superconducting material re-
maining on the tip and the underlying crystal. While hardiy a
practical device, with less-than-perfect current—voltage charac-
teristics, this nonetheless illustrates the potential for creating
devices from high-temperature superconductor material and
has provided a valuable vehicle for fundamental studies of the
system.

THE RESISTIVELY SHUNTED JUNCTION (RS)} MODEL

The application of Josephson junctions generally requires con-
trol of the degree of junction hysteresis. One way of achieving
this is to shunt the junction with an external resistor. This
usually means the use of a thin film of Au or AuCu alloy de-
posited across the SIS junction to produce a shunt in the range
of ~1 £2. In some cases, junctions can be produced with internal
microscapic resistive links in the barrier layer to achieve the
same effect. More sophisticated approaches, involving tuning
the properties of tunnel barriers to achieve a conductivity near
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Figure 5. The resistively shunted junction {R3J) model for tunneling
in SIS systems. This diagram iilustrates that the degree of hysteresis
in a junction with a given resistance and capacitance is governed by
the magnitude of the parameter g = (2e/h}f, R2C. The parameter can
be viewed as setting the degree of damping in the circuit.

the metal-insulator transition, have alsc been proposed and
are discussed further in “High-Temperature Superconductor
Ramp Junctions.”

Figure 5 shows the electrical equivalent circuit of a shunted
Josephson junction with a total resistance R biased by a cur-
rent source (shunted with an external resistor to produce a
resistance far lower than the original tunneling resistance of
the junction). Represented in this manner there are three cur-
rent paths: the Josephson current, the ochmic current, and the
displacement current from the junction capacitance. The total
current (for a system driven by a current source) is thus

I=Icsin¢+%+0%

Along with the Josephson relation

_lkde
T 2 dt
this can be rewritten as
. _1d¢ d*¢
—_— — — 1__ —2._
i =s8In¢ — w, a + e

where w, = (2e/)I R represents the upper operational frequency
of the junction and w, = (2el,/C)"? is the “plasma” or lower-
bound propagation frequency of the system. It is customary to
define the Stewart-McCumber parameter

e T 9
ﬁ:(—) :gJ’ER?C

p

The dependence of the current-voltage characteristics of a
Josephson junction on 8 is also depicted in Fig. 5. Small and
large values of § represent the high- and low-damping lim-
its, respectively. The most desirable operating regime for many
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applications is § ~ 1. As noted by Likharev (4}, a useful way of
parameterizing § is as

_ 2e 2ErEQ 1 4
g= 7 (I.R) 7 o

where again J, = I /A, Ais the junction area (W? in Fig. 3), ¢,
is the dielectric constant of the junction barrier material, ¢y =
8.85 x 1071 F/m, and d is the barrier thickness. Improved per-
formance at high frequencies generally implies smaller areas
and a concomitant increase in o, to achieve g ~ 1 (33). Note
that in principle

T AL+ Ag

IR = 4 e

is an intrinsic property of the superconductors. Its actual value,
however, can be lower than the indicated theoretical result due
to gap suppression at film surfaces and other effects.

SUPERCONDUCTING QUANTUM INTERFERENCE DEVICES

If we place two Josephson junctions in a loop (Fig. 6) we form
a 8QUID, in this case a so-called de SQUID. Ta produce a de-
vice intended for the measurement of flux, the junctions are
shunted, as discussed previously, to suppress junction hystere-
sis. The flux associated with an applied magnetic field gener-
ates a cireulating current in the device, which suppresses the
Josephson current. An applied flux thus modulates the volt-
age across the device with a period equal to the magnetic flux
quantum ¢,. The result of this is a device that is very sensitive
to magnetic flux. SQUIDs are sensitive to flux to magnitudes
Dopptied € Pg = 7/ 2e = 2.068 x 10~15 Wb, Practical SQUIDs are

1
in +EJ¢'D

i | |
0 v 0 1 2

T,

Figure 8. Shown is a sketch of a de SQUID (superconducting guan-
tum interference device) comprising a loop with two Josephson jurnc-
tions, Shunt resistances are used to control the damping parameter (§)
of the junctions. The curreni—voltage characteristics and voltage-flux
characteristics are shown for an applied flux @,
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capable of measuring fields to the 10 fT magnetic field range, or
~10-% J.Hz! at 10° Hz (34, 35}, making them by far the most
sensitive device in existence for measuring magnetic fields and
flux. Field versions of SQUIDs can usually achieve an order of
magnitude more sensitivity than flux gate magnetometers.

SQUIDs have a variety of applications, including comrmer-
cial biomedical SQUID arrays that noninvasively monitor and
map heart and brain function. Other uses include nondestruc-
tive evaluation (NDE) (e.g., crack detection in metals), oceanic
anomaly detection, gravity-wave antennas, earthquake mon-
itoring, magnetic monopole detection, dark-matter searches,
and other fundamental scientific investigations (6, 36, 37).

A key factor limiting the performance of SQUIDs is 1/f
noise. This stems from shallow trapping of both fluxoids in the
thin-film elements of the SQUID and tunneling electrons in the
barriers of the Josephson junctions (shot noise). The observed
1/ f noise typically has a knee in the 1 Hz to 10 Hz range with
an associated spectral flux noise density 51071 &% /Hz ! at
0.1 Hz. Optimizing SQUID performance is especially impor-
tant for biomedical applications since operation down to the
0.1 Hz range is necessary (38).

The flux noise energy of a SQUID can be written as (39)

1/2
£~ ].GkgT({‘ﬁE)

which generally suggests the need for devices with the smallest
inductance and capacitance, operating at the lowest temper-
atures. The use of low-temperature superconductors (Pb, Pb-
alloys, Nb, and so on) generally means operation at 4.2 K, (the
boiling point of liquid helium at 1 atm) and temperatures less
than 80 K for the high-temperature superconductor materials.
A method successfully used to reduce inductance is the washer
loap {39). Because of the Meissner effect associated with super-
conductivity, flux transformers can be used to collect and couple
flux from a larger, external superconducting loop and present
it to the SQUID using a multiturn thin-film coil.

High-temperature superconductors have also been rela-
tively successfully explored for SQUII} applications. An ap-
proach to creating Josephson junctions in high-temperature su-
perconductor materials is to simply make a step in a substrate
to create a step-edge junction. Material grown across the edge
acquires a defect that creates a weakly linked Josephson junc-
tion, with characteristics similar to a resistively shunted SIS
system. It was realized that the actual angle of the step or ramp
was important in consistently creating junctions with desired
characteristics (40—42). Along the same lines, junctions made
with silicon-on-sapphire (SO8) substrates have demonstrated
RSJ characteristics (43, 44) and were used to make the first
SQUIDs operating at 77 K using step-edge techniques (45).

A different approach to the use of high-temperature super-
conductor materials is the use of bicrystal substrates. Here, two
single crystals (for example, of SrTiO;) are fused together at a
predetermined angle to create an off-axis interface. Junctions
are made by depositing a thin film of high-temperature super-
conductor material across this disruptive interface. Bierystal
work in particular has consistently shown RSJ-type current-
voltage characteristics and critical currents that are repro-
ducibly correlated to the angular displacement of the sub-
strate crystal lattices. These bicrystal junctions have been suc-
cessfully incorporated into YBaCuQ (46-48) and BaSrCaCuO
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Figure 7. SQUID structure from IBM. Most of the structure seen in
the figure is the superconducting loop containing a “flux dam,” visibie
as the triangular restriction on the left, to reduce device noise by limit-
ing circulating currents in the flux loop lines. The Josephson junctions
incorporated into the structure are step-edge devices. The overall size
of the SQUID is 1 x 1 em. From Sun et al., Ref. 53.

SQUIDs (49, 50). Bicrystal junctions of MgO (51} have also heen
discussed for use in SQUIDs targeted for nondestructive eval-
uation systems. Noise studies (52) suggest that bicrystal and
step-edge techniques generally produce devices of comparable
quality. However, although the techniques are suitable for few-
device applications such as SQUIDs, they are not appropriate
for medivm- or large-scale integration.

The practical implementation of high-temperature SQUID
technology is shown in Fig. 7. The work is from Koch’s group
at IBM (53). Here junctions are formatted into a large loop
containing flux dams, one of which is shown to the left as a
constriction in the loop. The constriction creates a fuselike link
to help eliminate noise-generating current loops.

Beside the double-junction de SQUID, there is also the
single-junction RF S3QUID, depicted in Fig. 8. With this device,
flux quantization in the ring, along with the corresponding vari-
ation of the Josephson current with flux, produce a variation in
the inductance of the SQUID loop. This change in loop induc-
tance is coupled to and thus shifts the resonant frequency of an
external, RF-driven tank circuit. Because of its relative simplic-
ity and the requirement for only a single, shunted Josephson
junction, this scheme was initially and has continued to be the
device of choice for many commercial applications, notably for
nondestructive evaluation and SQUID voltmeters.

We note finally that, irrespective of the type of SQUID em-
played, applications such as biomedical diagnostics typically
require operation within the confines of a carefully shielded
magnetic enclosure. However, for such applications such as
nondestructive evaluation field work, SQUID gradiometers can
be employed that are more immune from background mag-
netic fields and can be optimized for unshielded performance.
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Figure 8. Shown the schematic of an RF SQUID. This type of SQUID
uses a single {(shunted) Josephson junction in a loop. Applied external
flux (P} acts to aiter the impedance of the loop, which is inductively
coupled to and shifts the frequency of an RF driven tank circuit.

This implies a compromise between field sensitivity and volt-
age modulation characteristics. For example, SQUIDs for non-
destructive evaluation (54} are cited as having a flux noise at
1 Hz of 134 p$Hz 12 and 60 pudbeHz 12 at 10 Hz, qualifying
them as prototype commercial systems (55).

In addition to the measurement of flux, SQUIDs can also
he configured to perform other functions. This includes the
measurement of ultrasmall voltages. SQUID voltmeters are
commercially available for measurements in the 1 pV range—
limited by noise to a range of ~10-1° V/Hz~ /% at 100 Q. Radio
frequency SQUIDs have also been employed as low-noise am-
plifiers to ~100 MHz.

MIXING AND DETECTION

The zero-voltage branch of a Josephson junction (Fig. 3) can
respond at frequencies up to f ~ (4A/h) ~ (e/W)I.R = 1 THz
for low-temperature superconductors and =10 THz for high-
temperature materials. As a result high-frequency Josephson
mixing has been extensively studied. Unfortunately, hetero-
dyne mixing using the zero-voltage branch of the Josephson
tunneling characteristic is seriously degraded by the appear-
ance of excess noise due to noise down conversion and the dy-
namtc impedance related to the ac Josephson effect (56).
However, the extreme nonlinearity of the quasi-particle por-
tion of the current—voltage characteristic, as the tunneling cur-
rent turns on for veltages just above the sum-gap voltage, has
been successfully exploited for mixing (56-58) in the same man-
ner as high-frequency diodes are used. For superconducting
mixing, the Josephson current (zero-voltage curve) becomes a
nuisance and can be suppressed by applying a small magnetic
field. Such devices are generally referred to as SIS mixers, with
maximum operating frequencies the same as noted previously.
SIS mixers are typically employed when uncompromising
low-noise performance is required (such as with radio astron-
omy) and where very low (~1 ¢ W) local-oscillator power is re-
quired. These mixers are typically used in the ~40 GHz to 1
THz region, with single sideband (S5B) noise temperatures at
100 GHz of ~4 K. Overall noise temperatures for ~40 GHz to 1
THz are typically within an order of magnitude of the quantum
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noise limit of Af /kg. This currently exceeds the performance of
high-electron-mobility transistor (HEMT) devices.

One critical element in mixing is junction quality. The mag-
nitude of the tunneling current for voltages below the turn-on
voltage for quasi-particle tunneling, that is, voltages below the
sum-gap voltage, is a crital factor in mixer noise performance.
Leakage conduction in this regime needs to be as small as pos-
sible and is limited in theory only by thermal excitations, but
in practice can be dominated by imperfections in the tunnel
harrier itself. For this reason, junctions based on oxidized tin
and other soft metals were initially employed because of their
extremely low so-called subgap conductance due to the high
quality of the Sn-oxide barrier. However metals such as Sn are
not physically robust with respect to thermal cycling {from their
~1 K operating temperature to room temperature),

Mixing requires a very high quality dielectric barrier inte-
grated into superconductive elements with the highest possible
energy gap (and hence critical temperature) to provide the high-
est operating frequency. Matching requirements also mean that
Junction resistance be in the 20 @ to 100 £ range and that 1 <
27 RCf < 10. Practical compromises have resulted in the use of
hybrid systems such as Nb-based electrodes, aluminum-oxide
barriers, and Pb-alloy counterelectrodes to form Nb-Al,05—Pb-
alioy junctions. This is a good union between the thermal sta-
bility of Nb and the high-quality dielectric properties of Al,Qs,
Nb-Al,03-Nb junctions have also been adopted for mixing ap-
plications. The upper operationat limit for Nb-based junctions
is ~1.3 THz. Junctions based on NbN (with a critical temper-
ature of ~14 K compared with the 9.25 K transition temper-
ature of niocbium) have also been made, which have an oper-
ational mixing limit of ~2.5 THz, Early NbN work explored
both NbN-MgO-NbN (59, 60), and NbN-AIN-NbN systems
(61-63). Recent NbN work has preduced devices with double
sideband receiver noise temperatures of 1450 K at 600 GHz
and 2800 K at 950 GHz (64).

Mixing experiments have also been conducted with high-
temperature superconductor materials. For example, bicrystal
silicon-based junctions have been produced for this purpose
(65). Bicrystal results on silicon and sapphire (66) appear to be
comparable to those achieved with SrTiQ; in terms of the over-
all nature of their current—voltage characteristics, but with-
out the disadvantage of the large dielectric effects of SrTiO.,.
Both Shapiro steps (67) and harmonic mixing of a 1.6 THz sig-
nal have been observed {68} in such systems. However, high-
temperature superconductor tunnel systems that have demon-
strably fulfilled the stringent requirements for quasi-particle
mixing applications have yet to be produced. These applica-
tions will require (non-RSJ-like) high-quality, thin-film, SIS
type junctions with low subgap conductance.

DIGITAL APPLICATIONS

Researchers with an interest in digital applications such as
ultrahigh-speed analog-to-digital conversion (ADC) have been
attracted by the fundamental properties of Josephson devices.
Josephson junction are fast, with ~1 ps switching times; have
low switching power, P ~ I’R ~ 0.1 u'W: and can be matched to
the impedance of modern microstrip technology (69}

The most extensive effort to use Josephson devices to create
a prototype superconducting computer was the much-discussed
program at IBM. Although the program was not successful in
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achieving its ultimate goal, a great deal was learned and much
progress was made (70). Lead-alloy technology that produced
junctions with reproducible characteristics and that could be
thermally cycled was used. The logic elements were based on
latching circuitry with underdamped junctions (w, < «.) such
that the binary state was defined by the voitage state of a
Josephson junction. For example, a junction can be switched
from a zero-voltage state to a nonzero voltage state along the
load-line of the device. As discussed by Likharev (69), this type
of approach has fast set times (~1 ps) but slow reset times (~10
ns). Other difficulties with this arrangement include problems
in achieving uniform device clocking acress an entire logic ar-
ray and high latching power (~1 xW) per gate. More recent
work with single-flux-quantum (SFQ) logic {referring to logic
based on the presence of single fluxieds in SQUID-based logic
elements) has switched to Nb-based junctions (71-74) in a va-
riety of formats,

A new logic type, which is fundamentally different from
latching-type logic, has also been introduced. Called RSFQ
{(resistive/rapid single flux quantum) logic (69, 75}, it is a hy-
brid logic family, wherein junctions are configured to have both
logic and (dynamic) memory functions and logic aperations are
performed on pulses originating from traditional SFQ devices.
This approach addresses to some extent a major problem that
was encountered in the IBM experimt: matching SFQ logic and
memory elements. The approach also recovers much of the fun-
damentally fast switching times and low switching power of
Josephson devices (the latter since junctions are open for only a
small part of a clock period). Switching powers of ~10~7 W/gate
{10718.J/bit} implies that packing densities of 107 gates/cm? are
possible at speeds to ~500 GHz with 1 ym linewidths and at
greater speeds for narrower lines (4).

In present practice, much of the effort is not in computing
per se but high-speed digital processing, especially ADC [and
agile programmable voltage standards (76, 77)] with RSFQ as
a favored digital logic format (78, 79). For example, 1024-bit
shift registers have been operated at up to 20 GHz (80).

The current application of Josephson technology is still
largely based on nigbium. Nicbium technology is mature and
now appears to be the standard for digital Josephson appli-
cations. Nichium based junctions are physically robust and
amenable to large-scale integration as a result of the impor-
tant innovation of replacing the native cxide that grows on
niobium, which generally forms a poor quality barrier with a
relatively large dielectric constant {140 fF/.m?) (81, 82). The
idea is that the niobium base electrode is capped in situ with
a thin aluminum film (~1 nm to 8 nm thick), which is oxi-
dized to completion to form a surface-layer junction and in the
process prevents the growth of NbOx (9, 83, 84). This scheme
successfully combines the relatively high eritical temperature,
T., of the {robust) Nb underlayer (9.25 K) with the unsurpassed
qualities of Al;O4, which is an excellent barrier material with
a relatively low dielectric constant (60 fF/ pm?) (84) compared
with Nb oxide. A large-scale process for creating many such
junctions with a simple anodization process was developed by
Kroger et al. (85, 86). Likharev has reviewed the complexities
of junction fabrication for digital and other applications (4},

A good example of contemporary large-scale Josephson tech-
nology is the work at HYPRES Inc., which preduces large-scale
integrated Nb-based Josephson tunnel junction circuitry us-
ing RSFQ logic. A recently manufactured large-scale integra-
tion ADC is shown in Fig. 9. Target applications for such sys-
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Figure 9. Modern analeg/digital converter from HYPRES, Inc. using
niobium technology. The chip is a 6-bit flash ADC with a 32-word shift
resister memory and operates at 16 GS/s.

tems would include high-resolution ADCs for radar and time-
to-digital converters (TDCs) to measure the timing of events in
high-energy and nuclear physics experiments. These systems
have demonstrated flash ADC with 8-bit resolution, in the 1
GHz to 10 GHz operating range (87).

Another potential application for the fast switching speed of
Josephson junctions is cross-bar and related switching matrices
faor switching between processors and memory (88, 89). This is
important to high-speed telecommunications and computation
applications.

We finally note that other approaches based on quantum-
limited-logic have been proposed and may be competitive in
some areas. One of these is single-electron logic (SEL}, which
is based on charging effects in ultrasmall capacitance tunnel
junctions (and not the Josephson effect). SEL is operationally
similar to RSFQ logic, but the former is based on the presence
or absence of single electrons rather than magnetic fluxoids
{loosely speaking, bits based on single electrons with charge ¢
as opposed to single fluxoids with flux &) (4, 69).

HIGH-TEMPERATURE SUPERCONDUCTOR SYSTEMS

The appearance of high-temperature superconductor mate-
rials has spurred a broad-based effort to produce Joseph-
son junctions for digital and other applications. Some of
these approaches were discussed previously in connection with
SQUIDs. Beside this work, other approaches have been taken
to produce a successful junction format. Certainly all the
high-speed applications that are envisioned for niobium-based
Josephson technology such as flash ADC, wideband ADCs,
transient-event digitizers, and crowbar switches could be envi-
sioned for high-temperature superconductor materials as well.
Barring thermodynamic considerations, operation at higher
temperatures would generally be an advantage. The biggest
hurdle now for high-temperature superconductor digital
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applications is the uniformity of the Josephson critical current
density (Josephson critical current per unit junction area) for
junctions across a single chip and chip-to-chip critical current
uniformity. A maximum variation of a few percentage points
in eritical current density is probably necessary for large-scale
applications (90), and this has yet to be achieved. At present,
achievable spreads in critical current density are more in the
vicinity of (or perhaps somewhat less than) 10 percent. This
single consideration is a dominant factor governing which ba-
sic device format will be successful for high-temperature su-
perconducting materials, a number of which have been and are
currently being explored in an attempt to find a suitable can-
didate to meet this criterion.

We again note that high-temperature superconductors can
be viewed as quasi-two-dimensional materials—a stack of
Josephson coupled two-dimensional superconducting layers.
This basic physical structure, combined with a propensity
for naturally occurring grain boundaries—which also act as
Josephson weak links—has led to the investigation of intrinsic
Josephson effects (91-99). Some of the devices based on natu-
rally occurring, intergranular weak links have exhibited good
critical-current and normal-state characteristics. However, the
use of naturally occurring weak links to create junctions per
se has typically lead to poor reproducibility. Focused ion beam
(FIB) techniques have also been used in an attempt to artifi-
cially induce defects at given locations by inducing substrate
damage (100).

A successful approach to creating SNS type junctions in
preselected locations is foensed electron heam (FEB) writing.
Here, an electron beam is directed at a location on a super-
conducting thin film, creating a narrow, damaged line of ma-
terial. The material then acts as a normal metal to create an
HTS/N/HTS (HTS, high-temperature superconductor) device
{101-106). The technique can produce RSJ-like microwave be-
havior {107, 108). An example is the work at Cambridge {104),
where a computer-controlled electron beam (350 KeV at 400
pA} is swept across narrow lines of YBaCuQ. This process has
produced junctions with an SNS character (17) with long-term
room-temperature stability. One drawback of the large-scale
use of FEB is its slow materials processing speed, since each
device must be individually electron-beam written.

High-Temperature Superconductor Ramp Junctions

The idea of creating a step in a substrate has also been extended
to make SNS and SIS type structures where the normal and in-
sulating materials are separately introduced films as opposed
to defect-modified high-temperature superconductor material.
Originally, SNS junctions used normal metals such as gold;
however, such devices appear to have been dominated by in-
terface resistance. More recently, both cobalt-doped YBaCuO
and gallium-doped PrBaCaO have been used as generic har-
rier materials in YBCO/barrier/YBCO systems, selected be-
cause they are physically compatible with YBaCuOQ and their
conductance properties can be tuned with doping level. Cobalt-
doped YBaCuQ has a relatively low resistance, as opposed to
gallium-doped PrBaCu0), and thus imposes a somewhat lim-
ited device operating temperature range because the material
becomes superconducting helow some temperature (109), al-
though relatively narrow critical current density spreads (~12
percent variation) have been observed with the material {110,
111}. Such junctions have also been employed in SQUIDs (112).
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Figure 10. Sketch of the ramp junction geometry used with high-
temperature superconductor materials, shown here with YBaCuQ
films.

Gallium-doped PrBaCuO tunnel barriers tend to produce
relatively high resistance barriers and must he operated be-
low 77 K. Nevertheless, the material can produce junctions
with values of I R in a technologically useful range (~1 mV)
and with independently adjustable critical current density and
resistance {113), which is im