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Preface

Nanomaterials Handbook is designed specifically to provide an overview of nanomaterials for

today’s scientists, graduate students, and engineering professionals. The study of nanomaterials,

which are materials with structural units (grains or particles) on a nanometer scale in at least one

direction, is the fastest growing area in material science and engineering. Material properties change

on the nanoscale; for example, the theoretical strength of materials can be reached or quantum

effects may appear. Thus, nanomaterials may have properties different from those of single crystals

or conventional microstructured, monolithic, or composite materials. 

Man has been taking advantage of nanomaterials for a long time. Roman glass artifacts (e.g.,

the famous Lycurgus cup located in the British Museum in London) contained metal nanoparticles,

which provided beautiful colors. In medieval times, metal nanoparticles were used to color glass for

cathedral windows. For example, the famous gold ruby glass contains nanometer-size gold particles

that impart the glass its red color. Currently, nanomaterials play a role in numerous industries, e.g.,

(1) carbon black particles (about 30nm in size) make rubber tires wear-resistant; (2) nano phos-

phors are used in LCDs and CRTs to display colors; (3) nanofibers are used for insulation and rein-

forcement of composites; (4) nano-size alumina and silica powders are used for fine polishing of

silicon wafers; (5) nanoparticles of iron oxide create the magnetic material used in disk drives and

audio/video tapes; (6) nano-zinc oxide or titania is used in sunscreens to block UV rays from the

sun; and (7) nanoscale-platinum particles are crucial to the operation of catalytic converters. Many

new nanomaterials, such as nanotubes, fullerenes, and quantum dots, have emerged recently and

many others are under development. 

The handbook uses terms familiar to a materials scientist or engineer and describes nanomate-

rials, but not nanotechnology in general. The nanomaterials area alone is so broad that it is virtually

impossible to cover all materials in a single volume. Carbon-based materials receive special atten-

tion in this book, because carbon is as important to nanotechnology as silicon is to electronics. The

materials will not only be divided into traditional classes such as ceramics, semiconductors, metals,

biomaterials, and polymers; but also will be treated based on their dimensionality, processing meth-

ods, and applications. A variety of applications, ranging from drug delivery systems and field-emis-

sion displays to machine tools and bioimplants will be described. Both commercially available and

emerging materials will be covered. The handbook consists of 27 chapters written by leading

researchers from academia, national laboratories, and industry, and covers the latest material devel-

opments in America, Asia, Europe, and Australia. 

Finally, I would like to acknowledge all people who have been helpful in making this book pos-

sible. My family has been very patient and understanding. My students and postdocs helped me

concentrate on the book project and Taylor & Francis staff helped me immensely.
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Poznań University of Technology
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1 Materials Science at the
Nanoscale

C.N.R. Rao
Jawaharlal Nehru Centre for Advanced Scientific Research,
Bangalore, India

A.K. Cheetham
University of California, Santa Barbara, California

CONTENTS

1.1 Introduction
1.2 The Nanoworld Is Uniquely Different
1.3 Synthesis and Characterization
1.4 Experimental Methods
1.5 Computer Simulation and Modeling
1.6 Applications
1.7 Outlook
References

1.1 INTRODUCTION

Nanoscience and nanotechnology primarily deal with the synthesis, characterization, exploration,
and exploitation of nanostructured materials. These materials are characterized by at least one
dimension in the nanometer (1 nm � 10−9 m) range. Nanostructures constitute a bridge between
molecules and infinite bulk systems. Individual nanostructures include clusters, quantum dots,
nanocrystals, nanowires, and nanotubes, while collections of nanostructures involve arrays, assem-
blies, and superlattices of the individual nanostructures [1,2]. Table 1.1 lists typical dimensions of
nanomaterials. The physical and chemical properties of nanomaterials can differ significantly from
those of the atomic-molecular or the bulk materials of the same composition. The uniqueness of
the structural characteristics, energetics, response, dynamics, and chemistry of nanostructures con-
stitutes the basis of nanoscience. Suitable control of the properties and response of nanostructures
can lead to new devices and technologies. The themes underlying nanoscience and nanotechnol-
ogy are twofold: one is the bottom-up approach, that is, the miniaturization of the components, as
articulated by Feynman, who stated in the 1959 lecture that “there is plenty of room at the bottom”
[3]; and the other is the approach of the self-assembly of molecular components, where each nano-
structured component becomes part of a suprastructure. The latter approach is akin to that of Jean-
Marie Lehn [4].
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Some of the important concerns of materials scientists in the nanoscience area are:

● Nanoparticles or nanocrystals of metals and semiconductors, nanotubes, nanowires, and
nanobiological systems.

● Assemblies of nanostructures (e.g., nanocrystals and nanowires) and the use of biologi-
cal systems, such as DNA as molecular nanowires and templates for metallic or semi-
conducting nanostructures.

● Theoretical and computational investigations that provide the conceptual framework for
structure, dynamics, response, and transport in nanostructures.

● Applications of nanomaterials in biology, medicine, electronics, chemical processes,
high-strength materials, etc.

Nanoscience and nanotechnology have grown explosively in the last decade, because of the
increasing availability of methods of synthesis of nanomaterials as well as tools of characterization
and manipulation (Table 1.2). Several innovative methods of synthesizing nanoparticles and nano-
tubes and their assemblies are now available. The size-dependent electrical, optical, and magnetic
properties of individual nanostructures of semiconductors, metals, and other materials are better
understood. Besides the established techniques of electron microscopy, crystallography, and spec-
troscopy, scanning probe microscopies have provided powerful tools for the study of nanostruc-
tures. Novel methods of fabricating patterned nanostructures as well as new device concepts are
being constantly discovered. Nanostructures also offer opportunities for meaningful computer sim-
ulation and modeling since their size is sufficiently small to permit considerable rigor in treatment.
In computations on nanomaterials, one deals with a spatial scaling from 1Å to 1µm and temporal
scaling from 1 fs to 1 s, the limit of accuracy going beyond 1 kcal/mol. There are many examples
to demonstrate current achievements in this area: familiar ones are STM images of quantum dots
(e.g., germanium pyramid on a silicon surface) and the quantum corral of 48 Fe atoms placed in a
circle of 7.3-nm radius. Ordered arrays or superlattices of nanocrystals of metals and semiconduc-
tors have been prepared by several workers. Nanostructured polymers formed by the ordered self-
assembly of triblock copolymers and nanostructured high-strength materials (e.g., Cu/Cr
nanolayers) are other examples. Prototype circuits involving nanoparticles and nanotubes for nano-
electronic devices have been fabricated.

Remember that some of the established technologies, such as catalysis and photography,
already employ nanoscale processes. The capability to synthesize, organize, and tailor-make

2 Nanomaterials Handbook 

TABLE 1.1

Nanostructures and Their Assemblies

Nanostructure Size Material

Clusters, nanocrystals Quantum dots Radius, 1–10nm Insulators, semiconductors, metals, magnetic 
materials

Other nanoparticles Radius, 1–100nm Ceramic oxides
Nanobiomaterials, Photosynthetic Radius, 5–10nm Membrane protein 

reaction center
Nanowires Diameter, 1–100nm Metals, semiconductors, oxides, sulfides, nitrides
Nanotubes Diameter, 1–100nm Carbon, layered Chalcogenides, BN, GaN
Nanobiorods Diameter, 5nm DNA
Two-dimensional arrays of nanoparticles Area, several nm2–µm2 Metals, semiconductors, magnetic materials
Surfaces and thin films Thickness, 1–100nm Insulators, semiconductors, metals, DNA
Three-dimensional superlattices of Several nm in three Metals, semiconductors, magnetic materials

nanoparticles dimensions
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materials at the nanoscale is, however, of recent origin. The present goals of the science and tech-
nology of nanomaterials are to master the synthesis of nanostructures (nano-building units) and
their assemblies of desired properties; to explore and establish nanodevice concepts; to generate
new classes of high-performance nanomaterials, including biology-inspired systems; and to
improve techniques for the investigation of nanostructures [5–7]. One potential applications of
nanotechnology is the production of novel materials and devices in nanoelectronics, computer
technology, medicine, and health care.

1.2 THE NANOWORLD IS UNIQUELY DIFFERENT

The physical and chemical properties of nanostructures are distinctly different from those of a sin-
gle atom (molecule) and bulk matter with the same chemical composition. These differences
between nanomaterials and the molecular and condensed-phase materials pertain to the spatial
structures and shapes, phase changes, energetics, electronic structure, chemical reactivity, and cat-
alytic properties of large, finite systems, and their assemblies. Some of the important issues in
nanoscience relate to size effects, shape phenomena, quantum confinement, and response to exter-
nal electric and optical excitations of individual and coupled finite systems. 

Size effects are an essential aspect of nanomaterials. The effects determined by size pertain to
the evolution of structural, thermodynamic, electronic, spectroscopic, and chemical features of
these finite systems with increasing size. Size effects are of two types: one is concerned with spe-
cific size effects (e.g., magic numbers of atoms in metal clusters, quantum mechanical effects at
small sizes) and the other with size-scaling applicable to relatively larger nanostructures. The for-
mer includes the appearance of new features in the electronic structure. In Figure 1.1, we show how
the electronic structures of metal and semiconductor nanocrystals differ from those of bulk materi-
als and isolated atoms. In Figure 1.2, we show the size dependence of the average energy level spac-
ing of sodium in terms of the Kubo gap (EF /N) in Kelvin. In this figure, we also show the effective
percentage of surface atoms as a function of particle diameter. Note that at small sizes, we have a
high percentage of surface atoms.

The structure of nanoparticles of CdS, CdSe, and such materials is affected by size. Melting
point, electronic absorption spectra, and other properties show marked size effects. In Figure 1.3
and Figure 1.4, we show some of the size effects graphically. It should be noted that metals show
nonmetallic band gaps when the diameter of the nanocrystals is in the 1 to 2nm range. Hg clusters
show a nonmetallic band gap that decreases with increase in cluster size. Approximately 300 atoms
appear to be necessary to close the gap. Metal nanoparticles of 1 to 2nm diameter exhibit unex-
pected catalytic activity, as exemplified by nanocatalysis by gold particles.

Materials Science at the Nanoscale 3

TABLE 1.2

Synthesis and Methods of Characterization of Nanomaterials

Scale (approx.) Synthetic Methods Structural Tools Theory and Simulation

0.1–10nm Covalent synthesis Vibrational, spectroscopy, Electronic structure, molecular 
NMR, diffraction methods, dynamics, transport
scanning probe microscopies 
(SPM)

�1–100nm Self-assembly techniques SEM, TEM, SPM Molecular dynamics and mechanics
100nm–1µm Processing SEM, TEM Coarse-grained models for electronic

interactions, vibronic effects,
transport.
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FIGURE 1.1 Density of states for metal and semiconductor nanocrystals compared to those of the bulk and
of isolated atoms. (Reproduced from Rao, C.N.R. et al., Chem-Eur. J., 8, 29, 2002.)
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FIGURE 1.2 A plot of the average electronic level spacing (Kubo gap, δ ) of sodium as a function of
nanoparticle diameter. Also shown as the percentage of atoms at the surface. (Reproduced from Edwards, P.P.,
et al., in Metal Clusters in Chemistry, Braunstein, P., et al., Ed., John Wiley & Sons, New York, p. 1454, 1999.)
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Shapes of nanoparticles also play a role in determining properties, such as reactivity and elec-
tronic spectra. For example, the position of the plasmon band of metal nanorods is sensitive to the
aspect ratio.

1.3 SYNTHESIS AND CHARACTERIZATION

The growth of nanoscience and nanotechnology in the last decade has been possible because of the
success in the synthesis of nanomaterials in conjunction with the advent of tools for characteriza-
tion and manipulation. The synthesis of nanomaterials spans inorganic, organic, and biological sys-
tems on manipulation (Table 1.2). The subsequent assembling of the individual nanostructures into

Materials Science at the Nanoscale 5
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FIGURE 1.3 Size dependence of the (a) melting temperature of CdS nanocrystals and (b) the pressure
induced transformation of the wurtzite-rock salt transformation in CdSe nanocrystals. (Reproduced from
Alivisatos, A.P., J. Phys. Chem., 100, 13226, 1996.)
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ordered arrays is often imperative. Notable examples of the synthesis of novel nanobuilding units
are:

● Nanocrystals of metals, semiconductors and magnetic materials, employing colloid
chemistry methods

● The use of physical and chemical methods for the synthesis of nanoparticles of ceramic
materials

● Surface deposition of clusters and nanocrystals on graphite and other metallic or semi-
conducting surfaces to obtain novel three- or two-dimensional nanosystems

● Single- and multi-walled carbon nanotubes as well as nanotubes of inorganic materials,
such as metal oxides, chalcogenides, and nitrides

● Nanowires of metals, semiconductors, oxides, nitrides, sulfides, and other materials
● New polymeric structures involving dendrimers and block copolymers
● Nanobiological structures (e.g., bacterial and plant photosynthetic reaction centers and

segments of DNA). Mutagenesis of the protein structure as well as chemical modifica-
tions of the DNA double strand, enable the control of the response of these systems

The synthesis of nanomaterials includes control of size, shape, and structure. Assembling the
nanostructures into ordered arrays often becomes necessary for rendering them functional and oper-
ational. In the last decade, nanoparticle (powders) of ceramic materials have been produced in large
scales by employing both physical and chemical methods. There has been considerable progress in
the preparation of nanocrystals of metals, semiconductors, and magnetic materials by employing
colloid chemical methods [2]. Nanocrystals of materials with narrow size distributions have been

6 Nanomaterials Handbook 

I
6000

4000

2000

0

� (M−1cm−1)

h

h

g

g

f

f

e
e

dd

cc

b
b

aa

250 350 450 550

Wavelength (nm)

IIIII
8

7

6

5

4

3

2

1

0

−1

A
bs

or
ba

nc
e 

(a
rb

itr
ar

y 
un

its
)

1000 1500 2000 2500

Wavelength (nm) Photon energy (eV)

5.5 5 4.5 4 2.53.5 3

A
bs

or
pt

io
n 

co
ef

fic
ie

nt
 �

 (
M

−
1 c

m
−
1 )

FIGURE 1.4 Electronic absorption spectra of (I) PbSe, (II) CdS nanocrystals. I, a.3, b.3.5, c.4.5, d.5, e.5.5,
f.7, g.8, h.9nm II, a.64, b.0.72, c.0.8, d.0.93, e.1.94, f.2.8, g.4.8nm. (Reproduced from Vossmeyer, T., et al., J.

Phys. Chem., 98, 7665, 1994 and Murray, R.W., et al., IBM J. Res. Dev., 45, 47, 2001.)
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prepared by controlling the shape in some instances. To illustrate this aspect, we show transmission
electron microscope (TEM) images of CdSe nanorods in Figure 1.5.

Since the discovery of carbon nanotubes [11], there has been considerable progress in the syn-
thesis of multi- and single-walled nanotubes (MWNTs and SWNTs) and bundles of aligned nan-
otubes [12,13]. In Figure 1.6, we show electron microscope images of MWNTs and SWNTs.
Typical methods employed to synthesize SWNTs are an arc discharge with carbon electrodes con-
taining suitable catalysts, laser ablation, pyrolysis of precursors, and decomposition of CO. Carbon
nanotubes have been doped with nitrogen and boron. Especially noteworthy is the synthesis of
Y-junction carbon nanotubes, which could become vital components in nanoelectronics. Nanotubes
of inorganic materials, in particular those of layered metal chalcogenides (e.g., MoS2, WS2, MoSe2,
NbS2), have been synthesized by various methods [14,15].

The construction of ordered arrays of nanostructures by employing techniques of organic self-
assembly provides alternative strategies for nanodevices. Two- and three-dimensional arrays of
nanocrystals of semiconductors, metals, and magnetic materials have been assembled by using suit-
able organic reagents. Strain-directed assembly of nanoparticle arrays (e.g., of semiconductors) pro-
vides the means to introduce functionality into the substrate that is coupled to that on the surface.
We show TEM images of self-assembled Pd nanocrystals capped with alkanethiols in Figure 1.7.
Assembly of nanocrystals is carried out by various means. Besides the use of alkane thiols and such
reagents, DNA-directed assembly has been accomplished.

The area of nanoporous solids has witnessed many major advances. A constant quest for crys-
talline solids with giant pores has resulted in the recent synthesis of several novel materials [2]. The
pore size in zeolites and other nanoporous materials can be controlled and the shape-selective 
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FIGURE 1.5 TEM images of CdSe quantum rods (a, b) low-resolution images of quantum rods of different
aspect ratios; (c) three-dimensional orientation. High resolution images are also shown. (Reproduced from
Peng, X. et al., Nature, 404, 59, 2000.)
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catalysis afforded by nanoporous solids continues to motivate much of the work in catalysis. Since
Mobil chemists discovered mesoporous MCM 41, a variety of mesoporous inorganic solids with
pore diameters in the 2 to 20nm range have been prepared and characterized. Mesoporous fibers
and spheres of silica and other materials have also been prepared. A variety of inorganic, organic,

8 Nanomaterials Handbook 

FIGURE 1.6 Transmission electron microscopic images of (a) multi- and (b) single-walled carbon nanotubes.

FIGURE 1.7 Two-dimensional arrays of Pd nanocrystals.
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and organic–inorganic hybrid open-framework materials with different pore architectures have been
synthesized in the last few years. 

Typical examples of self-assembly are:

● Two- and three-dimensional structures of nanocrystals of semiconductors, metals, and
magnetic materials self-assembled using suitable organic solvents.

● Polymer-coated nanocrystals assembled to form giant nanoparticles.
● Self-assembled carbon nanotubes forming single crystals.
● Self-assembly of colloid nanostructures.
● Self-assembly induced by Lithography.
● Utilization of the unique features of recognition, assembly, and specific binding of

nucleobases in DNA duplexes for the construction of blocks or templates for the assem-
bly of other nanoelements.

● Decoration of viral particles with metal nanoparticles, with the aim of allowing the
viruses to assemble themselves into arrays to create networks of the nanoparticles.

1.4 EXPERIMENTAL METHODS

While the standard methods of measurement and characterization are constantly employed for the
investigation of nanostructures, the use of scanning probe microscopies (spatial resolution, ~1nm),
combined with high-resolution electron microscopy, has enabled direct images of the structures and
the study of properties. For example, scanning tunneling spectroscopy and conduction atomic force
microscopy provide information on the electronic structure and related properties. Scanning probe
microscopies are employed at low temperatures, under vacuum or in magnetic fields. Magnetic
force microscopy directly images magnetic domains, and magnetic resonance microscopes can
detect nuclear or electron spin resonance with submicron spatial resolution. Computer-controlled
scanning probe microscopy is useful in nanostructure manipulation in real time, and nanomanipu-
lators are being used with scanning and TEMs. Newer versions of nanomanipulators will have to be
developed by using technologies such as nanoelectromechanical systems (NEMS).

Near-field scanning optical microscopy allows optical access to sub-wavelength scales (50 to
100nm) by breaking the diffraction limit. Optical tweezers provide an elegant means to investigate
the mechanical properties and dynamics of particles and molecules. Thus, force measurement of
complementary DNA binding provides a sensitive sensor.

Nanomechanics performed using the atomic force microscope enables the study of single mol-
ecules, and is valuable in understanding folding and related problems in biological molecules.
Cantilever probes have been developed to enable high-speed nanometer scale imaging.

Microfabricated chips for DNA analysis and polymerase chain reactions have been developed.
It would be of great benefit if improved tools for three-dimensional imaging and microscopy, as
well as for chemical analysis of materials in nanometric dimensions, become available.

1.5 COMPUTER SIMULATION AND MODELING

Several computational techniques have been employed to simulate and model nanomaterials. Since
the relaxation times can vary anywhere from picoseconds to hours, it becomes necessary to employ
Langevin dynamics besides molecular dynamics in the calculations. Simulation of nanodevices
through the optimization of various components and functions provides challenging and useful task.
There are many examples where simulation and modeling have yielded impressive results, such as
nanoscale lubrication. Simulation of the molecular dynamics of DNA has been successful to some
extent. Quantum dots and nanotubes have been modeled satisfactorily. First principles calculations
of nanomaterials can be problematic if the clusters are too large to be treated by Hartree–Fock meth-
ods and too small for density functional theory.
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1.6 APPLICATIONS

By employing sol–gels and aerogels, inorganic oxide materials of high surface areas with improved
absorptive, catalytic, and other properties are being produced. Consolidated nanocomposites and
nanostructures enable production of ultrahigh strength, tough structural materials, strong ductile
cements, and novel magnets. Significant developments are occurring in the sintering of nanophase
ceramic materials and in textiles and plastics containing dispersed nanoparticles. Nanostructured
electrode materials could improve the capacity and performance of the Li-ion batteries. Shipway
et al. [16] have reviewed nanoparticle-based applications. Known and new types of nano-, meso-
and macroporous materials can be put to use for inorganic synthesis and in industrial catalysis. The
chemical industry may indeed get involved to a greater extent in the design of catalysts containing
different types of nanometric particles, since nanoscale catalysis could provide great selectivity.

Techniques of nanoimprint lithography and soft lithography are sufficiently developed and a
combination of self-assembly with tools of patterning can enable new nanolithographic patterns.
Thin-film electrets patterned with trapped charge provides another method of patterning that may
be useful in high-density charge-based data storage and high-resolution printing. Dip-pen lithogra-
phy [17] employing nanomaterials has made progress (Figure 1.8).

Potential applications of carbon nanotubes are many [12,18]. Carbon nanotubes are being used
as tips in scanning microscopes and also as efficient field emitters for possible use in display
devices. Since SWNTs can be metallic or semiconducting, we would expect many applications
exploiting the electronic structure of these materials [2]. Thus, the supercapacitance of the nano-
tubes can be used for applications in various ways, such as electrochemical actuators. Field-effect
transistors have been fabricated using nanotubes. We show typical I–V curves in an FET configura-
tion in Figure 1.9. Three- and four-terminal devices seem possible. The Y-junction nanotubes can
become useful chips for fabrication of novel circuits. 

10 Nanomaterials Handbook 

9 µm

2.5 µm

5.0 µm

3.0 µm 

3.0 µm

FIGURE 1.8 Dip-pen lithography using Fe2O3 nanoparticles. (Reproduced from Gundiah, G. et al., Appl.

Phys. Lett., 84, 5341, 2004.)
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Chemical and biochemical sensors have been fabricated with nanotubes. Although carbon
nanotubes were expected to be good for hydrogen storage, recent measurements have negated
this possibility. Surface properties of carbon nanotubes are being explored for catalytic applica-
tions, specially after deposition of metal nanoparticles on the surface. While we limit ourselves
to carbon nanotubes here, remember that potential uses of inorganic nanotubes have not been
explored. Similarly, the use of inorganic nanowires for various applications has yet to be inves-
tigated fully.

Colloidal gold particles attached to DNA strands can be employed to assay specific comple-
mentary DNAs. There are many examples where semiconductor or metal nanocrystals or quantum
dots have been tagged for use as biological sensors. The technology of DNA microchip arrays,
involving lithographic patterning, is bound to see further improvement. Drug and gene delivery
will become increasingly more effective with the use of nanoparticles and nanocapsules.
Molecular motors, such as the protein F1-AT phase, are already known, but it may become practi-
cal to power an inorganic nanodevice with such a biological motor. Other areas of biology in
which nanomaterials can have an impact are the monitoring of the environment and living systems
by the use of nanosensors and the improvement of prosthetics used to repair or replace parts of the
human body.

The most significant applications of nanomaterials may be in nanodevices and nanoelectron-
ics [1,12,18]. There are already some important advances in these areas to justify such an expec-
tation. Typical of the advances made hitherto are the demonstration of single-electron memory.
Coulomb blockade and quantum effects, scanning probe tips in arrays, logic elements, and sen-
sors. Applications of semiconductors nanostructures, in particular those of the III–V nitrides (e.g.,
InGaN) as LEDs and laser diodes, have been impressive, and quantum dots and wires of these
materials will have many uses. Resonant tunneling devices in nanoelectronics deserve special
mention since they have already demonstrated success in multivalued logic and memory circuits.
Functional devices based on quantum confinement would be of use in photonic switching and opti-
cal communications.
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1.7 OUTLOOK

The preceding sections provide a glimpse of the present status of nanostructured materials. There
is great vitality in this area and immense opportunities. Nanoscience is a truly interdisciplinary area
covering physics, chemistry, biology, materials, and engineering. Interaction among scientists with
different backgrounds will undoubtedly create new materials and a new science with novel techno-
logical possibilities.

Nanoscience and nanotechnology are likely to benefit various industrial sectors, including
chemical and electronic industries, as well as manufacturing. Health care, medical practice, and
environmental protection will benefit from nanoscience. One of the difficult problems facing the
design of nanostructures-based systems is understanding how to interconnect and address them. The
success of nanoscience will depend on the development of new device and manufacturing tech-
nologies. There is every reason to believe that there will be much progress in the coming decade.

REFERENCES

1. Rao, C.N.R., Muller, A., and Cheetham, A.K., Eds., Chemistry of Nanomaterials, Wiley-VCH,
Weinheim, 2004.

2. Rao, C.N.R. and Cheetham, A.K., Science and Technology of Nanomaterials, J. Mater. Chem., 11,
2887, 2001.

3. Feynmann, R.P., Miniaturization, Reinhold, New York, 1961.
4. Lehn, J.M., Supramolecular Chemistry, VCH, Weinheim, 1995.
5. Seigel, R.W., Hu, H., and Roco, M.C., Eds., Nanostructure Science and Technology, Kluwer Academic

Publishers, Boston, 1999.
6. Roco, M.C., William, R.S., and Alivisatos, A.P., Nanotechnology Research Directions, Kluwer

Academic Publishers, Boston, 2000.
7. National Nanotechnology Initiative, National Science and Technology Council, Washington DC,

2002.
8. Jortner, J. and Rao, C.N.R., Pure Appl. Chem., 74, 1491, 2002.
9. Alivisatos, P., Science, 271, 933, 1996.

10. (a) Goldstein, A.N., Echer, C.M., and Alivisatos, A.P., Science, 256, 1425, 1992; (b) Tolbert, S.H., and
Alivisatos, A.P., Science, 265, 373, 1994; (c) Alivisatos, A.P., J. Phys. Chem., 100, 13226, 1996.

11. Iijima, S., Nature, 363, 603, 1993.
12. Rao, C.N.R., and Govindaraj, A., Nanotubes and Nanowires, Royal Soc. Chem. (London), 2005.
13. Accounts Chem. Res., (Special issue), 35, 997–1113, 2002.
14. Tenne, R., and Rao, C.N.R., Inorganic Nanotubes, Phil. Trans. Royal Soc. (London), 362, 2099, 2004.
15. Rao, C.N.R., Deepak, F.L., Gundiah, G. and Govindaraj, A., Inorganic nanowires, Prog. Solid State

Chem., 31, 5, 2003.
16. Shipway, A.N., Katz, E., and Willner, I., Chem. Phys. Chem., 1, 18, 2001.
17. Piner, R.D., Zhu, J., Xu, F., Hong, S., and Mirkin, C.A., Science, 283, 601, 1999.
18. Baughman, R.H., Zakhidov, A.A., and de Heer, W.A., Science, 297, 787, 2002.

12 Nanomaterials Handbook 

Copyright 2006 by Taylor & Francis Group, LLC



2 Perspectives on the Science and
Technology of Nanoparticle
Synthesis

Ganesh Skandan and Amit Singhal
NEI Corporation, Piscataway, New Jersey

CONTENTS

2.1 Introduction 

2.2 Classification of Nanoparticle Synthesis Techniques 

2.2.1 Solid-State Synthesis of Nanoparticles 

2.2.2 Vapor-Phase Synthesis of Nanoparticles 

2.2.2.1 Inert Gas Condensation of Nanoparticles

2.2.2.2 Plasma-Based Synthesis of Nanoparticles

2.2.2.3 Flame-Based Synthesis of Nanoparticles

2.2.2.4 Spray Pyrolysis of Nanoparticles 

2.3 Solution Processing of Nanoparticles 

2.3.1 Sol-Gel Processing 

2.3.2 Solution Precipitation 

2.3.3 Water–Oil Microemulsion (Reverse Micelle) Method 

2.4 Commercial Production and Use of Nanoparticles 

2.5 Future Perspectives 

Acknowledgment 

References 

2.1 INTRODUCTION

Nanostructured materials, particularly those derived from nanoparticles, have evolved as a separate

class of materials over the past decade. The most remarkable feature has been the way in which

completely disparate disciplines have come together with nanomaterials as the theme. The breadth

of the field is enormous, ranging from the use of nanoparticles of zinc oxide in hygiene products,

such as diapers [1], to altering the characteristics of solid rocket propellants by the addition of

nanoparticle fillers [2]. The enthusiasm is justified for the most part, as the fundamental materials’

properties appear to be different at the nanoscale. For example, according to Qi and Wang [3], when

the ratio of the size of the atom to that of the particle becomes less than 0.01 to 0.1, the cohesive

energy begins to decrease, which in turn reduces the melting point. In a related report, Nanda and

co-workers [4] have shown that the surface energy of free nanoparticles is higher than that of
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embedded nanoparticles, and is substantially higher compared to that of the bulk. There is also

ample evidence that nanoparticles display characteristics that are distinctly different from their

microcrystalline counterparts. For example, Reddy and co-workers [5] have shown that nanoparti-

cles of anatase TiO2, synthesized by a precipitation technique, show direct bandgap semiconductor

behavior, whereas microcrystalline TiO2 is an indirect bandgap material. 

The field has matured so rapidly and so fast that it is probably hard to find a segment of any tech-

nical subject where the implications of nanomaterials have not been explored at least to a preliminary

extent. Studies are being conducted on the potential use of nanomaterials in diverse applications,

including hydrogen storage [6,7], ion-sensing and gas sensing [8], surface-modified nanoparticles for

enhanced oil recovery [9], adsorption of chemical and biological agents on to nanoparticles (website

of Nanoscale Materials Inc.), active electrode materials for lithium-ion batteries [10], light-emitting

devices [11] and dental compositions [12], to name a few.

The purpose of this chapter is to examine the progress to date in the science and technology of

the production of ultrafine particles, which form the building blocks for nanostructured materials.

While high surface area inorganic materials of a few compositions, such as supported metal catalysts,

carbon black, and nanoparticulate silica, have been in use for several decades; it was not until the

1970s and 1980s that new techniques were developed in a deliberate attempt to synthesize tailored

nanoparticles [13–16] of different compositions. However, these efforts were few and far apart.

Further, the implications of materials at such a fine scale were at best poorly appreciated. Some 10

to 15 years later, in the late 1980s and early 1990s, several new nanoparticle synthesis techniques

began to be developed, most of them at university and national research laboratories. These processes

targeted for the most part, nanoparticles of single phase (e.g., TiO2, SiC) and multicomponent

(BaTiO3,Y2O3–ZrO2) materials. With the availability of nanoparticles, albeit in relatively small quan-

tities, applications began to be developed, which in turn provided the impetus to scale the production

processes to commercially accepted levels, and at the same time, develop lower cost approaches to

nanoparticles synthesis. Sometime thereafter, the emphasis shifted to synthesis of “designer”

nanoparticles, often with a complex structure as well. These were aimed at specific applications,

where either the nanoparticles when added to a matrix would provide a desired functionality, or the

nanoparticles themselves were processed into a film or a coating. In contrast, despite a massive

global effort, processing nanoparticles into large bulk nanostructured objects has remained a labora-

tory curiosity. This chapter is an attempt to outline the progression of the field of nanoparticulate

materials from both a fundamental research as well as a commercial standpoint. The discussion here

is restricted to metal and ceramic nanoparticles and their corresponding inorganic–organic hybrids.

2.2 CLASSIFICATION OF NANOPARTICLE SYNTHESIS TECHNIQUES

All particle synthesis techniques fall into one of the three categories: vapor-phase, solution precip-

itation, and solid-state processes. There are a handful of processes that combine aspects of one or

more of these broad categories of processes. Although vapor-phase processes have been in vogue

during the early days of nanoparticles development, the last of the three processes mentioned above

is the most widely used in the industry for production of micron-sized particles, predominantly due

to cost considerations. One of the most established powder producers, Ferro Corporation, uses the

solid-state synthesis method almost exclusively; hundreds of tons of lithium cobalt oxide, which is

the commonly used cathode material in lithium-ion batteries, is produced using solid-state synthe-

sis. A description of nanoparticles synthesis techniques that fall into one of the above categories

follows.

2.2.1 SOLID-STATE SYNTHESIS OF NANOPARTICLES

Solid-state synthesis generally involves a heat treatment step (in order to achieve the desired crys-

tal structure), which is followed by media milling. While it is generally believed that it is difficult
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for the lower limit of the average particle size to be much below 100 nm, recent innovations by

established companies in the industry may prove otherwise. In particular, the Netzsch LMZ-25

ZETA II System and the Dyno-Mill ECM may push the envelope on what mechanical attrition can

do to reduce the particle size. It is claimed that nanoparticles as small as 30 nm can be produced

using milling media of a very small size, i.e., 200 µm [17]. 

Judging by the contents of publications, the scientific community has not shown much enthusi-

asm for mechanical attrition processes for nanoparticles synthesis, perhaps due to issues pertaining to

impurity pick up, lack of control on the particle size distribution, and inability to tailor precisely the

shape and size of particles in the 10 to 30 nm range, as well as the surface characteristics. Nonetheless,

in several instances a modified version of mechanical attrition has been used to synthesize oxide

nanoparticles. In the mid-1990s, Advanced Powder Technology in Australia [18] pioneered a solid-

state process with a postmilling operation. Dry milling was used to induce chemical reactions through

ball-powder collisions that resulted in forming nanoparticles within a salt matrix. Particle agglomera-

tion was minimized by the salt matrix, which then was removed by a simple washing procedure. One

of the major products was cerium oxide, which generally has been an expensive material and scarcely

available in a nanopowder form. There continues to be reports on the so called mechanochemical pro-

cessing of nanoparticles, albeit in various different forms; for example, in a recent publication Todaka

et al. [19] synthesized ferrite compounds with a spinel structure (e.g., Fe3O4, CoFeO4) by ball-milling

aqueous solutions of metal chlorides and NaOH. 

It should be noted, however, that mechanical milling is a versatile technique to produce metallic

nanocrystalline micropowders, as opposed to high surface area nanoparticles. One of the earliest

efforts on nanocrystalline metals was by researchers at Exxon Mobil [20], where aluminum and its

alloys were ball-milled in liquid-nitrogen atmosphere. In addition to refining the grain size, the

milling process introduced ultrafine dispersion, which improved the high temperature creep resist-

ance. The work was subsequently expanded to other materials’ systems by Lavernia and co-workers

[21]. In conventional high-energy ball milling, the creation and self-organization of dislocations to

high-angle grain boundaries within the powder particles during the milling process leads to a reduc-

tion in the grain size by a factor of about 104. In keeping with the focus of the chapter on nanopar-

ticulate materials, the reader is referred to the article written by Koch [22], where detailed

descriptions of milling processes have been provided. Accordingly, no further discussion on solid-

state processes used to synthesize nanoparticles will be made in this chapter.

2.2.2 VAPOR-PHASE SYNTHESIS OF NANOPARTICLES

Gas condensation, as a technique for producing nanoparticles, refers to the formation of nanoparti-

cles in the gas phase, i.e., condensing atoms and molecules in the vapor phase. Oddly enough, it had

been practiced in the industry long before it became the subject of research in institutions world-

wide. For example, Cabot Corporation in the United States and Degussa in Germany, have been

using atmospheric flame reactors for decades to produce megatons of such diverse nanoparticles as

carbon black (used in tires and inks), silicon dioxide (used in myriad applications including addi-

tives in coffee creamers and polymers), and titanium dioxide (used in scores of applications including

UV-protecting gels). The generic process involves hydrolysis of gaseous metallic chlorides under

the influence of water, which develops during the oxyhydrogen reaction, which in turn, leads to a

high-temperature reaction zone [23]. The reaction products include the oxide powder and

hydrochloric acid, which are recycled. The powders have relatively high surface area (e.g., 50 m2/g

for TiO2; primary particle size: 21 nm) and disperse to the extent necessitated by the application.

Figure 2.1 shows a TEM micrograph of TiO2 nanoparticles. 

2.2.2.1 Inert Gas Condensation of Nanoparticles

The general perception was that considerable control could be exercised on the particle size, shape,

and extent of aggregation if gas condensation processes could be carried out either in a low-pressure
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environment, or the nanoparticles were quenched rapidly as soon as they were formed. Accordingly,

Granquist and Buhrmann initially synthesized metal nanoparticles by the inert gas condensation

(IGC) process. The nanoparticles, some of them with a mean size of 10 nm and smaller were formed

when metal atoms effusing from a thermal source rapidly lost their energy by collisions with gas

atoms. Figure 2.2 is a schematic of the setup used by the authors to produce metal nanoparticles. A

number of metal nanopowders, including Al, Co, Cr, Cu, Fe, Ga, Mg, and Ni, were synthesized by

this technique. A large glass cylinder (diameter, 0.34 m; height, 0.45 m) fitted to water-cooled stain-

less-steel endplates was evacuated to a pressure of approximately 2 � 10�6 torr by an oil diffusion

pump. An alumina crucible, placed on a stand-off, was slowly heated via radiation from a graphite

heater element. After appropriate outgassing, the pump line was closed and a reduced atmosphere of

an inert gas, usually 0.5 to 4 torr of high-purity argon, was introduced into the cylinder. The crucible

was now heated rapidly under quasi-equilibrium conditions (constant temperature and inert-gas pres-

sure). The nanoparticles, which nucleate and grow in the gas phase, were collected on a water-cooled

copper surface. The production rate was about 1 g per run. 

The short collision mean free path, e.g., 10�7 m for aluminum at 1 torr of argon, resulted in effi-

cient cooling, producing a high supersaturation of metal vapor, leading to homogeneous nucleation. It

was shown that the dominant mechanism of particle growth was by coalescence of clusters into

nanoparticles, which resulted in the formation of nanoparticles with a log normal size distribution.

Glieter [24] introduced a modification to the process by carrying it out in an ultrahigh vacuum cham-

ber (backfilled with 1 to 10 torr of inert gas) and condensing the nanoparticles on the so-called ‘cold-

finger,’ which was a liquid-nitrogen-filled rotating cylinder. Figure 2.3 shows a schematic of the

process; nanoparticles develop in a thermalizing zone just above the evaporative source due to inter-

actions between the hot vapor species and the much colder inert gas atoms in the chamber. The process

was versatile as both metals and oxides could be synthesized, the latter being enabled by the intro-

duction of oxygen [25]. It is worth noting that much of the initial efforts of these and other researchers

[26] were aimed at being able to consolidate the nanoparticles into a bulk material, and investigate the

novel characteristics of grain boundaries in nanocrystalline materials [27]. As such, the “cold-finger”

was convenient to deposit the nanoparticles, scrape off and pack into a die, all under quasi ultrahigh-

vacuum conditions. This process was subsequently used by Weertman and co-worker [28].

The early gas condensation processes were soon replicated and improved upon by scores of

researchers; a few are described below. By and large, the primary objective of the subsequent stud-

ies was to increase the rate of evaporation of the metal species thereby increasing the production

rate. As such, several variants of the original IGC process began to emerge. For example, the

Fraunhofer Institute of Materials developed a closed-loop IGC system (private communication),
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and is shown in Figure 2.4. The system was primarily used for production of silver and copper

nanoparticles, but could also be used to produce nanopowders of other elements. The metal was fed

in the form of a wire into a Joule-heated tungsten boat at a background pressure of 2 to 4 kPa. Filter

deposition was used to collect the nanoparticles. High evaporation rates were sustained by a cross-

flow of carrier gas. In general, gas condensation synthesis is an expensive proposition due to the

high-energy cost for evaporating elements and compounds. The only exceptions are those materi-

als that sublime. Capitalizing on the ability of certain materials to sublime, Khan and co-workers

[29] have used a sublimation furnace in a controlled environment to vaporize and condense MoO3

nanoparticles with a high surface area, ~50 m2/g. Amongst other uses, nanoparticles of MoO3 show

promise for increasing the efficacy of a thermite reaction used in explosives.
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2.2.2.2 Plasma-Based Synthesis of Nanoparticles

A thermal plasma (i.e., ionized gases), as a heat source for melting materials had been gaining

prominence for quite some time in the materials community. In fact, plasma spraying of materials

on to substrates to form protective coatings has been a well-established industrial practice for

decades. So it was natural for researchers to begin using a thermal plasma as a heat source for evap-

orating materials, both metals and ceramics. Incidentally, much work along these lines appears to

have been done in Japan, before it became established in the United States and other parts of the

world. Among the early adopters of the plasma approach was Wada [30] and the process was sub-

sequently scaled by Kashu et al. [31]. A piece of metal was mounted on a water-cooled copper

hearth and heated by a plasma jet flame. The gas atmosphere was helium (a few hundred torr),

mixed with about 15% hydrogen. The evolving smoke flowed into a cold cone onto which the ultra-

fine particles deposited. They were collected in an ampoule, which could be sealed off without

exposing the collected sample to air. Using a 10 kW plasma gun, ultrafine particles of Al, Co, Cu,

Fe, Ti, and Ta were produced with the scaled equipment. The mean diameter was ~20 nm and the

production rate was as high as 50 g/h for some metals. However, problems, such as not being able

to focus the plasma at a pressure lower than 200 torr and deterioration of the plasma in long runs,

led to curtailment of further development of the process.

Uda [32,33] at Nisshin Steel Co. developed a direct current arc plasma method to produce metal

nanoparticles. Essentially, a metal block was placed on a water-cooled copper anode plate or a graphite

anode crucible. The equipment was evacuated to about 100 Pa and then backfilled with a hydro-

gen–argon mixture gas at 0.1 MPa pressure, at which point the sample was melted by the arc. Metal

vapors were formed and condensed in the gas phase, and subsequently removed by circular gas flow.

Hydrogen gas, free of any entrained powder, was reintroduced into the generation chamber by a gas

circulation pump. It was found that the presence of hydrogen increased the rate of formation of

nanoparticles by a factor of 10 to 10,000 compared to conventional evaporation. The enhanced evap-

oration mechanism was explained as follows: in arc melting under a hydrogen atmosphere, the molten

metal comes into contact with both atomic as well as molecular hydrogen. The former is substantially

more soluble in the metal and reaches a supersaturated state rapidly. A supersaturated hydrogen
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beyond the arc evolves into non-arc gas phase. The extensive dissolution and subsequent evolution of

hydrogen gas from the molten metal leads to enhanced evaporation of metal.

A number of variations of the plasma approach began to emerge in development work across

the globe, each improving upon the previous work. Rao et al. [34] argued that the high temperatures

in a plasma lead to cold boundary layers and nonuniformities in processing conditions, especially

during condensation. They developed a modified process wherein nonuniformities were minimized

by expanding the plasma containing the vapor-phase precursors through a subsonic nozzle with a

hot ceramic wall. This arrangement approached a configuration of one-dimensional flow with one-

dimensional temperature gradients in the direction of the flow in the nozzle, leading to high uni-

formity of the quench rate. Furthermore, the nozzle provided much higher quench rates than would

have been obtainable otherwise.

The plasma system developed by Rao et al. [34] is shown in Figure 2.5. The reactor consisted

of a water-cooled chamber with an assembly consisting of a plasma torch, a reactant injection sys-

tem, and a converging nozzle mounted on the top flange of the chamber. The torch was a Miller SG-

1B plasma gun with a special tungsten-lined nozzle for argon–hydrogen operation. The 25 mm-long

injection section was immediately downstream of the anode, and consisted of a water-cooled nickel
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ring with a ceramic liner and holes at two axial locations, which are connected to the reactant sup-

plies. Precursor vapors were introduced through heated lines, and immediately following the injec-

tion section is the 50 mm-long converging nozzle held in place by a water-cooled nickel holder. The

nozzle and the liner for the injection ring were made of one piece of boron nitride.

In yet another variation of the plasma process, Phillips and co-workers [35] aerosolized micron-

sized particles and delivered them into a hot microwave plasma, wherein the particles evaporated and

reacted downstream to form the corresponding oxide nanoparticles by condensation from the gas phase.

Perhaps the greatest stride in plasma processes for nanoparticles synthesis from a commercial

standpoint was made by researchers and engineers at Nanophase Technologies Corp. Figure 2.6 is

a schematic of the process as practiced by the company. A high-purity metal was vaporized and

allowed to condense in a chamber via an arc generated by a water-cooled tungsten inert gas torch

driven by a power supply. The cathode, which is nonconsumable, was shielded by a stream of an

inert working gas from the environment. The working gas then became ionized to a concentration

large enough to establish an arc. The interior of the chamber was maintained at a pressure of 250 to

1000 torr. The consumable precursor material, which was a metal rod up to 2� diameter, was fed

either vertically or horizontally, maintaining a stable arc and continuous production of nanoparti-

cles. Metal clusters were oxidized in flight to the respective oxides. It should be noted that while in

principle the process at Nanophase Technologies resembles that practiced by Granquist and

Buhrmann more than three decades ago, the extent of engineering that has gone into the process

allows Nanophase Technologies to offer tonnage quantities of oxide ceramic powders [36].

Apart from Nanophase Technologies, several other companies in the United States have devel-

oped processes based on the use of a thermal or arc plasma to convert either coarse particles into

vapors and condense into nanoparticles, or pyrolyze precursor compounds in the gas phase into

nanostructured powders. Notable among them are Nanotechnologies Inc. and NanoProducts Corp.

Supplying plasma-based nanoparticle production systems also appears to be a burgeoning business.

For example, Tekna Plasma Systems Inc. [37], based in Canada, is a manufacturer of integrated

turn-key transferred arc plasma systems.

2.2.2.3 Flame-Based Synthesis of Nanoparticles

The use of a hydrocarbon (or hydrogen)–oxygen flame to pyrolyze chemical precursor species and

produce nanoparticles is attractive in principle due to the fact that flame processes are already in use

on a commercial scale. Over the past decade and a half, research has been directed predominantly
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toward introducing uniformity and control over the pyrolysis process in a flame, with the anticipa-

tion of forming nanoparticles with a narrow size distribution and minimal aggregation. This included

developing flames with a flat geometry, as opposed to the traditional Bunsen burner conical flames.

There were predominantly two variations to the theme of nanoparticle synthesis using combustion

flames. On the one hand, researchers such as Pratsinis et al. [38] and Katz and Hung [39] worked

extensively on atmospheric flames, including studies on the effect of an electric field on the flame

itself as well as on the nanoparticles [40]. This led to an increased understanding of cluster forma-

tion and particle growth in a flame. While the traditional flame processes involved mixing reactants

along with the combustibles, a variation of the process was the counter-current flow scheme, in

which reactants were fed independently through a separate tube into the flame. A further variation

on the theme of separating the reactant stream from the fuel/oxidizer stream was a multi-element dif-

fusion flame burner. Wooldridge and co-workers [41] have described one such design, where the flat

flame diffusion burner consists of an array of hypodermic needles set in a honeycomb matrix: the

fuel is mixed with the precursor reactant and flowed through individually sealed tubes that are less

than a millimeter in diameter, and the oxidizer flows through the surrounding channels in the hon-

eycomb. Modifications continue to be made to the basic flame process as evidenced by work done

by Jang and Kim [42], who developed a five-piped turbulent diffusion flame reactor for producing

�50 nm size particles of TiO2 from TiCl4 precursor. 

Recognizing the need for a rarefied atmosphere to inhibit collision of hot nanoparticles in a flame

reactor (thereby reducing the propensity of nanoparticles to aggregate), Glumac et al. [43] (including

the lead author of this chapter), developed low pressure flame synthesis, which was known as the com-

bustion flame-chemical vapor condensation (CF-CVC) process [44]. The forerunner to the CF-CVC

process was the CVC process, which utilized a hot-wall reactor in a low pressure environment [45].

Distinct differences in the nanoparticle size distribution and degree of aggregation were observed in

subsequent studies [46]. As with many vapor-phase processes, it is a challenge to produce high qual-

ity nanoparticles at commercially viable production rates in low-pressure flame processes. 

The processes described above utilized precursor vapors, and so were restricted to oxide ceram-

ics that could be derived from metalorganic or organometallic precursors with ambient pressure

boiling points of ~200°C or lower. As such, acetates and nitrates were not utilized. Laine and co-

workers [47] atomized nonvolatile precursors dissolved in a solvent and directed them through a

combustion flame. Powders with high surface area were formed as a result of rapid pyrolysis. The

range of compositions of nanopowders could now be expanded to multicomponent oxide materials.

It should be noted that the mechanism of nanoparticle formation is unlike that of vapor condensa-

tion when nonvolatile species are pyrolyzed in the flame. While this chapter was being written, a

spin-off company, TAL Materials, was scaling the flame process for commercial applications. 

A majority of the vapor-phase processes have until now been directed toward the synthesis of

oxide ceramics, since they form the bulk of the ceramics industry. Reduced pressure hot-wall reac-

tors such as those employed by H.C. Starck in Germany, were exceptions. Hot-wall reactors have

also been employed to synthesize nanostructured SiC and Si3N4 powders [48]. The relatively slow

kinetics of nitridation and carburization reactions has been the fundamental issue with the ability to

synthesize nitride and carbide nanoparticles in the gas phase. The short residence at high tempera-

tures in any vapor-phase process is just not enough to complete the reaction. Panchula and Ying [49]

have addressed this issue by evaporating nitriding aluminum nanoparticles in situ in a forced-flow

reactor with a microwave plasma downstream, which dissociates nitrogen molecules in the gas

stream and reheats the particles to promote complete conversion of Al to AlN. 

2.2.2.4 Spray Pyrolysis of Nanoparticles

Spray pyrolysis, which combines aspects of gas-phase processing and solution precipitation, has

been in use for quite some time. A company by the name Seattle Specialty Ceramics, and subse-

quently acquired by Praxair, employed spray pyrolysis to produce specialty powders. The tech-

nique, shown schematically in Figure 2.7, involves the formation of precursor aerosol droplets that
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are delivered by a carrier gas through a heating zone [50]. Precursor solutions of metal nitrates,

metal chlorides, and metal acetates are atomized into fine droplets and sprayed into the thermal

zone. Inside the heating zone, the solvent evaporates and reactions occur within each particle to

form a product particle. Spherical, dense particles in the 100 to 1000 nm range can easily be formed

in large volume by this method. The principal advantage of the spray pyrolysis method is the abil-

ity to form multicomponent nanoparticles as solutions of different metal salts can be mixed and

aerosolized into the reaction zone.

Over the years, much emphasis has been given to being able to reduce the precursor droplet size

during spray pyrolysis as this in turn would reduce the particle size. Tsai et al. [51] pushed the limit

on the particle size by using precursor drops that were 6 to 9 µm in diameter. They obtained

uniformly sized dense and spherical particles of ~150 nm of yttria-stabilized zirconia by reducing

the precursor concentration by about an order of magnitude. 

In a modified version of the spray pyrolysis method, Che et al. [52] synthesized SiO2-encapsu-

lated Pd nanoparticles. These composite nanoparticles were formed from a Pd-nitrate solution con-

taining ultrafine SiO2 particles by ultrasonic spray pyrolysis. A precursor particle, formed below

700°C in the drying stage, was composed of a homogeneous mixture of nanoparticles of SiO2 and

PdO ⋅ H2O. When PdO was decomposed above 700°C, metallic Pd nanoparticles were formed in

the SiO2 matrix. Because of the high surface free energy, the Pd particles coalesced and condensed

in the interior of the composite particle. As a result of the relocation within the composite particle,

SiO2 was forced out of the particle toward the surface, and an SiO2-encapsulated Pd particle was

formed.

2.3 SOLUTION PROCESSING OF NANOPARTICLES

Precipitating clusters of inorganic compounds from a solution of chemical compounds has been an

attractive proposition for researchers, primarily because of the simplicity with which experiments

can be conducted in a laboratory. This is especially true if the goal is to just have a nanocrystalline

powder, instead of a “dispersible” nanoparticulate powder. For example, Kim and Maier [53] syn-

thesized high ionic conductivity nanocrystalline CeO2 with consummate ease by precipitating Ce

and Gd nitrates in dilute ammonia solution at room temperature. Scaling the process to production

of tonnage quantities of powders is, however, anything but straightforward. A major advantage of

solution processing is the ability to form encapsulated nanoparticles, specifically with an organic

molecule, for providing functionality to the nanoparticles, improving their stability in a medium, or

for controlling their shape and size. Solution processing can be classified into five major categories:

(1) sol–gel processing, (2) precipitation method, (3) water–oil microemulsions (reverse micelle)

method, (4) polyol method, and (5) hydrothermal synthesis. 
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2.3.1 SOL-GEL PROCESSING

Sol–gel technique is one of the most popular solutions processing method for producing metal

oxide nanoparticles. This process is well described in several books [54,55] and reviews. Over

the years, solution precipitation and sol–gel processing have come to be used interchangeably,

mostly by people on the fringes of the technical community. There are distinct differences between

the two methods, as will be made clear below. In sol–gel processing, a reactive metal precursor,

such as metal alkoxide, is hydrolyzed with water, and the hydrolyzed species are allowed to con-

dense with each other to form precipitates of metal oxide nanoparticles. The precipitate is subse-

quently washed and dried, which is then calcined at an elevated temperature to form crystalline metal

oxide nanoparticles.

The hydrolysis of metal alkoxides involves nucelophilic reaction with water, which is

as follows:

M(OR)y � xH2O → M(OR)y-x(OH) � xROH

Condensation occurs when either hydrolyzed species react with each other and release a water mol-

ecule, or a hydrolyzed species reacts with an unhydrolyzed species and releases an alcohol molecule.

The rates at which hydrolysis and condensation reactions take place are important parameters that

affect the properties of the final product. For example, slower and more controlled hydrolysis typi-

cally leads to smaller particles, and base-catalyzed condensation reactions form denser particles. 

2.3.2 SOLUTION PRECIPITATION

In the precipitation method, an inorganic metal salt (e.g., chloride, nitrate, acetate, or oxychloride)

is dissolved in water. Metal cations in water exist in the form of metal hydrate species, such as

Al(H2O)3� and Fe(H2O)6
3�. These species are hydrolyzed by adding a base solution, such as NaOH

or NH4OH. The hydrolyzed species condense with each other to form either a metal hydroxide or

hydrous metal oxide precipitate on increasing the concentration of OH� ions in the solution. The

precipitate is then washed, filtered, and dried. The dried powder is subsequently calcined to obtain

the final crystalline metal oxide phase. The major advantage of this process is that it is relatively

economical and is used to synthesize a wide range of single-and multicomponents oxide nanopow-

ders. Additionally, nanocomposites of metal oxides are also produced by coprecipitation of corre-

sponding metal hydroxides. One of the major drawbacks of the process as described above is the

inability to control the size of particles and their subsequent aggregation. 

In the recent past, significant efforts have been made to control particle characteristics, such as

surface area and aggregate size, by precipitating in the presence of a surfactant or an organic mol-

ecule. Hudson and Knowles [56] synthesized mesoporous, high surface area zirconium oxide by

incorporating cationic quaternary ammonium surfactants in the hydrous oxide and subsequent cal-

cination of the inorganic/organic intermediate. Surfactants were incorporated by cation exchange at

a pH that was above the isoelectric point of the hydrous oxide. The pore size distribution and sur-

face area of zirconium oxide nanopowders were modified by changing the length of the hydropho-

bic chain from C8 to C18. The BET surface area of powders ranged between 240 and 360 m2/g.

Fokema et al. [57] demonstrated that changing the precipitating agent from ammonium hydroxide

to tetraalkylammonium hydroxide results in a decrease in the primary particle size of yttrium oxide.

The reason for the decrease in the particle size was attributed to the higher pH that can be achieved

with tetraalkylammonium hydroxide in comparison to ammonium hydroxide and the steric effect

of tetraalkylammonium cation to reduce the diffusion of soluble precursors to the particle surface.

One often comes across nuances in the precipitation method, where perhaps there is at most a small

deviation from the conventional steps outlined above. For example, in order to synthesize nanoparticles

of indium tin oxide (used in thin film form as the conducting layer in all electronic displays), Lu et al.

[58] employed conventional steps of dissolving salts of indium and tin and precipitating the hydroxide,
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followed by washing, drying, and calcinations. The key to the formation of nanoparticles was an inter-

mediate peptization step, wherein the particle size of the precipitate is reduced by adjusting the pH to

acidic values. 

2.3.3 WATER–OIL MICROEMULSION (REVERSE MICELLE) METHOD

Uniform and size-controlled nanoparticles of metal, semiconductor, and metal oxides can be pro-

duced by the water-in-oil (W/O) microemulsion (also called reverse micelle) method. In a W/O

microemulsion, nanosized water droplets, stabilized by a surfactant, are dispersed in an oil phase. A

schematic of a W/O microemlusion is shown in Figure 2.8. Nanosized water droplets act as a

microreactor, wherein particle formation occurs and helps to control the size of nanoparticles. A

unique feature of the reverse micelle process is that the particles are generally nanosized and

monodisperse [59]. This is because the surfactant molecules that stabilized the water droplets also

adsorb on the surface of the nanoparticles, once the particle size approaches that of the water droplet. 

A common way to practice the reverse micelle technique is by mixing two microemulsions that

carry appropriate reactants. Water droplets of two microemlusions are allowed to collide with each

other and the particle formation reaction takes place inside the water droplet. Nanoparticle synthe-

sis inside reverse micelles is accomplished by one of the two different chemical reactions: (i)

hydrolysis of metal alkoxides or precipitation of metal salts with a base, in case of metal oxide

nanoparticles, and (ii) reduction of metal salts with a reducing agent, such as NaBH4, in case of

metal nanoparticles. Particles are either filtered or centrifuged and then washed with acetone and

water to remove any residual oil and surfactant molecules adsorbed on the surface of nanoparticles

[60]. Subsequently, the powders are calcined to form the final product. One of the issues in this

process is being able to remove efficiently the nanoparticles from the organic phase and simple

washing is not sufficient. One way of removing metal and semiconductor nanoparticles from the oil

phase is to immobilize them on stable supports. For example, Hirai et al. [61] separated CdS

nanoparticles with thiol-modified mesoporous silica and thiol-modified polystyrene particles via a

chemical bonding between nanoparticles and the thiol functional group. Another method to over-

come the particle separation issue is using water-in-super critical CO2 microemlusion, since CO2

can be easily removed by decreasing the pressure. 

Harutyunyan and co-workers [62] have disclosed a seemingly simple method for forming metal

nanoparticles, wherein metal acetates or other suitable salts are thermally decomposed in the presence

of a passivating solvent, such as glycol ether. When the acetate–solvent mixture is refluxed for a pro-

longed period of time at a temperature above the melting point of the acetate, metal ions come together
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to form nanoparticles. The authors believe that the solvent binds to the surface of the metal clusters,

thereby retarding growth and aggregation into larger particles. As expected, the nanoparticle charac-

teristics are dependent on the concentration of the salt in the solvent. Miyao and co-workers [63]

extended the technique to include catalytically active silica–alumina nanocomposite particles. 

A technique, which in some ways combines the aspects of different solution precipitation tech-

niques, is the hydrodynamic cavitation process. Nanocrystalline oxide ceramic particles in the range

100 nm to a few microns have been produced by hydrodynamic processing in a microfluidizer. The

method of producing oxide nanoparticles by the hydrodynamic cavitation process begins with the

co-precipitation of the metal oxide components. The precipitated slurry stream is then drawn into a

device where it is immediately elevated to high pressures within a small volume. The precipitated

gel experiences ultrashear forces and cavitational heating. These two aspects lead to the formation

of nanophase particles and high-phase purity in complex metal oxides [64].

2.4 COMMERCIAL PRODUCTION AND USE OF NANOPARTICLES

Over the past 5 years or so, nanoparticle producers have been working hard to differentiating them-

selves from their competitors, by either providing nanopowders with varied particle characteristics

or by developing nanoparticles of proprietary compositions. In many instances, the ability to supply

tonnage quantities of nanopowders has also been established. The selling price (which in many cases

is a function of the manufacturing cost) has also come down over the years. Good quality alumina

nanoparticles, that can be dispersed in a polymer matrix without substantially compromising the

optical clarity, sell for ~$100.00/kg. It should be noted that this is still an order of magnitude higher

than what submicron size alumina sells for, which is ~$10/kg. For obvious reasons, there has been

no widespread replacement of micrograined materials by nanomaterials in applications. On the other

hand, applications where a small amount, say approximately 10 wt%, of nanoparticle addition has

been able to change substantially the properties and performance of the end-product, are becoming

increasingly popular. A number of such examples can be found in the area of functional coatings. 

2.5 FUTURE PERSPECTIVES

It is too premature to identify the winners and the losers of the “battle for supremacy in nanopow-

der production.” If history in other materials’ fields is any indication, those processes that can ben-

efit from economies of scale will likely to be the winners. Further, companies in other regions of

the world are a source of inexpensive raw materials, such as China, are likely to become the sup-

plier of choice of raw nanopowders. 

If the number of conferences on nanomaterials worldwide is any hint of the level of activity in

this field, one can only conclude that there is plenty of uncovered ground. In all probabilities, we

are yet to see a peak in the research output in nanomaterials. Increase in synergy between compu-

tation and experimental work will lead to new discoveries and new materials’ structures at the

nanoscale, which in turn will spawn new process technologies. 

Despite years of effort in reducing the product development cycle, there continues to be a dis-

connect between nanoscale research and penetration in the commercial market. There still exists a

substantial gap between basic research and its application in real life, in spite of efforts by acade-

mia to bridge effectively this gap and hasten the utilization of their intellectual property in com-

mercial products. Several commercialization models have been tried, only a few of which have met

with a modicum of success.

All said and done, interest in value-added nanomaterials that utilize high-quality nanoparticles

is growing. As alluded to above, those products where the addition of a relatively small amount of

functionalized nanoparticles leads to a major change in the properties and performance, will likely

be the winners.
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3.1 INTRODUCTION

Since the discovery1 and the bulk production2,3 of fullerenes an integrated research field involving
organic transformations of these all-carbon hollow-cluster materials has emerged. C60 has been the
most thoroughly studied member of fullerenes because it (1) is produced abundantly in the carbon
soot by the arc discharge of graphite electrodes, (2) has high symmetry (icosahedral Ih with all 60
carbons chemically equivalent), (3) is less expensive, (4) is relatively inert under mild conditions,
and (5) shows negligible toxicity. Electronically, C60 is described as having a closed-shell configu-
ration consisting of 30 bonding molecular orbitals with 60 p electrons,4 which give rise to a com-
pletely full fivefold degenerate hu highest occupied molecular orbital that is energetically located
approximately 1.5 to 2.0 eV lower than the corresponding antibonding lowest unoccupied molec-
ular orbital (LUMO) one.5,6 The first electron in the reduction of C60 is added to a triply degenerate
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t1u unoccupied molecular orbital and is highly delocalized.7 This threefold-degeneracy, together
with the low-energy possession of the LUMO, make C60 a fairly good electron acceptor with the
ability of reversibly gaining up to six electrons upon reduction.8,9 The facile reduction contrasts with
its difficult oxidation. Only the first three reversible oxidation waves have been observed.10 This
high degree of symmetry in the arrangement of the molecular orbitals of C60 provides the
foundation for a plethora of intriguing physicochemical, electronic, and magnetic properties.
Semiconducting,11 magnetic,12–16 and superconducting17–19 properties of unmodified C60 have been
intensively investigated; however, these properties remain to be explored for functionalized
fullerenes. On the other hand, nonlinear optical and photophysical properties of functionalized
fullerene materials have been already under investigation.

The skeleton of C60 consists of 20 hexagonal and 12 pentagonal rings fused all together. The
chemical reactivity of C60 is that of a strained electron deficient polyalkene, with rather localized
double bonds. Cycloaddition reactions have been widely applied for the functionalization of
fullerenes. Usually, addition occurs across [6,6] ring junctions where electron density is much
higher than at the [6,5] ones. Other reactions that take place on the spherically shaped carbon core
of fullerenes involve additions of nucleophiles, free radicals, and carbenes as well as η2-complexa-
tion with various transition metal elements. In such fullerene adducts, the functionalized carbon
atoms change their hybridization from a trigonal sp2 to a less strained tetrahedral sp3 configuration;
thus, the primary driving force for addition reactions is the relief of strain in the fullerene cage.
Furthermore, the regiochemistry of the addition is governed by the minimization of the 5,6-double
bonds within the fullerene skeleton. Therefore, any 1,2-addition reactions occur to produce ring-
closed 6,6-adducts, having two sp3 carbon atoms on the fullerene framework. However, sometimes
ring-opened 6,5-adducts (fulleroids) are formed, keeping all fullerene carbon atoms sp2-hybridized.

The main advantage gained upon functionalization of fullerenes is a substantial increase in their
solubility. The existence of a great diversity of synthetic protocols combined with the high number
of chemical reactions that have been mainly applied to C60 has led to the formation of a wide vari-
ety of functionalized fullerenes.

The special characteristics of the added groups, coupled with the unique structural, physico-
chemical, and electronic properties of fullerenes (which in most of the cases are retained after func-
tionalization), have aided the development of new materials with tremendous potential in
fascinating and widespread technological applications such as electronic and optoelectronic
devices, light-emitting diodes , photovoltaics, and thermotropic liquid crystals. This chapter high-
lights the rapid progress made in the above scientific areas by the syntheses and applications of
some novel functionalized fullerene materials.

3.2 FUNCTIONALIZATION OF FULLERENES

3.2.1 CYCLOADDITIONS

Fullerenes behave as a 2π electron-deficient dienophiles and dipolarophiles and, therefore undergo
cycloaddition reactions such as [2�2], [3�2], and [4�2]. These have been carried out either thermally
or photochemically, and they typically take place on the 6,6-ring junctions of the fullerene skeleton.

3.2.1.1 [2��2] Cycloadditions

Four-membered rings fused to 6,6-ring junctions are formed upon [2�2] cycloadditions. The first
example of this procedure was the [2�2] thermal addition of benzyne to C60.

20,21 Schuster and cowork-
ers22–25 reported photochemical [2�2] cycloadditions of cyclic enones and 1,3-diones, while Liou and
Cheng26 reported the addition of electron-deficient alkenes. It can be concluded from their experi-
ments that (1) photocycloadditions cannot proceed at wavelengths where only C60 absorbs light (i.e.,
532 nm); (2) better yields are obtained either by increasing the concentration of the enone or by
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decreasing the concentration of the fullerene; (3) the [2�2] cycloaddition takes place between the
ground state of the C60 and the enone triplet excited state via an intermediate triplet 1,4-biradical.

The addition of diethylaminopropyne to C60 resulted in a [2�2] adduct that can be ring-opened
under acidic conditions. Then, novel fullerene lactones were obtained under oxidative cyclization
conditions in the presence of activated carbon.27

Recently, the interest in the synthesis of fullerene dimers has increased,28 as they can be used
as building blocks for nanotechnological applications (Scheme 3.1). The first procedure was pub-
lished by Komatsu and coworkers;29,30 the experiments yielded the dimer when carried out using
high-speed vibration milling (HSVM) in the presence of potassium cyanide, while in solution31 only
C60-cyanated derivatives were obtained. This technique has also been applied to the reaction
between C60 and pentanocene32 and to the dimerization of C70

33 and C60–C70 cross-dimers.34

3.2.1.2 [3+2] Cycloadditions

Five-membered rings fused to 6,6-junctions can be formed upon [3�2] cycloadditions to fullerenes.
The 1,3-dipolar cycloaddition of azomethine ylides has shown as one of the most versatile tools for
functionalization of fullerenes and has been widely used.35–38 Azomethine ylides are reactive inter-
mediates that can be generated in situ by one of the following protocols: (1) decarboxylation of
immonium salts derived from thermal condensation of α-amino acids (Scheme 3.2) and aldehydes
(alternatively ketones), or (2) thermal ring opening of aziridines. 1,3-Dipolar addition of azome-
thine ylides to C60 yields fulleropyrrolidines that are formed across the 6,6-junction of the fullerene
core. The key features of this type of reaction are summarized as: (1) utilization of functionalized
aldehydes leads to the formation of 2-substituted fulleropyrrolidines, whereas utilization of N-sub-
stituted glycines affords N-substituted fulleropyrrolidines (Scheme 3.2); and (2) mono-fulleropy-
rrolidines are formed by controlling the stoichiometry of the reagents and the reaction conditions.
Therefore, through this methodology, structurally different fullerene derivatives for different
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SCHEME 3.1 [2+2] Cycloaddition C60 dimer.
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applications are obtained, either by using properly functionalized azomethine ylides or by modify-
ing a fulleropyrrolidine intermediate. The characteristics of the fullerene skeleton combined with
the properties of the substituents introduced, leads to the construction of fullerene-based materials
with novel properties.

When the highly hydrophobic fullerenes are derivatized with hydrophilic residues, fullerene-
based amphiphilic derivatives are obtained. Such materials are suitable for the construction of
Langmuir–Blodgett (LB) films. Amphiphilic fulleropyrrolidines bearing suitable hydrophilic
addends (Figure 3.1) have been found to form true monolayers that can be eventually transferred
onto solid substrates while the formation of LB films could not be equally realized with their cor-
responding hydrophobic analogs.39–55

N-substituted fulleropyrrolidines can be N-alkylated to give fulleropyrrolidinium salts.
The insertion of positive charges increases substantially the solubility of such compounds in
aqueous media, which have been used for the construction of supramolecular architectures.
N-functionalization with oligoethylene glycol chains bearing terminal ammonium salts enhanced
the solubility in water, while the fullerene–fullerene interactions were responsible for aggregation
due to hydrophobicity. The combination of these properties led to the formation of spheres,
nanorods, or nanotubules in water (Figure 3.2).56 When porphyrins were inserted, the molecules
assembled in nanotubules, but the removal of the porphyrin fragment generated nanometer level
structures characterized by long uniform bundles of tens of aligned parallel nanotubules with
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diameters of about 4 nm and lengths of several microns. If the porphyrin fragment is removed, the
driving force for the formation of well-defined nanotubules is less favorable, resulting in one-
dimensional linear structures, which are rather different from the relatively common spherical sys-
tems obtained by fullerenes derivatives. Removal of the long oligoethylene glycol chains in favor
of a short aliphatic chain results in spherical aggregates, thereby recovering the supramolecular
topology of C60 mesoscopic aggregates. Therefore, it is reasonable to assume that molecular
tailoring or different solution treatment of such amphiphilic organofullerene materials induces
different kinds of assembly.57

The solubility in water of this type fulleropyrrolidine derivatives allowed its insertion into the
interlayer space of smectite clays leading to a new family of organic–inorganic nanocomposites.58

The positively charged fulleropyrrolidines were introduced into the clay galleries by cation
exchange, replacing the charge-balancing cations such as Na� (Figure 3.3).
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The solubilization of fullerenes in water allows the possibility to explore their properties in
different fields such as medicinal chemistry and biotechnology. Again the functionalization with
polar side-chains59 and with positively charged groups60 enhanced the solubility to sufficiently high
concentrations (10�4 to 10�5 M) to study the biological activity of fulleropyrrolidines.61

In another very recent report, a fulleropyrrolidine–mercaptophenyl hybrid material was synthe-
sized and self-assembled in two-dimensional arrays.62 The self-assemblies of this novel material
have shown reversible electrochemistry and intriguing electronic properties suitable for construct-
ing well-ordered nanostructural morphologies and thin film functional materials. 

1,3-Dipolar additions have been also used in the preparation of novel compounds such as
fulleroproline, the biggest unnatural amino acid63 that comprises a natural α-amino acid proline
condensed to a 6,6 ring junction of C60.

64 When glycine t-butyl ester was condensed with formalde-
hyde in refluxing toluene, followed by removal of the protecting group under acidic conditions,
fulleroproline was generated that turned out to be insoluble in any kind of solvent (Scheme 3.3).
However, derivatization of the pyrrolidine nitrogen with either an acylating agent (i.e., acetic
anhydride) or a protecting group (i.e., Fmoc fluorenylmethyloxycarbonyl or Boc, tert-butyloxycar-
bonyl) affords a compound that can be easily characterized for further peptide synthesis.

Alternatively, fulleroprolines can be obtained via the thermal ring opening of aziridines
(Scheme 3.4).65 In this case, the fulleroproline results orthogonally protected at the N- and C-ter-
mini. In addition, di- and tripeptides have already been prepared by incorporating fulleroproline at
their N- or C-terminal parts.66–68
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For more complex fullerene-modified peptides, a protocol for the solid phase using the
fulleropyrrolidino-glutamic acid, was developed. Such protocol was used to insert a series of dif-
ferent peptides, including Leu-enkephalins analogs and antimicrobial sequences (Figure 3.4).69

Dendrimers can serve as building blocks for the construction of organized materials with nano-
size precision due to the well-defined three-dimensional structure they possess. An issue of great
importance is to incorporate photoactive and/or redox-active units at the center of the dendrimer in
order to establish this type of materials as molecular devices. Through 1,3-dipolar addition, a wide
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variety of fullerodendrimers containing oligoethylene glycol as well as with oligophenyleneviny-
lene have been synthesized.70–72

Recently, the synthesis of a functionalized fullerene having a DNA minor groove binder and an
oligonucleotide chain covalently linked to a fullerene cage via a fused pyrrolidine ring was
reported.73–75 The design of the latter synthesis was based on an already established idea that cou-
pling of fullerenes to a minor groove binder leads to higher affinity and specificity of the deriva-
tives toward target DNA.76 The construction of fullerene–DNA hybrid materials allows
transmission electron microscopy (TEM) imaging of deoxyribonucleic acid without the use of any
heavy metal. Recently, such compounds became available and showed to bind to DNA through
electrostatic interactions with the phospharylated groups providing excellent contrast for imaging
individual DNA molecules.77

Fulleropyrrolidine-based steroid hybrids were synthesized and found to decrease both the ATP
hydrolysis and Ca2� uptake activity of sarcoplasmic reticulum Ca2�-ATPase while the inhibitions
were concentration-dependent.78 Recently, a range of fullerene–flavanoid dyads were synthe-
sized.79–81 The idea of preparing such systems stemmed from the fact that flavanoids possess sig-
nificant antioxidant activity, can act as anticarcinogens, and express beneficial effects in
inflammatory and immunomodulatory systems.

Bisadducts can also be produced using [3+2] cycloaddition methodology (Figure 3.5). The iso-
lation and full characterization of the whole series of the pyrrolidine bisadducts (trans-1, -2, -3, -4,
equatorial, cis-3, -2, and -1).82 Although some of these patterns had been partly characterized
before,83–85 the isolation and full characterization of the never observed cis-3, -2, and -1 fulleropy-
rrolidine isomers were achieved.

In a recent paper,86 the bisadducts were prepared and separated by high-performance liquid
chromatography (HPLC), following the previous procedure. It should be noted that trans-2, trans-3,
and cis-3 enatiomers display C2 symmetry and are chiral due to their addition pattern. Then, each
couple of these enantiomers was separated by chiral HPLC. The resulting enantiomerically pure iso-
mers were transformed into fulleropyrrolidinium salts. The trans-3 enantiomers were used success-
fully to induce chiral helicity, in opposite directions of negatively charged polymer backbones.

In a different work87 that focused on the biological and medicinal application of fullerenes, dif-
ferent C60 bisadducts containing polyethyleneglycol chains and ammonium salts were prepared to
prevent aggregation and increase the solubility in water. Only trans-2, -3, -4 and equatorial isomers
were completely purified by HPLC, showing an increase of solubility in water by 100 times com-
pared with the corresponding monoadducts, and also exhibited high solubility on a phosphate-
buffered solution.

The influence on the reduction potentials of the different substitution patterns in fulleropyrro-
lidines and fulleropyrrolidinium salts have been studied.88 This concept has been extended effi-
ciently to the preparation of molecules in other applications, such as cation recognition.89

Bisfunctionalized crown ethers have been attached very close to the fullerene sphere using 1,3-dipo-
lar additions. An electrochemical signal is obtained from the variation of the redox potentials of the
fullerene when different cations are binded. The responses were favorable showing reduction poten-
tial shifts between 15 and 38 mV depending on the cation.

Among other examples, the thermal [3�2] cycloaddition of azides to C60
90–92 should be high-

lighted as it is the first step toward [60]azafullerenes (Scheme 3.5).93–95 When the reaction is carried
out at temperatures �80°C, the cycloaddition takes place preferentially in the 6,6-ring junctions,
affording thermically labile triazolines. Owing to the lower symmetry D5h of C70 as compared with
Ih symmetrical C60, the regiochemistry of [3�2] cycloadditions of azides gives isomeric mixture of
[70]triazolines that can be eventually separated and serve as precursors in the synthetic route to
[70]azafullerenes.96–98

Diazo compounds are added to fullerenes across a 6,6-double bond yielding fulleropyrrazo-
lines, which decompose to mixtures of methanofullerenes and methanofulleroids either thermally
or photochemically.99
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Buta-2,3-dienoates and buta-2-ynoates, in the presence of phosphine as catalyst have been
found to react with C60 in a [3�2] fashion,100,101 contrary to the early observations of yielding [2�2]
cycloadducts.102
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3.2.1.3 [4��2] Cycloadditions

In the [4�2] Diels–Alder cycloaddition, 1,3-dienes are added to 6,6-junctions of fullerenes. This
type of cycloaddition offers the great advantage of controlling the degree of functionalization as
well as the site of addition. However, it also offers the disadvantage of being reversible in most
cases. Therefore, the cycloadditions are normally unstable. There are several examples of these
cycloadditions reported in the literature, which can be divided into two main categories: (1) those
in which the 1,3-dienes are cycloadded directly to the fullerene skeleton and (2) those in which the
1,3-dienes are generated in situ from the used reactants (Scheme 3.6).

In the first category, the addition of several analogs of Danishefsky dienes is highlighted, yield-
ing fullerene-fused cyclohexanones.103 The presence of the carbonyl group makes this system suit-
able for further chemical transformations on the carbonyl group leading to useful materials in
nanotechnological areas.

A different example showed the reversible addition of a water-soluble fullerodendrimer with
biotechnological applications.104 A dendrimeric anthracene unit was successfully attached to C60

using the Diels–Alder cycloaddition, providing solubility to the whole system in water. The
reversibility of the reaction allows the possibility of removal of the solubilizing group that could
release C60 intracellularly.

Solid state reactions between C60 and aromatic compounds such as anthracene, tetracene, pen-
tacene, and naptho[2,3-a]pyrene were carried out under HSVM conditions, to yield the correspon-
ding [4�2]cycloadducts.32 When the reaction was carried out with anthracene, the same product as
in solution was obtained,105–107 but with better yields. While in the case of pentacene, the reaction
gave a different adduct to the one obtained in solution, in which pentacene was attached to two C60
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molecules. Moreover, the reaction with tetracene and naptho[2,3-a]pyrene afforded the expected
[4�2] cycloadducts, similar to the case when the reactions were carried out in solution. Other
Diels–Alder reactions between electron-deficient dienes with fullerenes involved tropones,108 1,3-
butadienes substituted with electron-withdrawing groups109 as well as 2-pyrone.110

The second category of [4�2] cycloadditions, which involves the in situ generation of
the diene, has been applied to prepare novel organofullerene materials bearing fused furan and
thiophene rings,111,112 which are suitable for nanoelectronics and photovoltaics applications.
Other examples include reactive o-quinodimethanes species created in situ by thermolysis
of cyclic sulfones,113 substituted cyclo-113,114 or benzocyclo-butanes115 and 1,4-elimination of
dibromides.115

The reaction of “masked” o-benzoquinone116 with C60 was also studied.117 The [4�2] cycload-
dition reaction of such electron-deficient dienes with fullerenes resulted in the formation of highly
functionalized bicyclo[2.2.2] octenone-fused fullerenes. The reactants were generated in situ by
oxidation of the readily available 2-methoxy phenols. 

Heterocyclic analogs of o-quinodimethane have become increasingly popular for Diels–Alder
functionalization of C60, since methods for generating these highly reactive species have been devel-
oped. However, most attention has been paid to their generation via chelotropic elimination of SO2 from
heteroaromatic-fused 3-sulfolenes and 1,4-elimination from the corresponding α,α�- dihalides.118–122

Some novel C60-based [4�2] adducts were recently synthesized through 1,4-dihalide elimina-
tion, giving fused tetrathiafulvalene–C60 dyads and C60–tetrathiafulvalene–C60 dumbbell triads, in
which the fullerene acceptor is doubly tethered to the donor tetrathiafulvalene through a rigid cyclo-
hexene ring.123 With this novel approach, control of the relative orientation as well as the distance
between the donor and acceptor units was achieved. Thereby, through-space interactions were
expected to dominate because of the special topology of the constructed molecules. More examples
of such donor–acceptor hybrid systems are discussed in following sections.

All the work cited in this section refers to monoaddition of dienes to fullerenes. By using an
excess of a diene the formation of multi-adducts is increased. Following these conditions, hexak-
isadducts fullerenes has been prepared upon cycloaddition of 2,3-dimethyl-1,3-butadiene to
C60.

124,125 Different bisadducts126 containing crown ethers have been prepared by 1,4-dihalide elim-
ination depending on the size of the crown ether used. Various properties of these derivatives with
potential applications in the field of molecular sensors, including complexation, electrochemical,
and fluorescence emission behaviors have been studied.

A few examples of [4�2] cycloadditions to higher fullerenes have been described, which lead
to isomeric mixtures due to their lower molecular symmetry. Such works involved cycloadditions
of in situ created reactive o-quinodimethane to C70 and C76

127,128 as well as pentamethylcyclopenta-
diene129 to C70.

3.2.2 CYCLOPROPANATION REACTIONS

Cyclopropanation reactions are considered among the widely used methods for regioselective func-
tionalization of fullerenes. In general, cyclopropanated fullerenes (methanofullerenes) can be syn-
thesized either by (i) generation of carbon nucleophiles from α-halo esters and their subsequent
addition to C60 (Bingel method), (ii) thermal addition of diazo compounds followed by thermolysis
or photolysis, or (iii) addition of free carbene species.

In the Bingel cyclopropanation reaction130 (addition–elimination), the addition of anions of 
α-haloesters to fullerenes is followed by an intramolecular substitution of the halide by the inter-
mediate fullerene anion to give the corresponding methanofullerene derivative (Scheme 3.7). The
addition takes place exclusively on double bonds between two six-membered rings of the fullerene
skeleton. The versatility of the reaction is justified in terms of the ready availability of the starting
ester compounds. Furthermore, additional chemical transformations to the ester addend group of an
already synthesized methanofullerene could occur. For example, activation of malonic acid
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methanofullerene material with N-hydroxysuccinimide and subsequent reaction with amines fur-
nishes the corresponding methanofullerene amides, as shown in Scheme 3.8.

It is worth mentioning that during the activation of malonic acid on the methanofullerene material
with N-hydroxysuccinimide, decarboxylation occurs. Therefore, to prevent decarboxylation a spacer
was introduced between the bridging carbon atom of the methanofullerene and the reacting carboxylic
acid unit in such systems. This route ultimately provides access to the construction of
methanofullerene derivative bearing a free carboxylic acid moiety as a versatile building block as
shown in Scheme 3.9. In this instance, the reaction has been used for the construction of a novel struc-
ture consisting of alternating C60–C70 methanofullerene units. The novel features of this material are
summarized in its electronic absorption spectrum that shows the characteristic absorptions of both C60

and C70 subunits as well as in the cyclic voltammogram which indicates that each fullerene unit
behaves as an independent redox center.131

Recently, modifications of the original Bingel cyclopropanation have been performed, thereby
expanding the use and applicability of the reaction and increasing the construction of novel
fullerene-based materials. For example, alternative pathways generation in situ of the reactive halo-
malonate intermediate have been developed.132,133 Additionally, a series of phosphonium134 and sul-
fur135 ylides have been reacted with C60, following a similar addition–elimination pathway, yielding
the corresponding methanofullerenes. However, the yields of these reactions can vary significantly
depending on the nature of the ylide used.

A different way to synthesize methanofullerene materials is upon addition of diazo compounds
to fullerenes via formation of unstable pyrazoline derivatives,136,137 where nitrogen is thermally or
photochemically released (Scheme 3.10). Two different compounds were formed: thermally the
[5,6]-open fulleroid is obtained upon addition on a 5,6-junction;138 while photochemically a mixture
of the 5,6-open fulleroid as well as the methanofullerene upon addition to a 6,6-ring junction is
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formed.138,139 The ratio of the 5,6-fulleroid and 6,6-methanofullerene formed is highly dependent on
the starting diazo compound used.140–143

Given the wide variety of substituted diazomethanes that can be used144–149 as well as other
chemical methods for in situ generation of diazo compounds,146,150–152 a variety of ethanofullerene
materials with diverse functional groups has been synthesized and studied. A representative 
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example of base-induced decomposition of tosylhydrazones and immediate entrapment by C60 of
the in situ generated diazo compounds and electron-deficient diazomalonates is presented in
Scheme 3.11. In the former case, the methyl ester of the corresponding methanofullerene material
can be further transformed to the carboxylic acid giving access to a variety of methanofullerene-
based derivatives,153–155 while in the latter case a methanofullerene-carboxylic acid material is gen-
erated.141,156 In either case, esterification or amidation condensation reactions can be easily
performed in order to construct useful methanofullerene-based materials for LB films, electron-
donor hybrids for technological applications.157–161

In an intriguing example based on the Bingelyclopropanation reaction, diethylmalonate in the
presence of an auxiliary base was reacted with (C60)2 dimer to yield a mixture of monoadducts. The
monoaddition reaction can be considered as “bisfunctionalization” of one of the C60 cages explaining
the formation of isomers. The same reaction was also carried out on dimeric material encapsulating
3He in one of the C60 cages. However, functionalization was more complicated with regio-isomeric
products arising from addends either on an empty C60 cage or a 3He-encapsulating one.162

At this point it should be mentioned that an important field, where the cyclopropanation has
been widely used, is the construction of fullereno-dendrimers,71,72,163–165 possessing fullerenes as
either functional cores51,131,166–171 or branches.50,172–175 An example of an organofullerene material
that has the potential to serve as a core building block for the construction of dendrimeric com-
pounds (as well as a precursor to a C2v symmetrical pentakisadducts) has been recently synthesized.
Thus, utilizing Bingel cyclopropanation reaction under template activation conditions, a highly
symmetrical decakisadduct of (C60)2 was produced.176 Furthermore, several cyclopropanated
organofullerene materials have been synthesized for the preparation of fullerene-containing ther-
motropic liquid crystals. A wide variety of such liquid-crystalline materials was synthesized pos-
sessing mono-,177–179 hexa-addition pattern180 or even dendritic addends.181–183

Finally, the third way that gives access to methanofullerene materials is based on the addition
of highly reactive free carbenes to fullerenes. A representative example is the reaction under
pyrolytic conditions of sodium trichloroacetate that generates dichlorocarbene, which effectively
adds to C60 furnishing the corresponding methanofullerene derivative.184 Another interesting exam-
ple concerns the all-carbon fullerene dimers C121 and C122 which have been synthesized via an inter-
mediate methanofullerene carbene185,186 as shown in the following Scheme 3.12.
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Cyclopropanation reaction has been successfully applied for the functionalization of endohe-
dral metallofullerenes.187–190 Gd@C60 endohedral metallofullerene has been derivatized with multi-
ple malonate ester units to increase the solubility.191 The decakisadduct of Gd@C60[C(COOCH2

CH3)2]10 was easily converted into the water-soluble Gd@C60[C(COOH)2]10 material which was
medicinally evaluated and suitable for future biotechnological applications. In another recent
example, the isolation and crystallographic characterization of a paramagnetic endohedral metallo-
fullerene cyclopropanated derivative based on in situ generated carbene attack from 2-adamantene-
2,3-[3H]-diazirine onto the π-spherical network of La@C82 was reported.192

It should be mentioned that cyclopropanations can be also achieved in the solid state with active
methylene compounds in the presence of a base under HSVM conditions.193

Bisadducts can also be obtained through this procedure. Tether-directed remote multifunction-
alization is probably one of the most effective means for controlling multiple additions. It was intro-
duced in 1994 by Isaacs et al.194 and reviewed in 1999 by Diederich and Kessinger.195 By controlling
the length and geometry of the tether, bis- and trisadduct structures can be almost exclusively
obtained. Recent examples appeared in the literature showing the regio- and stereoselective syn-
thesis of bisadducts using bismalonates connected to different carbazol moieties196 or Tröger
bases.197 The success of the latter relied on the existence of two chiral nitrogen centers, the rigidity
and the folded geometry of the Trögger base.

An independent study198 showed how bis-α-halophenylacetates of the same length produced
almost exclusively trans-2 or equatorial bisadducts depending on the halogen used. It could be con-
cluded that the nature of the leaving group as well as that of the tether part also plays an important
role on the regioselectivity.

3.3 SELF-ASSEMBLED FULLERENE ARCHITECTURES

Supramolecular architectures containing fullerenes have attracted a lot of attention.199,200 Fullerenes
can be incorporated into well-ordered arrays by means of different intermolecular interactions, includ-
ing hydrogen bonding, π-stack interactions, and metal templates. In recent years, novel supramolecu-
lar systems have been developed with a wide variety of architectures with very interesting properties. 

3.3.1 ROTAXANES, CATENANES, PSEUDOROTAXANES

[2]Rotaxanes are interlocked molecules formed by a macrocycle and a thread (Figure 3.6). The
macrocycle is trapped within the thread by two terminal bulky stoppers. These can be obtained by
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different strategies, such as clipping, capping, or slippage (Figure 3.7). The applications of these
systems have generated a lot of expectation as they can be used as different molecular devices with
applications in energy conversion and storage, information storage, and nanosenoring.

Fullerenes have been incorporated into these supramolecular structures as stoppers or as units
in the macrocycle, in order to exploit their photo- and electrochemical properties.

The very first example of a rotaxane, including two fullerenes as stoppers, was reported by
Diederich and collaborators201 (Figure 3.8). It was obtained by the capping strategy where the thread
contained a phenanthroline unit and a fullerene as a stopper. Then, by coordination of the two
phenanthroline units with copper, the macrocycle was introduced into the thread and was locked by
the addition of another fullerene stopper.

More recently, Schuster and coworkers202 have successfully used this metal-templated strategy
to build similar structures containing fullerenes as stoppers but including a porphyrin unit into the
macrocycle. The fullerenes were functionalized using the Bingel reaction. These systems contain-
ing porphyrins are used to transmit and process solar energy into other energy sources. This topic
will be analyzed in depth in forthcoming sections.

In a different article from Schuster’s laboratory,203 an analogous rotaxane was prepared. The
fullerene unit was contained in the macrocycle and the porphyrins were used as stoppers. The
macrocycle was threaded following metal-templated capping strategy. The structural distribution
allowed the preparation of novel catenane systems by complexation of the two terminal Zn-por-
phyrins when one equivalent of a bidentate ligands, such as 1,4-Diazabicyclo[2.2.2]octane
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(DABCO) and 4,4�-bipyridine, were used. A subsequent addition of one extra equivalent of the
bidentate ligand converted the 1:1 catenane supramolecular complex into a 2:1 rotaxane complex.

Catenanes consist of two or more interlocked macrocycles (Figure 3.6). The first example of a
catenane containing a fullerene was first reported in a collaborative work between Stoddard and
Diederich204 (Figure 3.9). The [2]catenane was obtained by molecular recognition between π-elec-
tron-rich aromatic and π-electron-deficient aromatic units. A bisfunctionalized fullerene prepared
by tether addition, contained the π-electron-rich aromatic unit. Then the π-electron-deficient aro-
matic unit was used to clip the second macrocycle.

Following this methodology, rotaxanes and catenanes have been prepared.205 A thread was syn-
thesized with one fullerene as a stopper, a naphthalenetetracarboxylic diimide moiety and a 1,3-
dicarboxylic acid unit at the other end. The electron-deficient diimide was capable to recognizing
an electron-rich naphthocrown ether. When the reaction was carried out in the presence of 
1,8-Diazabicyclo[5.4.0]undec-7-ene (DBU) and an excess of C60 a [2]rotaxane was obtained. But if
the experiment was carried out only with DBU, a [2]catenane was obtained by the formation of a
Bingel bisadduct.

Rotaxanes can be assembled using other molecular interactions, such as hydrogen bonds. In a
collaborative work between Prato and Leigh groups,206 C60 was functionalized following the 1,3-
dipolar fashion (Figure 3.10). A glycylglycine template was introduced into the molecule, as well as
a long alkyl chain and a phenolic stopper. Macrocyclization of p-xylylenediamine and isophthaloyl
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dichloride templated by hydrogen bond clipped the rotaxane around the glycylglycine residue. The
importance of this work relied on the possibility of switching the macrocycle within the thread. The
macrocycle bonds to the peptide residue in solvents such as chloroform or dichloromethane. In
highly polar solvents such as Dimethylsulfoxide (DMSO), the hydrogenbonds were disrupted and
the macrocycle was preferentially located over the alkyl chain. The location of the macrocycle can
be monitored by means of NMR spectroscopy and time-resolved spectroscopy.

In another example of rotaxanes assembled by hydrogen bonding, the thread was capped in the
macrocycle and stoppered by two porphyrins.207 The macrocycle functionalized with the hydrogen
bond template and butadiene sulfone. Then, C60 was added to the macrocycle using Diels–Alder
cycloaddition, as 1,3-butadiene was generated in situ from butadiene sulfone.

Other structures known as pseudorotaxanes, analogous to rotaxanes but with none, or only one
stopper, have also generated a lot of interest (Figure 3.6). These assemblies are not interlocked, so
both the thread and the macrocycle are free to dissociate. The first pseudorotaxane bearing a
fullerene was published in 1999.208 It was prepared by complexation between two C60 units func-
tionalized via Bingel. One of them was functionalized with a crown ether, while the other one was
functionalized with a secondary amine. The secondary amine was transformed into an ammonium
salt. Then the fullerene crown ether bound the ammonium salt and the association constant was
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determined by NMR as Ka � 970 M�1. An interesting feature regarding the reversibility of these
systems should be highlighted. When the fullerene ammonium salt was complexed with dibenzo-
24-crown-8, the fluorescence of the macrocycle was quenched by proximity of the fullerene. Then,
in the presence of a base the ammonium salt was transformed in the free base and the two units dis-
assembled switching “on” the fluorescence of the system.

Similar systems have been successfully prepared by coordination of fullerene ammonium salts
with phthalocyanine209,210 (Figure 3.11) and porphyrin211 crown ethers. The association constants,
respectively, were Ka � 153,000 and Ka � 375,000 M−1, such high values can be associated with the
stabilization of the supramolecular complex by π-stacking interactions between the heterocycles and
C60. The quenching of the fluorescence of both the phthalocyanine and the porphyrin was observed.

3.3.2 NANORINGS, PEAPODS

New supramolecular motifs of fullerenes with concave–convex structures have been developed very
recently by π-stack interactions. It comprises interactions between fullerenes and different curved
carbon structures, such as nanorings or nanotubes. Both structures have π-orbitals oriented radially,
as well as the fullerenes.

Nanorings are closed loops formed by conjugated π-orbitals. They are very interesting from the
point of view that they can host different molecules depending on the size of the ring. Fullerenes can
be hosted by nanorings as shown by Kawase and Oda.212 They prepared [6]- and [8]paraphenyle-
neacetylene and studied their complexation with C60 and with bis(ethoxycarbonyl)methanofullerene.
The experiments with C60 showed the formation of a 1:1 supramolecular complex with [6]para-
phenyleneacetylene (Figure 3.12) and the association constant was determined (Ka � 16,000 M−1).
The same measurements were attempted with bis(ethoxycarbonyl)methanofullerene but the changes
in absorption were too small to measure a reliable association constant. On the other hand, it was
possible to obtain an X-ray structure from the fullerene monoadduct and [6]paraphenyleneacetylene,
confirming the structure of the complex. The experiments with [8]paraphenyleneacetylene showed
none or very small complexation with C60.
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In a different article from the same authors,213 the complexation of C60 and C70 with [6]- and
[7]paraphenyleneacetylene was studied. Also other complexation studies were carried out with the
novel isomers of [7]paraphenyleneacetylene that have 1,4- or 2,6-naphtylene units diametrically
opposed. The calculation of the association constants was attempted but they were too large to be
determined precisely (�5 � 104), which indicated that very stable complexes were formed.
Fluorescent measurements were carried out from these complexes, providing a lot of information
about the estimated relative stability of the whole series of rings with C60 and C70. The results were
consistent with the values of the association constants and also showed that the new naphtylene
nanorings are very efficient fluorescent sensors for fullerenes.

During the synthesis and purification of the different paraphenyleneacetylene and 1,4-naphtyle-
neacetylene nanorings, it was found that big rings could form inclusion complexes with smaller
rings.214 [6]Paraphenyleneacetylene could be inserted within the larger [9]paraphenyleneacetylene,
the association constant could only be determinated at –60°C (Ka � 340 ± 45 M−1). The same
behavior was observed with the analogous 1,4-naphtyleneacetylene nanorings showing much
higher association constants at –60°C (Ka � 11,000 ± 1400 M−1) because of the larger contact area.
In order to prepare complexes including fullerenes, C60 was first included within the smaller ring as
done in previous experiments and subsequently these complexes were then assembled with the
larger ring. NMR experiments proved the formation of these onion-type complexes (Figure 3.13).
The association constants could only be calculated for the [9]paraphenyleneacetylene⊃
([6]paraphenyleneacetylene⊃C60) complex at –60°C (Ka � 410 � 80 M�1).

Other interesting structures known as carbon peapods have been developed in the last years.
Carbon peapods are single-walled carbon nanotubes (SWCNTs) that are filled with fullerenes
(Figure 3.14). They are considered as a new supramolecular carbon allotrope. Carbon peapods were
first reported in 1998215 when they were detected by high-resolution transmission electron
microscopy (HRTEM) as side products during the production of carbon nanotubes. Since then, sev-
eral methods for the efficient filling of empty SWCNTs have been developed.

The first production method was reported by Luzzi and Smith in 2000.216 Carbon peapods were
prepared from raw nanotubes produced by pulsed laser vaporization. Several defects (such as side-
wall holes and open ends) were introduced on the surface of the nanotubes by refluxing the mate-
rial in nitric acid, thus facilitating the insertion of fullerenes. Subsequently they were annealed at
high temperatures and low pressures. C60 was only inserted in 1.3 to 1.4 nm diameter SWCNTs that
are the only ones that permit the preferred graphitic 0.3 nm van der Waals separation between the
fullerene and the nanotube.

Endohedral fullerenes such as Ce@C82,
217,218 Gd@C82,

219 Dy@C82,
220 La@C82,

221 Sm@C82,
221

Ti2@C82,
222 La2@C82,

223 and Gd2@C82,
224 have been introduced in carbon nanotubes. Different

motions have been observed by HRTEM of peapods containing Ce@C82.
217 The images showed the

translational motion of the fullerenes inside the nanotubes, as well as rotation of the fullerene units.
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Yudasaka and coworkers225 introduced two very interesting and simple methods that do not
require extreme conditions for the preparation of carbon peapods. These processes are known as
nano-extraction and nano-condensation and are easy to apply and require no special skills. First,
commercial SWCNTs were treated under extreme condition to open holes in sidewalls and ends. In
nano-extraction, C60 crystallites were sonicated in ethanol, then the nanotubes were added to the
solution and left at room temperature for 1 day. TEM images showed (C60)n@SWCNTs in a 50 to
70 filling percentage. The success of this method relies on the high affinity of the fullerenes for the
nanotubes that was enhanced by the medium, due to the low affinity of the SWCNTs and C60 to
ethanol. In nano-condensation, SWCNTs were deposited on a grid surrounded by filter paper. After
the addition of a saturated solution of C60 in toluene the SWCNTs were filled in a 50 to 70% as
estimated by TEM, in only a few seconds. The mechanism of this process was not completely
understood. These two methods demonstrated that high temperatures are not needed for filling
SWCNTs, therefore other molecules that are not stable to sublimation or evaporation temperatures
could also be inserted.

Briggs and coworkers218,226 have discovered that SWCNTs can be filled with fullerenes in
supercritical fluids using low temperatures (30 to 50°C). These low-temperature conditions allowed
to fill the SWCNTs with empty, endohedral, and functionalized fullerenes. Nanotubes were pro-
duced by the arc discharge method. During purification, the ends were opened and also sidewall
holes were introduced. Then a mixture of nanotubes and C60 was exposed to pressurized supercrit-
ical CO2 to 150 bar at 50°C and the cycle was repeated six times yielding (C60)n@SWCNTs in an
~70% filling factor. The general applicability to this filling procedure has been demonstrated by the
introduction of different functionalized fullerenes such as C61(COOEt)2 or Er3N@C80. However,
experiments226 carried with C61(COOH)2 showed that the fullerene derivative was preferentially
coordinated outside the SWCNTs rather than forming peapods. Supercritical CO2 showed to facil-
itate the penetration of the fullerene derivatives inside the nanotubes by different factors. These
include (1) low solvation of both fullerenes and SWCNTs, (2) low viscosity and lack of surface ten-
sion that promote the solvent to flow through the nanotubes without being encapsulated, thus leav-
ing free room for the insertion of fullerenes, and (3) clean the surface and the holes as well as
separates the nanotube bundles.
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3.3.3 SUPRAMOLECULAR ASSEMBLIES WITH PORPHYRINS

Surprisingly, fullerene derivatives can form complexes with planar electron-rich macrocycles, such as
porphyrins. The association between fullerenes and porphyrins was first observed by x-ray crystal-
lography in a covalently linked fullerene–porphyrin.227,228 Since then, a variety of x-ray structures
from co-crystals of different fullerenes and porphyrins have been reported.229,230 The nature of the
supramolecular interactions between these two units is not fully understood. It has been suggested that
the association can be due to van der Waal interactions229,231 to electrostatic interactions,232 and to
charge-transfer interactions.233,234 Theoretical calculations235 showed that the electrostatic interactions
contribute approximately with 50 to 60% of the total attractive interactions. Also, a charge transfer
contribution of about 0.10 to 0.14 electrons from the porphyrin to the fullerene was observed. More
importantly, the high affinity of fullerenes and porphyrins was not only observed in the solid state, but
also in solution as shown by upfield shifts in both 1H-and 13C-NMR experiments in toluene.229

These results stimulated furthermore, and new porphyrin hosts were designed and synthesized
for binding fullerenes. A type of bis-porphyrin systems, known as “porphyrin jaws,” were prepared
by Reed and coworkers.236 The complexation of several “jaws” with fullerenes was studied both in
solid state and in solution. The most successful binding was obtained with a palladium-based “jaw”
(Figure 3.15) as observed by MALDI mass spectrometry. Also, mass spectrometry experiments
with mixtures of fullerenes were carried out, showing the different affinities. Association constants
around 490 to 5200 M�1 were determined between bis-metalated porphyrin “jaws” and C60 using
NMR. The highest association constant was obtained for the free bis-porphyrin.

Novel supramolecular peapod systems237 have been developed using dendrimeric “jaws.” Once
the porphyrin “jaws” complexed with C60 or C70, the hexacarboxylic porphyrins polymerized unidi-
rectionally through hydrogen bond dimerization of the side acid functionalization affording the
supramolecular peapods with the dendrimeric envelope. The fibers observed by TEM displayed a con-
stant diameter of 12 to 15 nm, which agreed with the diameter estimated from the molecular model.

Cyclic porphyrin dimers show high affinity for C60 (Ka � 670,000 M−1) (Figure 3.16).238

Dendrimeric systems containing this cyclic bis-porphyrin dimers have also been prepared.239 The high
affinity of this system for fullerenes was observed even with the high branched dendrimers for both C60

(Ka � 15,000 M−1) and C70 (Ka � 230,000 M−1). Different lengths with bis-porphyrin cyclic hosts have
been investigated240 in order to separate different fullerenes from fullerene mixtures obtained directly
from the carbon-soot method. The extraction experiments showed that the different size bis-porphyrin
hosts extracted selectively the higher fullerenes as was verified by HPLC–MS. The association con-
stants were calculated by spectroscopic titration showing 118 and 16 times larger affinities for C96

(Ka � 3.0 � 107 M−1) that those obtained for C60 (Ka � 5.1 � 105 M−1) and C70 (Ka � 1.3 � 107 M−1).

3.3.4 COMPLEMENTARY HYDROGEN BONDED SUPRAMOLECULAR SYSTEMS

Complex supramolecular architectures can be prepared by complementary hydrogen-bond
donor–acceptor systems. Hydrogen bonds not only provide a high directionality and selectivity, but
also introduce the possibility of multiple bonding in complementary donor–acceptor patterns, thus
increasing the stability and the selectivity of the supramolecular system.

Hummelen241 and Martin242 pioneered the introduction of self-complementary hydrogen bond
patterns in functionalized fullerenes. Quadrupole hydrogen bond motifs based on 2-uridopyrimidin-
4-ones, were used to prepare self-assembled fullerene dimers (Figure 3.17). The dimers were suc-
cessfully assembled and a high association constant was measured (Ka � 1 � 106 M−1).241 Moreover,
a fluorescence quench of 50% was observed in the assembled dimer.242 On the other hand, an
enhancement of the fluorescence was detected when disrupting hydrogen bond solvents were added.
These results evidenced the strong electronic coupling occurring through the hydrogen bond.

More sophisticated systems have been prepared following the quadrupole hydrogen bond strat-
egy. Fullerenes were assembled with oligo(p-phenylenevinylene)s (OPVs), the photo- and electro-
chemical properties of these new materials with applications in the field of plastic solar cells, were
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studied (Figure 3.18).243,244 Additionally, C60 was functionalized with two 2-uridopyrimidin-4-one
moieties, which self-assembled as a linear supramolecular fullerene polymer245 as well as other
motifs with bis-functional OPVs.246

Hydrogen bond assemblies are not restricted to 2-uridopyrimidin-4-ones motifs. In an elegant
example from Martin and collaborators,247 a wide variety of fullerene–tetrathiafulvalene systems
was prepared through complementary recognition between carboxylates and guanidinium salts by
donor–donor/acceptor–acceptor hydrogen bond motifs (Figure 3.19).
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FIGURE 3.15 Porphyrin jaws. Left: Side view. Right: Top view.

FIGURE 3.16 C60–porphyrin dimer complex. Left: Side view. Right: Top view.
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3.4 APPLICATIONS

In the last few years, scientists have employed the different methodologies for the functionalization of
fullerenes, as well as the different types of supramolecular interactions to build a variety of very inter-
esting molecular architectures with efficient applications. In the next section, some of the most prom-
ising fields of application of fullerene-containing systems will be summarized. The inherent photo- and
electrochemical properties of fullerenes have played an active role in the performance of the system.

3.4.1 DONOR–ACCEPTOR SYSTEMS

The research on donor–acceptor systems involving fullerenes has attracted a lot of attention, as they
can be used as artificial photosynthetic systems to transform light into chemical energy.
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The simplest systems, known as dyads, can be described as the result of two units, an electron
donor (D) and an electron acceptor (A), linked together through covalent or noncovalent interac-
tions. After photostimulation,248 the charge transfer is induced between the two units leading to a
charge-separated state where the energy is stored (Figure 3.20).

An important feature that should be taken into account is the lifetime of the charge-separated state
formed. The excited state should be sufficiently long-lived to be converted into chemical energy. In
order to increase the lifetimes, C60 has been widely used as an electron-acceptor unit, not only because
of the high electron affinity7−9 but also because of the high delocalization of the electron in the three-
dimensional π-system and its small reorganization energy.249 Other factors such as the rate of charge
recombination, affect directly the lifetime of the charge-separated state. Therefore, the selection of the
linker (or spacer) between the two units is very important. It controls the distance, the orientation, and
the electronic coupling between the two units, and thus the electron transfer and the rate of charge
recombination. Depending on the nature of the linker, covalent or noncovalent, both the electron trans-
fer and the charge recombination can occur through bond or through space.

Additionally, a wide range of electron donors has been explored and they will be reviewed in
the following sections.

3.4.1.1 Dyads Containing Photoactive Electron Donors

Electron transfer takes place easily between fullerenes and heterocycles that absorb light in the vis-
ible region of the spectrum, such as porphyrins, phthalocyanines, and subphthalocyanines.

Porphyrin dyads have been by far the most investigated systems.250–253 Dyads linked through
covalent spacers have been constructed and investigated. In some architectures, the porphyrin was
linked close to the fullerene254–262 or forced apart.159,263–265

1,3-Dipolar addition was used to prepare architectures bearing porphyrins in position 2 of fulleropy-
rrolidines.254–256 These systems have shown the longest lifetimes reported in dyads to the moment 
(230 µsec at 25°C)255 and have been highlighted for their simplicity and effectiveness (Figure 3.21).266

Strapped and parachute-like fullerene–porphyrin architectures have been prepared via Bingel
with flexible linkers that allow the porphyrin to get very close to the fullerene.258–262

Other systems have been assembled by means of supramolecular interactions in rotaxane archi-
tectures,202,203,207,211 in sandwiched π-stack complexes229–234,236–240 or by metal coordination.267–271

A zinc tetraphenyl porphyrin (Zn(TPP)) was noncovalently linked to a C60 derivative via axial
pyridine coordination to the metal (Figure 3.22).267–270,272 Photoexcitation of the Zn-complex led to
electron transfer with very long lifetimes of the charge-separated pairs as revealed by optical
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spectroscopy and confirmed by time-resolved electron paramagnetic resonance spectroscopy. Similar
fulleropyrrolidine complexes, including also porphyrins covalently linked have been reported.269–271

Phthalocyanines and subphthalocyanines have been used for the construction of different effi-
cient dyads. Once more, the most straightforward approach involved 1,3-dipolar addition yielding
fulleropyrrolidines substituted with phthalocyanines in position 2.154,273,274 Various pseudorotaxane
architectures were prepared by Torres and collaborators209,210 (Figure 3.11, see Section 3.3.1). The
most notorious properties of these systems relied on the possibility of switching “on” and “off”
the electron transfer by the addition of acid or base. Under acidic conditions the fullerene ammo-
nium salt complexed with the phthalocyanine crown ether allowing photoinduced electron trans-
fer between the two units. While under basic conditions the two units are apart and no electron
transfer took place.

A wide variety of substituted suphthalocyanines275,276 has been assembled by complexation with
2-phenony-substituted fulleropyrrolidines. The peripheral substitution in the subphthalocyanine
moiety led to the tuning of the electron-donating properties of the dyads.

3.4.1.2 Dyads Containing Nonphotoactive Electron Donors

Donor–acceptor systems can be also prepared using nonphotoactive electron donors such as
tetrathiafulvalene277 (TTF) and ferrocene units. In this case, the fullerene unit (electron acceptor)
gets excited by light irradiation to its singlet state, while the electron donor does not absorb light
and remains in its ground state, this is followed by electron transfer.248

The first synthesis of C60–tetrathiafulvalene dyads was done via 1,3-dipolar cycloaddition by
using the appropriate azomethine ylides substituted with a tetrathiafulvalene unit as electron donor
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(Figure 3.23).278,279 These were followed by more sophisticated approaches that had highly
conjugated tetrathiafulvalene units linked to C60 skeleton (Figure 3.23).280 The idea for synthesizing
such π-extended-tetrathiafulvalenes stemmed from their ability to form stable dication species that
introduced electrical and magnetic properties, in sharp contrast with simple tetrathiafulvalenes that
are known to form only stable radical cations.281,282 However, in the early dyads, no electronic inter-
actions between the donor–acceptor units were observed.283

When the redox units were attached via Diels–Alder cycloaddition,284–286 efficient electron- and
energy transfer took place between the active units of the system by a through-bond coupling mech-
anism (Figure 3.23).

Electron transfer events were also detected when C60 was functionalized by 1,3-dipolar addi-
tion, using azomethine ylides283,287 with vinyl spacers bearing TTF moieties, along with azides bear-
ing TTF 288 and π-extended-TTF units (Figure 3.23).289

Other examples of active dyads bearing TTFs functionalized by Bingel-type adducts were
reported.290

Recently, a variety of supramolecular C60–TTF dyads have been assembled through comple-
mentary recognition between guanidinium salts and carboxylic acids, through donor–donor–accep-
tor–acceptor hydrogen bond motifs.247 Eight different dyads were prepared and studied displaying
different functional groups and spacers (Figure 3.19, see Section 3.3.4). Intramolecular electron
transfer occurred between the two units but this was not observed when solvents that disrupt hydro-
gen bonds were added. Alternatively, intermolecular electron transfer was detected.
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Ferrocene (Fc) is another good example of electron donor that is not excited upon light irradiation.
Some fullerene–ferrocene dyads have been synthesized following the methodology of 1,3-dipolar
cycloaddition to C60, with either variable spacing building blocks or rigid linkers, in order to tune the
redox properties of the system.177,279,291–294 Another novel dyad that contained two covalently bound fer-
rocene units was recently synthesized via cyclopropanation of the fullerene core.295

Recently, liquid-crystalline fullerene–ferrocene dyads296 were prepared by 1,3-dipolar additions
leading to fulleropyrrolidines bearing functionalized fullerene unit and a mesomorphic dendrimer.
Photoinduced intramolecular electron transfer was observed (Figure 3.24).

3.4.1.3 Polyads

More complicated systems bearing more than two electroactive units have been built and stud-
ied.252,297 In this case, the donor–acceptor systems are called triads, tetrads, pentads, hexads, etc.,
depending on the number of electroactive units that can work both as donors and acceptors. The
objective is to build an optimal distance for long-lived charge-separated states by means of a series
of short distance and efficient electron transfer events.

A variety of triads and tetrads displaying combinations of fullerenes, porphyrins, Zn-porphyrins,
and ferrocenes were synthesized and studied by Imahori and collaborators. In a very elegant work,
ZnP–H2P–C60 (Figure 3.25) was synthesized and investigated.298,299 After photostimulation, energy
transfer took place from the ZnP to the H2P followed by an electron transfer from the excited H2P to
C60 giving a long distance charge-separated state.

Analogous Fc–ZnP–C60 and Fc–H2P–C60 (Figure 3.25) triads that contain a terminal ferrocene
unit299,300 were prepared and examined. When irradiated, two consecutive electron transfers took
place. First from the porphyrin to C60 and then from the ferrocene to the porphyrin leading to the
charge-separated state. By combination of these two systems, a tetrad was reported,301 which
showed the longest charge-separated state to date, as the product of a sequence of energy and mul-
tistep electron transfer events (Figure 3.25). 

Novel multicomponent polyads have been prepared and analyzed, based on linear302,303 and
branched304 multiporphyrin polyads (Figure 3.26), including a ferrocene–multiporphyrin 
pentad.305

Multiple donor–acceptor systems containing TTF have been also explored. These include 
porphyrin–C60 triads bearing terminal TTF306 and π-extended-TTF307 moieties (Figure 3.27).

Series of triads based on a terminal π-extended-TTF unit linked to C60 through a
polyphenylenevinylene (PPV) molecular wire have been recently reported.308 After light irradiation,
electron transfer occurred leading to a 40 Å charge-separated state (Figure 3.28).

3.4.2 PLASTIC SOLAR CELLS

Fullerenes participate in the formation of charge-transfer complexes with weak electron donors, such
as conjugated polymers. Upon photoexcitation, electron transfer takes place between the S1 excited
state of the polymer and the more electronegative C60.

309 The addition of C60 to conjugated polymers
increased the photoconductivities310,311 to a large extent, as a result of the photoinduced electron
transfer. Due to these properties, fullerene-based plastic solar cells have shown as one of the most
promising applications of these composite materials. This field has been extensively reviewed.312,313

In the first example,309 C60 was added to PPV and electron transfer occurred from the excited
state of the polymer to C60. It was observed that the charged-separated state was long-lived enough
to allow the charges to migrate to the anode and the cathode, and thus the first fullerene-based
photodiode was constructed.314 Nevertheless, the interactions between the acceptor and the donor
were limited by the flat geometry of the interface. When functionalized fullerenes were adopted, the
photodiodes displayed better photoconversions.146,315–317 The use of functionalized fullerenes
decreased the aggregation and increased the interaction with the soluble conjugated polymer
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enhancing the generation of a photocurrent circuit.312,315 Also, it has been shown that the morphology
of the so called “bulk heterojunction” has a very important influence in the power conversion effi-
ciency.317 Hence, diverse strategies have been proposed to improve the processibility of functional-
ized fullerene materials and obtain their intimate mixing with conjugated polymers to control both
electronic and morphological properties.

1-(3-methoxycarbonyl)-propyl-1-1-(6′6)C61 (PCBM) has been widely used as acceptor in mul-
tiple bulk heterojunction solar cells. More recently, new fullerenes acceptors were studied includ-
ing DPM-12318 and mixtures of isomers of [70]PCBM.319

In more detail, the following systems have already been designed and tested to a great extent as use-
ful photodiodes: (1) diblock-copolymers (i.e., conjugated donor block polymer plus fullerene-bearing
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block)320 and (2) conjugated oligomer–fullerene dyads with different conjugation length of the donor
moiety.321–328

Novel hybrid materials have been realized in which fullerenes participate in composite films with
π-conjugated polymer-electron donors such as oligothiophenes. Established studies have already
shown that the photoinduced electron transfer is rather enhanced between π-conjugated polymers
and fullerenes, while back electron transfer is considerably slower.309,316,329,330 Electrosynthesized
polythiophene with pendant fullerene substituents was recently obtained from the corresponding
bithiophene–fulleropyrrolidine dyad.331 The novel described material has the potential of a double-
cable polymer, heavily loaded with fullerene electron-conducting moieties.

Studies dealing with the incorporation of conjugated oligomeric units in fullerene dyads systems
have been increased, especially after the observation of electron transfer from conducting oligomers (or
polymers) to C60.

309,332 Some further examples on such materials involved the construction of
organofullerene materials in which two oligo-phenylenevinylene,333 or two oligo-thienyleneviylenes334

units, have been attached on the skeleton of C60 via a fused pyrrolidine ring. Further works utilizing
oligo-phenylenevinylenes335,336 and oligo-naphthylenevinylenes337–339 in fullerene hybrids systems have
been performed and found to possess intriguing physicochemical properties including singlet–singlet
energy transfer as well as intramolecular electron-transfer interactions.

Recently, self-assembly of complementary hydrogen bond motifs have been introduced in both
fullerenes and conjugated oligo(p-phenylenevinylene)s in order to control the morphology of the
fullerene–oligomer mixture and obtain better photoconversions.243,244,246

3.5 CONCLUSIONS

The organic functionalization of C60 has produced a wide range of derivatives, which retain the basic
properties of pristine fullerene. Among the many possible reactions available, cycloadditions have
been most widely used, along with cyclopropanation (nucleophilic) reactions. The products have
now improved the solubility and processibility and can be used in several applications including
electron-transfer reactions, liquid crystals, polymers, dendrimers, and solar cells. The continuous
evolution of fullerene science and technology, accompanying the progress obtained in the function-
alization chemistry, has led to the production of more and more compounds that open new horizons
in the potential applications of these fascinating molecules.
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4.1 INTRODUCTION

Carbon nanotubes were discovered in 1991 as a minor byproduct of fullerene synthesis [1].
Remarkable progress has been made in the ensuing 14 years, including the discovery of two basic
types of nanotubes (single-wall and multiwall); great strides have been taken in their synthesis and
purification, elucidation of the fundamental physical properties, and important steps are being taken
toward realistic practical applications. 

Carbon nanotubes are long cylinders of 3-coordinated carbon, slightly pyramidalized by curvature
[2] from the pure sp2 hybridization of graphene, toward the diamond-like sp3. Infinitely long in prin-
ciple, a perfect tube is capped at both ends by hemi-fullerenes, leaving no dangling bonds. A single-
walled carbon nanotube (SWNT) is one such cylinder, while multiwall tubes (MWNT) consist of
many nested cylinders whose successive radii differ by roughly the interlayer spacing of graphite (see
Figure 4.1 in the chapter by Du and Winey [3]). The minimum diameter of a stable freestanding
SWNT is limited by curvature-induced strain to ~0.4 nm [4]. MWNT may have outer shells �30 nm
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in diameter, with varying numbers of shells, affording a range of empty core diameters. Lengths up to
3 mm have been reported [5]. Nanotubes are distinguished from less-perfect quasi-one-dimensional
carbon materials by their well-developed parallel wall structure. Other elements too can be made into
nanotubes, so one often encounters the term “SWCNT” to distinguish them from noncarbon tubes,
i.e., BN, BCN, metal dichalcogenides [6]. The unique feature of carbon nanotubes is that they exist in
both metallic and semiconducting varieties, a blessing or a curse depending on the context.

SWNTs can be conceptualized as seamless cylinders rolled up from graphene rectangles 
(cf. Figure 4.1), or as cylindrical isomers of large fullerenes. C70 is the smallest nanotube; compared
with C60 it contains an extra belt of hexagons normal to the fivefold axis of the hemi-C60 caps.
Adding more belts leads to longer tubes of the metallic (5,5) armchair category as defined later.
According to theory, cylindrical fullerene isomers are less stable than the more nearly spherical
ones because the 12 pentagons necessary to ensure closure are localized on the two caps. This
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Zigzag

Chiral

Armchair

FIGURE 4.1 Schematic representation of the relation between nanotubes and graphene. The three rectangles
can be rolled up into seamless nanotubes; the short side, referred to as the roll-up vector R, becomes the cir-
cumference. R � na
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� ma
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, is a graphene 2D lattice vector, where a

1
and a

2
are unit vectors. Integers n and

m uniquely define the tube: diameter, chirality, metal vs. semiconducting nature, and band gap, if semicon-
ducting. In a bulk polydisperse sample consisting of a distribution of diameters, the larger the average diame-
ter, the greater the number of n, m pairs that will satisfy the seamless roll-up condition.
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results in strain concentrations at the ends of closed tubes, which in turn makes it easier to perform
additional chemistry on the ends than on the sidewalls [7].

There exist many quasi-one-dimensional all-carbon structures, which are neither SWNT nor
MWNT. Composite materials reinforced with carbon or graphite fibers are often used in sporting
goods, high-performance aircraft, and other applications where high stiffness and lightweight are
required. Companies such as Hyperion sell commodity quantities of vapor-grown carbon fibers as
conductivity additives for paints and plastics. Carbon nanohorns have received a good deal of atten-
tion lately as catalyst supports, fuel cell, and battery electrodes [8]. Such materials lack the atomic
perfection of nanotubes, but are nonetheless crucially important in science and industry.

The discovery and rapid evolution of carbon nanotubes has played a major role in triggering the
explosive growth of R & D in nanotechnology. Many of the early lessons learnt carried over to rapid
developments in inorganic semiconductor nanowire science and engineering, in particular, field
effect transistor (FET)-like switching devices, and chemical and biological sensors. The nanotube
field per se has fanned out to encompass molecular electronics, multifunctional composites, flat-
panel display technology, high-strength lightweight structural materials, nanoscale metrology (mass,
heat, functional scanning probe tips, etc.), and others. In this chapter, I attempt to provide a broad-
brush introduction to the materials responsible for all this excitement. My selection of sources is per-
sonal. Apologies in advance to friends, colleagues, and others whose work I fail to mention.

This chapter is a survey of the physical properties of carbon nanotubes, with emphasis on
macroscopic assemblies of engineering interest. The important subjects of synthesis, purification,
and composite materials are covered elsewhere in this volume [3,7]. Contact is made with single-
tube properties where appropriate; an obvious issue is the extent to which properties of macroscopic
material approach those of ideal individual tubes. Materials scientists will immediately note with
dismay the paucity of information relating to defects and their influence on properties. In this
important arena theory and simulations are far ahead of experiments. Atomic-scale defects may be
at the resolution limit of high-resolution transmission electron microscopy (HRTEM). Their pres-
ence can be inferred from the breakup of individual tube device characteristics into multiple quan-
tum dots defined by defect-related internal barriers [9].

4.2 STRUCTURE

We start the discussion by considering a single isolated tube. Is it a molecule? If so, we might be able
to dissolve it in order to perform high-resolution 13C NMR, the method which proved that the car-
bons in C60 were all equivalent, thus confirming the soccer-ball structure. So far, no true solvent for
pristine nanotubes has been found. The surfactants, or chemical functionalization, necessary to obtain
stable suspensions must perturb the intramolecular structure however slightly. Worse yet, we still lack
even minute samples consisting of a single type of nanotube, so even if we had an NMR spectrum,
it would be impossible to interpret. HRTEM is a borderline technique for resolving individual carbon
atoms 0.14 nm apart. Electron diffraction from a single tube is possible in principle. The most con-
vincing images are from scanned probe microscopy at low temperatures. The example shown in
Figure 4.2(a) has a screw axis and “handedness” like DNA, and is referred to as a chiral SWNT.

4.2.1 SINGLE-WALL TUBES, BUNDLES, AND CRYSTALLINE ROPES

An SWNT can be envisioned as a narrow rectangular strip of nanoscale graphene “chicken wire”
with carbon atoms 0.14 nm apart at each apex, rolled up into a seamless cylinder 1–10 nm in diam-
eter and as long as several micrometers. “Graphene” refers to a monolayer of sp2-bonded carbon
atoms. Several possibilities for legal strips, those that will roll up seamlessly, are shown in Figure
4.1. Because the length and width of legal strips are “quantized,” so too are the lengths and diame-
ters of the tubes. The short side of the rectangle becomes the tube diameter and therefore is “quan-
tized” by the requirement that the rolled-up tube must have a continuous lattice structure. Similarly,
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the rectangle must be properly oriented with respect to the flat hexagonal lattice, which allows only
a finite number of roll-up choices. The longer the short side, the larger the tube diameter and the
larger the number of choices. Two of them correspond to high-symmetry SWNT; in “zigzag” tubes
(top), some of the C–C bonds lie parallel to the tube axis, while in “armchair” tubes (bottom left),
some bonds are perpendicular to the axis. Intermediate orientations of the rectangle produce chiral
tubes when wrapped, as in Figure 4.2(a).

The different wrappings have profound consequences on the electronic properties. The allowed
electron wave functions are no longer those of the unwrapped infinite two-dimensional graphene;
the rolling operation imposes periodic boundary conditions for propagation around the circumfer-
ence, the consequences of which depend on the symmetry. This is the reason why SWNT can either
be metallic or insulating.

SWNT in close proximity can self-assemble into more or less close-packed parallel arrays,
referred to as ropes or bundles according to whether the arrays are well ordered or not, respectively.
These can be directly visualized in the electron microscope when a rope accidentally curves upward
from the grid such that the focal plane cuts normally through the rope, as shown in Figure 4.2(b). The
driving force is the van der Waals (vdW) attraction, amplified by the considerable lengths involved.
Figure 4.2(b) shows a well-ordered rope consisting of ~100 tubes with similar diameters. In princi-
ple there is no limit to the number of tubes per rope, while the perfection of the 2D organization is
directly related to the diameter polydispersity and thus to the synthesis method. The 2D triangular
lattice implied by Figure 4.2(b) has been studied quantitatively using x-ray, neutron, and electron dif-
fraction. Data analysis for materials containing highly ordered ropes has advanced to the point that
diameter dispersivity, finite size, and the filling of the interior lumen can all be accounted for.

72 Nanomaterials Handbook

FIGURE 4.2 Single-wall carbon nanotube images at different length scales. (a) Scanning tunneling micro-
scope image of a chiral SWNT (image by Clauss, W.); (b) HRTEM image of a nanotube rope (from Thess, A.
et al., Science 273, 483 (1996), with permission); (c) tangled spaghetti of purified SWNT ropes and bundles
(Smalley, R. E., website).
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Long-range order in three dimensions is generally frustrated. The 2D close-packed lattice
imposes threefold rotational symmetry, while the point symmetry normal to the molecular axes will
be modulo 3 only in special cases. This observation has important consequences for the nature of
electronic tube–tube interactions in macroscopic materials.

Crystalline ropes are observed in some raw nanotube soots; others show TEM evidence for
bundles, but with little or no 2D diffraction intensity. Crystallinity can often be improved by anaer-
obic thermal annealing, which is generally interpreted as minor rearrangements of misaligned tubes
in a bundle, as opposed to grain growth by long-range migration of individuals accreting onto a
small primordial rope. Purified bulk material resembles a spaghetti of nanotube ropes depicted in
the SEM image in Figure 4.2(c).

Van der Waals bonding among the tubes in a rope implies that the equation of state should be
closely related to those of graphite and solid C60 (similar bonding in 2, 1, and 3 directions, respec-
tively [10]). The compressibility in a hydrostatic diamond anvil-cell environment, as determined by
x-ray diffraction, is not consistent with the trend established by the other two carbon isomorphs,
suggesting that the tubes become polygonalized into hexagonal cross sections at rather modest pres-
sures [11]. The volume compressibility has been measured up to 1.5 GPa as 0.024 GPa�1. The
deformation of the nanotube lattice is reversible up to 4 GPa, beyond which the nanotube lattice is
destroyed. Similarly, the thermal expansion of the 2D triangular lattice [12] of the rope does not fol-
low the pattern of interlayer graphite and FCC C60. One possibility is that the circular cross section
of a tube is only an idealization, with the time-averaged cross-sectional shape changing with tem-
perature due to thermally driven radial fluctuations.

4.2.2 MULTIWALL TUBES

Multiwall tubes have two advantages over their single-wall cousins. The multishell structure is
stiffer than the single-wall one, especially in compression. Large-scale syntheses by enhanced
chemical vapor deposition (CVD) processes are many, while for single-wall tubes, only the Rice
HiPco process appears to be scaleable. The special case of double-wall tubes is under intense inves-
tigation; the coaxial structure of two nested tubes is well defined by the synthesis conditions, and
large enhancement in stiffness over the single wall has already been achieved [13]. Multiwall struc-
tures are intrinsically frustrated since it is impossible to satisfy epitaxy simultaneously, or compat-
ibility of wrapping indices (n, m) on adjacent shells, with the very strong tendency to maintain the
intershell spacing close to that of the graphite interlayer spacing of 3.35 Å. Experimentally, the
intershell correlations in MWNT are characteristic of turbostratic graphite in which the ABAB
stacking order is severely disrupted [14].

Are multiwall tubes really concentric “Russian doll” structures, or are they perhaps scrolled? A
minority of TEM studies suggests scrolling by virtue of observing n and n�1 graphene layers on oppo-
site sides of the MWNT. One such example [14] is shown in Figure 4.3. On the other hand, attempts to
intercalate bulk MWNT samples result in destruction of the cylindrical morphology, which would not
be the case if the MWNT were a continuous graphene sheet rolled into a seamless scroll [15].

Several unique features of multiwall tubes should be noted here. Hydrothermal synthesis results
in water-filled tubes, a natural model system for studying 1D nanofluidics and exploiting these as
nanoreactors [16]. Synthetic methods can be adapted to allow direct fiber production from the pri-
mordial soot or the hot reactor plume [17,18], or by twisting fibers from vertically aligned MWNT
grown as a carpet-like array on a substrate [19,20]. Current pulses, through individual MWNT, con-
trollably remove one shell at a time, permitting the custom construction of devices to order, with
metallic or semiconducting outer shells [21].

4.2.3 MACROSCOPIC NANOTUBE MATERIALS

Individual nanotubes can be used to construct electronic devices, gas and biosensors, sensitive
nanobalances, NEMS resonators, scanning probe tips, etc. [22]. As the cost of production decreases
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with time, applications involving macroscopic nanotube-derived materials become feasible. Such
materials should obviously be strong and lightweight. Prospects for replacing traditional materials
rest on opportunities to design in multifunctional combinations of mechanical, electrical, thermal,
dielectric, magnetic, and optical properties.

Macroscopic nanotube materials are available in many forms: compressed random mats of raw
or purified soot, filter-deposited foils (“buckypaper”) [23], spin-coated or solvent-cast films [24],
and various forms of all-nanotube [25,26], or composite [3,27] fibers. Property optimization for
these complex materials depends on many factors. For example, the degree of preferred nanotube
orientation within a macroscopic body determines the extent to which one takes advantage of the
excellent but anisotropic intrinsic nanotube properties. Another major factor is the macroscopic
density. This is important from several aspects. Empty space means missing material in the body,
such that most properties will never be optimal. On the other hand, porosity on different length
scales can be useful, e.g., for perm-selective membranes, fast diffusion for ionic conduction in elec-
trochemical devices [28], and tailored nanoporosity for filtering, storage, or sequestration of spe-
cific molecular-scale analytes.

Materials of SWNT can be partially aligned by mechanical shear [15], anisotropic flow [3,26],
gel extrusion [29], filter deposition from suspension in strong magnetic fields [30], or the applica-
tion of electric fields during or after growth [31]. Fibers exhibit axially symmetric alignment with
mosaic spreads of a few degrees in composites [3], and as low as 20° for all-SWNT post-stretched
gel fibers [25]. Ordinary filter-deposited or solvent-cast films exhibit substantial adventitious align-
ment of tube axes in the film plane due simply to the rather gentle landing of rigid sticks on a flat
surface [32].

The most complete characterization of the degree of alignment is obtained by combining the best
features of Raman scattering [33] and traditional x-ray fiber diagrams [34]. With two independent
experimental parameters, texture can be modeled as a “two-phase” system consisting of an aligned
fraction, characterized by the angular distribution of tube axes about the preferred direction, plus a
completely unaligned fraction to account for SWNT aggregates, which are insufficiently dispersed
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5 nm

FIGURE 4.3 HRTEM image of an MWCNT. The number of graphene layer images on the two edges of the
tube differs by 1, implying a scroll structure rather than the assumed-to-be-universal Russian doll morphology.
(From Lavin, J. G. et al., Carbon 40, 1123–1130 (2002), with permission.)
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to respond to the aligning field. The model distribution function, shown schematically in Figure 4.4,
is represented by a Gaussian “bugle horn” for the axially aligned fraction sitting atop a right-circu-
lar cylinder, which accounts for the unaligned fraction. X-ray two-dimensional fiber diagrams unam-
biguously give the Gaussian width from the azimuthal dependence of either a Bragg intensity or
form factor diffuse scattering if the material is not sufficiently crystalline. A similar method was pre-
viously applied to texture studies of oriented films and fibers of conjugated polymers [35]. This
approach can be applied to thin films cut into strips and carefully stacked in a capillary as well as to
fibers. Both geometries are shown schematically in Figure 4.5. Angle-dependent polarized Raman
scattering, using the x-ray-derived distribution width as input unambiguously gives the unaligned
fraction. This is because the resonantly enhanced Raman contribution from the SWNT contribution
dominates over all the other constituents of the sample [36], even at the 1% loading level [37]. An
example of this combined fitting approach is shown in Figure 4.6 for nanotube fibers extruded from
strong acid solution with no post stretching [34]. Here we deduce a mosaic distribution width of 55°
full-width at half-maximum (FWHM) and an aligned fraction of 90%. In the case of magnetically
aligned buckypapers, these parameters can be correlated with measurements of electrical resistivity
ρ and thermal conductivity κ parallel and perpendicular to the alignment direction [30]. Differences
between 7 and 26 T aligning magnetic fields give some clues about the alignment mechanism and
strategies for improving the process.

4.2.4 FIBERS

The best alignment achieved so far is in polymer–SWNT composites [3,27]. Here the “dope” consists
of either a polymer melt with SWNT dispersed at concentrations up to 10 wt%, or mixtures of poly-
mer and SWNT in the same organic “solvent.” This is extruded through a small orifice after twin-
screw mixing and then stretched by take-up spindles. The extensional flow through the orifice,
combined with shear flow during stretching, combine to yield FWHMs of the order of a few degrees
in the best cases [3]. SWNT–(poly)vinyl alcohol (PVA) composite fibers exhibit modest alignment as
extruded, but this can be greatly improved by controlled elongation prior to removal of the PVA by
heat treatment [25,38]. Nanotube fibers consisting mainly of MWNT can be obtained directly during
carbon arc synthesis [18], or by agglomeration as the tubes are pulled off a substrate [19]. Nothing
quantitative is known yet about the degree of alignment in these and related materials [20].

4.2.5 FILLED TUBES

Carbon soot produced by arcing in helium or laser ablation contains both fullerenes (mainly C60)
and nanotubes, the proportions varying with the amount of transition metal catalysts in the graphite
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FIGURE 4.4 Two-phase model for the axially symmetric distribution of nanotube axes in oriented fibers.
The inverted horn is the aligned fraction, characterized by an FWHM. The pillbox on top of which the horn is
positioned is the unaligned fraction, characterized by its volume relative to the total.
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electrode or target, as discussed previously. Acid purification of nanotube-rich soot reveals the pres-
ence of “peapods” — SWNT with chains of C60 inside [39], in substantial amounts [40], denoted
by “C60@SWNT.” It is now understood that acid etching opens holes in the SWNT, either by decap-
itation or creation of sidewall defects. Fullerenes and other species can diffuse in and be trapped by
annealing after filling [41]. Rational synthesis now achieves �80% filling routinely [42]. The
process has been extended to higher fullerenes [43], endofullerenes [44] and other substances [7].
We speculated early on that host–guest interactions might favor commensurate packings, in which
case the ideal container for C60 would be the (10,10) tube. The interior lumen is a good fit for C60

(vdW diameter ~1 nm), and, with armchair symmetry, exactly four “belts” of hexagons would be
commensurate with one C60 [45]. This turned out not to be important after all, implying very weak
interactions between the pea and the pod. There are indeed strong steric constraints on the tube
diameter, which will accept a perfect 1D chain [46], while there seems to be no effect of symmetry
on filling probability. Global filling fractions depend strongly on diameter dispersivity; HiPco tubes
have broad diameter distributions and generally give at best 50–60% filling.

Films of crystalline peapods exhibit unique “fiber diagrams” using the 2D detector (cf. Figure
4.5). Figure 4.7 shows an example of a detector image from such a film. Diffraction peaks from the
1D lattice of close-packed C60 peas are concentrated in the horizontal direction, perpendicular to
those from the 2D pod lattice. This separation is a consequence of the out-of-plane preferred ori-
entation; the sample is neither a “perfect powder” nor a single crystal, but rather a “mosaic crystal”
with identical orientation distributions exhibited by [0 0 L] and [H K 0] families of reflections [32].
The absence of mixed [H K L] indicates that the peas in different pods “float” along the tube axis

76 Nanomaterials Handbook

Film

Free-standing
films

Fiber

Substrate

z
y

x 

Film normal

X-ray beam

Capillary

(a)

(b)

FIGURE 4.5 Schematic of the experimental setup for measuring out-of-plane mosaic. The film plane is par-
allel to the incident x-ray beam. Out-of-plane preferred orientation results in azimuth (χ)-dependent
anisotropic scattering within the 2D detector plane, (a) and (b) refer to films and fibers, respectively.
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with respect to each other; there are no 3D correlations among peas in different pods [32,41]. Also
shown are radial cuts through 2D images of an unfilled control sample [0 0 L] I, the filled sample
[0 0 L] II, and [H K 0] III. Note that the filling of C60 into nanotubes significantly changes the dif-
fraction profile. The (0 0 1) and (0 0 2) peaks from the 1D C60 chains are easily detected. Filling
fractions can be obtained from detailed curve fits; these seem to be limited only by the diameter dis-
persion of the starting material, i.e., a real-world sample will always contain some tubes which are
too small to be filled [42,46].

One of the most significant developments in the peapod arena is their exploitation as precursors
to the formation of highly perfect double-wall nanotubes [13]. Thermal decomposition inside the
original SWNT container leads to rearrangement of broken bonds on near-neighbor tubes into a
smaller seamless cylinder whose diameter respects the usual vdW spacing requirement. This
process takes place at a temperature considerably below those of the amorphization of FCC C60 [47]
and enormously below the gas-phase decomposition temperature [48]. Clearly, the coordination and
packing environment in the condensed phase leads to facile destruction of the icosahedral molecule
by rather violent near-neighbor collisions, more effective in the 12-coordinated 3D solid than in the
2-coordinated chain structure of the “peas.”
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FIGURE 4.6 Combining x-ray fiber diagrams and angle-dependent polarized Raman scattering to solve the
texture problem in SWNT materials. (a) Background-subtracted X-ray counts, summed over different Q inter-
vals, every 1° in χ. Symbols represent data; smooth curves are fits to two Gaussians plus a constant. (b) Angle-
dependent polarized Raman data (open circles) and fits (solid curves). A two-parameter model was used, with
one (FWHM) fixed at the value determined from (a). (From Zhou, W. et al., J. Appl. Phys. 95, 649 (2004), with
permission.)
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The extent to which nanotube properties are affected by the endohedral doping is controversial
and will be discussed later.

4.2.6 NANOTUBE SUSPENSIONS

It is appropriate to conclude our discussion of structure in nanotube materials with a few words about
tubes in solution or suspension. These are important for fundamental and technological reasons.
Absorption spectroscopy of isolated tubes [49] reveals important aspects of their presumed simple
electronic structure and its dependence on tube diameter and symmetry as well as the importance of
excitonic and other higher order effects [50]. Nanotube suspensions also provide a unique system in
which to study rigid rod-phase behavior [51] and network formation at higher concentrations.
Furthermore, an improved understanding of suspension structure should lead to better control of
solution processes such as phase separation, chemical derivatization, control and improvement of
polymer/nanotube composite properties, and optimization of the “dope” from which fibers are spun.
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FIGURE 4.7 (a) Detector image from a C60@SWNT peapod film. Diffraction peaks from the 1D C60 lattice
are concentrated in the direction perpendicular to those from the 2D pod lattice, a consequence of the out-of-
plane preferred orientation. (b) X-ray diffraction patterns from starting SWNT film (control sample), and
C60@SWNT film (peapod sample). Note that the filling of C60 into nanotubes significantly changes the dif-
fraction profile. The (0 0 1) and (0 0 2) peaks from the 1D C60 chains are easily detected. (From Zhou, W. 
et al., Appl. Phys. Lett. 84, 2172 (2004), with permission.)
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Individual SWNTs with diameters 1–2 nm and lengths 100 nm to several micrometers can be
envisioned as rigid rods, and if sufficiently dilute, should display a correspondingly simple structure
factor in scattering experiments (light, x-rays, neutrons, etc.). In particular, the scattered intensity, I,
from a suspension of isolated rigid rods with diameter D and length L should follow a Q�1 law for
scattering wave vectors 2π/L � (Q � 4π sin θ/λ) � 2π/D [52]. This is generally not observed; sug-
gesting that even at very low concentrations, the SWNTs tend to form loose networks with node spac-
ings of the order of the tube length. One exception is the dilute suspensions using the ionic surfactant
sodium dodecylbenzene sulfonate (NaDDBS) and its relatives [52]. It is believed that the benzenoid
moiety provides π stacking interactions with the graphene-like tube wall structure, of sufficient
strength to adhere to single tubes and thus preventing them from aggregating. Figure 4.8 shows small-
angle neutron scattering data for HiPco SWNT in 1% NaDDBS/D2O suspensions. After correcting for
scattering from NaDDBS micelles and incoherent proton background, one indeed observes a linear
regime at intermediate values of Q. There is a crossover from Q�1 to Q�2 behavior at about 0.004 A�1,
corresponding to average tube length ~160 nm. This is precisely what is found from atomic force
microscopy (AFM) image analysis of �1000 tubes, confirming that we have truly isolated tubes at this
very low concentration, i.e., 10�3 wt%. Linear regimes are not observed at any practicable concentra-
tion using Triton-X, polymer melts, or superacids. Fiber spinning requires much higher concentrations,
so we must accept some degree of aggregation as the dope is being extruded out of the orifice or spin-
neret. How this limits the properties of the ensuing fibers has not been determined as yet.

4.3 PHYSICAL PROPERTIES

We focus on the properties of macroscopic nanotube materials. These ultimately derive from the
intrinsic attributes of single tubes, vastly complicated by defects, impurities, preferred orientation,
network connectivity, large-scale morphology, etc. Theory does a reasonable job of predicting, ration-
alizing, and explaining single-tube properties, while structure–property relations in macroscopic
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FIGURE 4.8 Analysis of SANS data from nanotubes in surfactant/heavy water suspension. Subtraction of
surfactant contribution from total intensity for HiPco tubes. Dashed and dotted lines correspond to the extreme
assumptions of no excess surfactant and no surfactant on the tubes, respectively. A Q�1 slope is clearly visible
from 0.003 to 0.02 A�1, no matter what fraction of surfactant intensity is subtracted. There is also a crossover
to �2 exponent at 0.004 A�1, suggesting the formation of a dilute network with a mesh size ~160 nm. (From
Zhou, W. et al., Chem. Phys. Lett. 384, 185–189 (2004), with permission.)
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assemblies are still in a rudimentary state. For composites in particular, properties of the simplest
materials show large deviations from the rule of mixture behavior.

To achieve viability in practice, any class of new materials must have some property that
surpasses the state of the art sufficiently to justify replacement. Alternatively, new materials may
provide some new capability otherwise unavailable. It seems likely that the first large-scale applic-
ations for nanotubes will arise from multifunctionality, for example, stiff lightweight structural
parts, which also conduct electricity and have low thermal expansion.

4.3.1 MECHANICAL PROPERTIES

The strength of the carbon–carbon bond gives rise to the extreme interest in the mechanical prop-
erties of nanotubes. Theoretically, they should be stiffer and stronger than any known substance.
Simulations [53] and experiments [54] demonstrate a remarkable “bend, don’t break” response of
individual SWNT to large transverse deformations; an example from Yakobson’s simulation is
shown in Figure 4.9. The two segments on either side of the buckled region can be bent into an acute
angle without breaking bonds; simulations and experiments show the full recovery of a straight per-
fect tube once the force is removed.

Young’s modulus of a cantilevered individual MWNT was measured as 1.0 to 1.8 TPa from the
amplitude of thermally driven vibrations observed in the TEM [55]. At the low end, this is only
~20% better than the best high-modulus graphite fibers. Exceptional resistance to shock loads has
also been demonstrated [56]. Both the modulus and strength are highly dependent on the nanotube
growth method and subsequent processing, due no doubt to variable and uncontrolled defects.
Values of Young’s modulus as low as 3 to 4 GPa have been observed in MWNT produced by pyrol-
ysis of organic precursors [57]. TEM-based pulling and bending tests gave more reasonable mod-
uli and strength of MWNT of 0.8 and 150 GPa, respectively [58].

Multiwall nanotubes and SWNT bundles may be stiffer in bending but are expected to be
weaker in tension due to “pullout” of individual tubes. In one experiment, 15 SWNT ropes under
tension broke at a strain of 5.3% or less. The stress–strain curves suggest that the load is carried pri-
marily by SWNT on the periphery of the ropes, from which the authors deduce breaking strengths
from 13 to 52 GPa [59]. This is far less than that reported for a single MWNT [58]. On the other
hand, the mean value of tensile modulus was 1 TPa, consistent with near-ideal behavior. Clearly,
the effects of nonideal structure and morphology have widely different influences on modulus and
strength. There is always some ambiguity in choosing the appropriate cross-sectional area to use in
evaluating stress–strain data. On a density-normalized basis the nanotubes look much better [22];
modulus and strength are, respectively, 19 and 56 times better than steel.

Figure 4.10 shows the formation of a remarkable nanotube yarn by pulling and (optionally)
twisting material from a “forest” of vertically aligned MWNT grown by a CVD process [19]. The
untwisted yarns are very weak; if they accidentally touch a surface while being pulled off the sub-
strate, they immediately break. On the other hand, twisted single-strand yarns exhibited strengths
in the range 150 to 300 MPa; this improved to 250 to 460 MPa in the two-ply yarns. Further gain
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FIGURE 4.9 MD simulation of a large-amplitude transverse deformation of a carbon nanotube, apparently
beyond the elastic limit. In fact, the tube snaps back once the computer-generated force is removed, and there
is no plastic deformation or permanent damage. (From Yakobson, B. I., Appl. Phys. Lett. 72, 918–920 (1998),
with permission.)
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to 850 MPa was achieved by infiltration with PVA [19], which also improved the strain-to-failure
to 13%. Toughness, the so-called “artificial muscle” [60], is a major issue in the optimization of
nanotube actuators, where the figure of merit is the work done per cycle.

Another form of nanotube material useful for sensors and actuators are thin films or buckypapers.
A typical result for solution-cast film with random SWNT orientations in the plane [32] is described
in [61]. The tensile modulus, strength, and elongation-to-break values are 8 GPa (at 0.2% strain),
30 MPa, and 0.5%, respectively, much lower than what can be routinely achieved in fibers. This sug-
gests that failure in the films occurs via interfibrillar slippage rather than fracture within a fibril.

4.3.2 THERMAL PROPERTIES

The thermal conductivity κ of carbon materials is dominated by atomic vibrations or phonons. Even in
graphite, a good electrical conductor, the electronic density of states is so low that thermal transport via
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FIGURE 4.10 Ex situ SEM snapshots of a carbon nanotube yarn in the process of being drawn and twisted.
The MWNTs, ~10 nm in diameter and 100 µm long, form small bundles of a few nanotubes each in the for-
est. Drawing fiber normal (a) and parallel (b) to the edge of the forest of nanotubes. (From Zhang, M. et al.,
Science, 306, 1358 (2004), with permission.)
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“free” electrons is negligible at all temperatures. Thus, roughly speaking, κ (T) is given by the product
of (1) the temperature-dependent lattice specific heat Cp, a measure of the density of occupied phonon
modes at a given temperature; (2) the group velocity of the phonon modes (speed of sound Vs for
acoustic branches, not strongly T-dependent); and (3) a mean free path accounting for elastic and
inelastic, intrinsic and extrinsic phonon-scattering processes. It was conjectured early on that nanotubes
would be excellent heat conductors [62]; the axial stiffness conduces to large Vs, the 1D structure
greatly restricts the phase space for phonon–phonon (Umklapp) collisions, and the presumed atomic
perfection largely eliminates elastic scattering from defects. Calculations of the lattice contribution to
κ, pioneered by the Tomanek group [63], yield values in the range of 2800 to 6000 W/mK.

Experiments on individual tubes are extremely difficult, and so far have been limited to MWNT
[64]. Figure 4.11 shows the temperature-dependent thermal conductance of a 14-nm-diameter,
2.5-µm-long MWNT; κ(T) based on an effective cross-sectional area is shown in the inset. The
salient features are a peak value ~3000 W/mK at 320 K, in good agreement with the perfect-tube
calculations, and a roll-off in κ above 320 K signaling the onset of Umklapp scattering. For bulk
MWNT foils, κ is only 20 W/mK [65], suggesting that thermally opaque junctions between tubes
severely limit the large-scale diffusion of phonons. The temperature dependence below 150 K
reflects the effective dimensionality of the phonon dispersion, a subtlety that is more pronounced in
SWNT and will be discussed later. The onset of Umklapp scattering at 320 K is highly significant.
Knowing Cp and Vs from other experiments and theoretical estimates, the mean free path is
~500 nm, comparable to the length of the sample. This means that phonon transport at low T is
essentially ballistic; on average a phonon scatters only a few times as it traverses the sample. There
is no corresponding rollover in the data from bulk nanotube samples.
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FIGURE 4.11 Thermal conductance of an individual MWNT of 14 nm diameter. The power law slope
decreases from ~2.5 to ~2.0 above ~5 K. Saturation occurs at 340 K, the thermal conductance decreasing at
higher T. Lower inset shows the thermal conductivity, for which some assumptions about effective area are
required. (From Kim et al., Phys. Rev. Lett. 87, 215502 (2001), with permission.)
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One of the most important concepts in nanotube physics is quantization of the electronic states
by the restricted 1D geometry. Analogous 1D phonon quantization is difficult to observe because of
the far smaller energy/temperature scale. In general, the smaller the object, the higher the tempera-
ture at which quantum confinement effects can be detected, so SWNT with radii ~2 nm raise the
temperature to practicable values. Temperature-dependent heat capacity of purified SWNT shows
direct evidence for 1D quantized phonon subbands [66] (see Figure 4.12). The sample is ~40 mg of
purified HiPco SWNT, for which the 2D triangular lattice is not well developed. This material was
chosen in the hope that the 1D physics would not be obscured by tube–tube coupling. However, a
good fit to the data (solid dots) requires an anisotropic, weakly 3D Debye model, shown in the inset,
which accounts for weak coupling between SWNT in a rope (black curve). Below 8 K, only the
acoustic branch contributes (blue curve), while above 8 K the first optic subband becomes signifi-
cant (red curve). The key point is that this subband “turns on” at a temperature high enough to be
detected, yet low enough not to be buried by graphene-like 2D contributions. The relevant fitting
parameters are 4.3 meV for the Q � 0 subband energy (in reasonable agreement with predictions
for this diameter) and 1.1 meV for the transverse Debye energy, signaling very weak intertube cou-
pling. It would be of interest to repeat this experiment on samples with weaker or stronger
tube–tube coupling, the former, for example, by intercalation with large dopant ions [67]. Above
25 K, Cp of bulk SWNT is indistinguishable from that of graphite. Extension of the measurement
on the same sample down to the milliKelvin regime [68], confirmed the importance of 3D effects
at the lowest temperatures; a definitive analysis was impeded by a strong nuclear hyperfine contri-
bution from residual Ni catalyst.

Both SWNT and MWNT materials and composites are being actively studied for thermal man-
agement applications, either as “heat pipes” or as alternatives to metallic or alumina particle addi-
tives to low thermal resistance adhesives. The individual MWNT results are promising; similar data
for SWNT are not yet available. In the case of polymer composites, the important limiting factors
are quality of the dispersion and interphase thermal barriers [3]. What limits κ in all-nanotube
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accounts for weak coupling between SWNT in a rope (solid curve). The rope structure and ensuing phonon
dispersion are shown as insets. (From Hone, J. et al., Science 289, 1730 (2000), with permission.)
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fibers, sheets, etc.? Tube wall defects can be minimized by avoiding long sonication and extended
exposure to acids in the fabrication process. In one example, partial alignment of nanotube axes in
buckypaper yielded anisotropic thermal conductivities, with κ// /κ⊥ ∼5 to 10 [69].

Experimental determinations of κ are subject to many pitfalls, one of which is the problem of
defining the cross-sectional area through which the heat is flowing. This is similar to the dimen-
sional ambiguity we encountered with Young’s modulus. There are many well-tested methods for
measuring thermal conductance G, but translating that into thermal conductivity κ is not straight-
forward. This is illustrated by two different results from the magnetic field-aligned buckypaper
mentioned above. In the first method, sample dimensions were deduced from a measurement of
electrical resistance of the κ sample and scaling to the resistivity of a different sample, with well-
defined geometry, taken from the same batch. This assumed that the resistivity is uniform over cen-
timeter length scales in the original piece of buckypaper, and gave κ parallel to the average tube axis
~250 W/mK. A second measurement in which the actual dimensions were carefully measured gave
a more modest 60 W/mK.

Figure 4.13 shows the effect of stretch alignment on the thermal conductivity of SWNT fibers
gel extruded from water/PVA suspensions [25]. Here the fibers are statically stretched in a
PVA/water bath by suspending a weight on the end of a length of pristine fiber. Vacuum annealing
after elongation eliminates the PVA, so the fiber properties are entirely due to aligned nanotubes.
Reducing the mosaic by increasing the elongation, form 23° to 15° FWHM, gives an almost three-
fold increase in κ (300 K). In contrast to the individual MWNT data (Figure 4.11), there is no evi-
dence for κ (T) saturation or rolloff at high temperature. This almost certainly means that κ is limited
by interparticle barriers and not by the Umklapp mean free path.

Figure 4.14 shows κ(T) for similar fibers extruded from superacid suspension but not stretched
[34]. Here the correlations are with nanotube concentration and syringe orifice diameter.
Concentration dictates the phase of the rigid rod suspension [26] and controls the viscosity, while
the orifice diameter affects the degree of flow-induced alignment. From the three examples shown,
and from other observations, the authors find that (1) annealing to remove acid residues and the
attendant p-type metallic doping (see below) has no effect on κ at any temperature; (2) reducing the
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FIGURE 4.13 Thermal conductivity vs. temperature for annealed nanotube fibers, which have been stretch-
aligned to 21% (lower curve) and 58% (upper curve). Additional alignment of the latter yields a factor of ~2
further enhancement of κ. The temperature dependence is dominated by that of the lattice specific heat, as is
generally observed. (From Badaire, S. et al., J. Appl. Phys. 96, 7509 (2004), with permission.)
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concentration from 8 to 6%, or reducing the syringe diameter from 500 to 250 µm improves κ (300 K)
fourfold; and (3) further syringe diameter reduction to 125 µm yields no further improvement. The
syringe diameter effects are clearly due to improved alignment; the smallest orifice gives the small-
est mosaic, 45° FWHM compared to 65° with the 500 µm one. The best κ value is still orders of
magnitude below graphite and ideal MWNT, most probably due to thermal barriers. It may be sig-
nificant that the highest macroscopic κ was obtained for materials made from pulsed laser vapor-
ization (PLV) SWNT without extended exposure to strong acids. PLV tubes made thus are known
to be highly perfect, while acid immersion can lead to defects and ultimately to very short tubes.
Either way, the phonon mean free path in such materials may be quite low.

Thermal conductivity of peapods is enhanced relative to that of empty tubes, and the enhance-
ment exhibits interesting temperature dependence [70,71]. Difference data, κ(filled)-κ(empty),
from 10 to 285 K are shown in Figure 4.15. Three distinct regions are evident. Region I is domi-
nated by the contribution from the very soft C60–C60 acoustic modes. A 1D Debye temperature of
90 K is estimated for these modes using a Lennard–Jones potential. At TD all the LA modes are
excited, the excess heat capacity saturates and ∆κ levels off to a constant value (region II). The fill-
ing fraction of this sample is well below 50%, and the theory predicts the existence of C60 capsules
separated by lengths of empty tubes to account for the unfilled sites [46]. We imagine the onset of
a new thermal transport mechanism (region III), beginning at temperatures sufficiently high to
break the weak vdW bond between a terminal C60 and its capsule. This will happen more efficiently
at the hot end, and, once liberated, the free C60 will thermally diffuse to, and join, the end of a cold
capsule, as shown schematically in the inset. The internal degrees of freedom represent an addi-
tional thermal transport process accompanying the mass transport inside the tube. The rate of this
process increases with increasing T and will saturate at a very high T, which transforms the assem-
bly of capsules to a 1D gas. This scenario is speculative at this point since it has been observed only
in one sample. A rigorous test of the mechanism would be to find out if the effect disappears in a
completely filled sample. Other endohedral species may give larger enhancements, and these mate-
rials may then become candidates for thermal management applications such as additives to
conducting adhesives.
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4.3.3 ELECTRONIC PROPERTIES

At the last count Google.scholar gave 4400 hits on this rubric, so this section will be highly selective.
Theory led experiment in this important aspect of nanotube properties, and the most important

results emerge from a simple idea. One monolayer of graphene has two energy bands En(k) which
cross at the Fermi energy EF, so the system is on the cusp of a metal–insulator (MI) transition. The
electronic ground state can therefore be described either as a zero-gap semiconductor or as a metal
with infinitesimal density of states at the Fermi energy N(EF). In 3D graphite, the interlayer inter-
action causes a transition to a semimetal which conducts well, because the ~1018 charge carriers/cm3

have very high mobility. On the other hand, rolling a single sheet into a tube is a symmetry-break-
ing transition, which leads to semiconducting or metallic ground states, depending on the choice of
wrapping (Figure 4.1). The band structure of a single tube consists of unusual 1D subbands result-
ing from the requirement that the radial wave function be commensurate with the circumference of
the tube. The larger the tube, the smaller the subband spacing; in the 2D graphene limit, there are
only the two bands mentioned above. The longitudinal dispersion is linear for a range of energies
close to zero.

As noted earlier, bulk properties are generally dominated by extrinsic effects, although some of
the 1D subtleties remain, especially in oriented material. The properties of the principal techniques
are resistivity and its temperature dependence, density of states spectroscopy using electron energy
loss and photoemission, optical absorption, and reflectivity. In a few cases, thermoelectric power
and conduction electron spin resonance have also been applied to nanotube physics.

The electrical properties of bulk nanotube materials have evolved considerably since the first
experiments 10 years ago. Early samples consisted of pressed “mats” of nanotube soots from car-
bon arc or laser ablation processes, which contained only 10 to 30 wt% tubes. Major impurities
were amorphous carbon, metal catalyst particles, and fullerenes, mainly C60. Mat densities were as
low as 1% of the crystallographic value computed from a triangular lattice of 1.4 nm diameter
SWNT. On the other hand, long high-quality tubes could be found in these soots. This is because
they had not been subjected to acid treatment or sonication in attempts to remove impurities, both
of which are now known to create sidewall defects and ultimately to cut tubes into shorter lengths.
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The prevailing attitude at the time was that only single-tube measurements would give useful infor-
mation. Nevertheless, some valuable information, still valid today, was obtained from four-probe
measurements on these mats. First, correcting for the missing material, ρ (300 K) values within 
1–2 decades of in-plane graphite were obtained, suggesting that bulk SWNT materials could be
developed into strong, lightweight synthetic metals [72]. Second, the very modest temperature
dependence in the range 80 K � T � 350 K changed from nonmetallic to weakly metallic at ~200 K,
suggesting a phonon-scattering mechanism at high temperatures. Third, experiments extended to
very low T showed a strong divergence in ρ (T) as T � 0, indicating strong localization of carriers
[73]. Finally, chemical doping with bromine or potassium [67,74] showed that like graphite, bulk
SWNT material acted as an amphoteric host for redox doping. All of these phenomena have since
been revisited using purified samples with SWNT content approaching 100%.

Figure 4.16 shows the anisotropy of ρ (T) measured parallel and perpendicular to the alignment
direction for the case of buckypaper deposition in a magnetic field [30]. The temperature depend-
ence is weakly nonmetallic and quite similar for both orientations. Furthermore, the anisotropy is
independent of temperature. These observations indicate that we are not observing the intrinsic
anisotropy of aligned SWNT; transport in the perpendicular direction is dominated by misaligned
bundles or fibrils, which short out the larger intertube/interbundle resistance. The nonmetallic 
T-dependence is consistent with previous results on unoriented buckypaper after similar acid purifi-
cation and high-temperature vacuum annealing. These processes are presumed to reduce the mean
free path for electron–phonon scattering via defect creation or tube cutting, and thus eliminate the
high-temperature regime of positive dρ/dT. At 295 K, the measured ρ// for 7 T field alignment is
0.91 mΩ cm. Accounting for gross porosity raises this to 0.41 mΩ cm.

The weak anisotropy can be accounted for by a simple model of 1D paths in the plane of the sam-
ple, each sample containing on average n elements (ropes, tubes) of fixed length and resistance. The
resistance of each path is linearly proportional to n and, since for a fixed number of elements, the
number of paths is inversely proportional to n, the resistance of the ensemble of paths in parallel is
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proportional to n2. The average number of elements n required for current to flow through the sam-
ple is equal to L/λ, where L is the length of the sample and λ is the mean projection of the element
length in the current direction: λ depends on the distribution width and aligned fraction. Using x-ray
and Raman data as input, very good agreement is obtained between predicted and measured ρ// /ρ⊥

for 7 and 26 T data.
How does the experimental ρ// (300 K) compare with that of an assembly of ballistic conductors?

Assume that each metallic tube in a perfectly aligned sample is comprised of finite-length ballistic
conductors in series, the length being the mean free path λ for electron–phonon backscattering. Each
tube has two transport channels corresponding to the two bands degenerate at EF. Taking λ � 300 nm
[75], ρ// � (area/tube)/(2Go × 300 nm) �1.5 × 10�5 Ω cm, where Go is the conductance quantum
12.6 K Ω)�1. Assuming further that tube growth is stochastic with respect to wrapping indices, only
one third of the tubes will be metallic at 300 K and so ρ// ~50 µΩ cm, roughly twice the value for
graphite. This is a surprising result because there are many factors which will increase this number
in real samples: finite distribution width of tube axes, unaligned tubes, empty volume (porosity),
junction resistance between tube segments and between ropes, incoherent intertube scattering within
a rope, and elastic scattering from tube ends, defects and impurities. These may be partially offset by
p doping of the semiconducting tubes by acid residues from purification and by atmospheric oxygen.

Pure nanotube fibers offer the prospect of even lower resistivities since they are readily aligned
during extrusion and can be further aligned by stretching. We discuss next the results of transport
measurements on the two sets of fibers described above: syringeextruded from oleum suspensions
and PVA/water mixtures.

Figures 4.17(a) and (b) show the effects of extrusion conditions and post-extrusion annealing
on the temperature-dependent resistivity of fibers extruded from anhydrous sulfuric acid, or oleum
[34]. Varying degrees of alignment were obtained from HPR93 fibers extruded using three differ-
ent combinations of SNWT concentration and orifice diameter. The texture results of these have
been discussed above. Annealing was carried out in vacuum or flowing argon at 1100°C for 24 h.
In the neat state, all three fibers exhibit low resistance with metallic temperature dependence above
200 K, as shown in Figure 4.17(a). The best alignment is obtained for HPR93B, which correlates
nicely with the lowest ρ (300 K) � 0.24 mΩ cm, about a factor 10 less than graphite. For all three
neat fibers, both the small values and the weak temperature dependence are due to the strong redox
doping effect of bisulfate from the acid suspension. The nondivergent low-T behavior in the neat
state can be ascribed to interparticle tunneling induced by thermal fluctuations [76].

The effect of annealing on ρ (T) is shown in Figure 4.17(b), which displays the results of a
series of successively higher annealing temperatures at constant time intervals. All three annealed
samples show large increases in resistivity at all T, in addition to notably steeper nonmetallic tem-
perature dependence. In general, annealing removes dopant molecules and the fibers become more
resistive with higher annealing temperatures. This effect is more pronounced at low T. Note that for
HPR93B, dρ/dT still becomes more negative with decreasing T at our lower limit of 1.3 K, unlike
the nondivergent behavior of the neat fibers. These results suggest that removing dopant molecules
leads to localization of charge carriers within the ropes.

A similar study of fibers spun from PVA–water–surfactant [29] focused on the effect of post-
extrusion stretching while the green “gel” fiber still contained ~50% PVA. The effect on ρ (300 K)
is shown in Figure 4.18 [25]. An initial decrease by a factor ~4 up to 21% stretch is followed by sat-
uration beyond ~35% stretch. Surprisingly, the x-ray-derived-distribution width is narrowing con-
tinuously over the whole range of stretching (up to 80%), suggesting that above an intermediate
degree of alignment, ρ (297 K) is limited by some other factor which does not improve with further
stretching. Note also that for these composite gel fibers, ρ (300 K) is 20 to 30 times larger than for
the neat oleum-based fibers. Here, the insulating PVA impedes long-range transport while the pres-
ence of trace p-type dopants enhances the neat conductivity of the oleum fibers.

Selected fibers were annealed in H2 at 1000°C after stretching, to remove the insulating PVA
and thereby obtain more highly conducting material. This process leads to a strong reduction in 
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ρ (300 K) and a flattening of the ρ (T) curve to a much weaker T dependence than in the green gel
fiber. The data for green PVA/SWNT composite fiber and for the PVA-free annealed one are shown
in Figure 4.19. Both have been stretch-aligned as indicated in the figure legend; note the log–log
scale. At 300 K, ρ for the composite fiber exceeds that of the annealed one by 40 to 50 times. Here,
the elimination of PVA removes high-resistance interbundle contacts so the macroscopic carrier
transport is more efficient. At low temperature the difference is more dramatic, suggesting that the
presence of PVA enhances the effects of carrier localization by disorder. The composite fiber resist-
ance becomes too high to measure at the lowest temperature. Extrapolating to 2 K, we deduce a
resistance ratio of at least 11 decades, strongly suggesting totally different conduction mechanisms
in the two morphologies. It is obvious from the data that disorder dominates charge transport in both
states. Furthermore, the disorder is most likely to encompass all three dimensions since the fibers
consist of coupled and intertwined objects. In particular, we expect that the disorder is neither lim-
ited to 1D carrier localization on individual tubes or bundles, nor to defect scattering/trapping on
single tubes. The huge effect of PVA, which permeates the interbundle volumes in the composite
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FIGURE 4.17 (a) Four-point resistivity vs. temperature for three neat SWNT fibers extruded from oleum
suspension. ρ decreases at all T as alignment improves. Nonmetallic behavior at low T levels off as T → 0 (non-
divergent behavior) while metallic behavior is observed above 200 K. (b) Effect of vacuum annealing on ρ (T)
for HPR93B; note log–log scale. ρ increases as the bisulfate p-dopants are removed, especially at very low T
(factor ~500 at 1.3 K). Metallic behavior is lost, and the slope dρ/dT continues to increase as T → 0 (divergent
behavior). (From Zhou, W. et al., J. Appl. Phys. 95, 649 (2004), with permission.)
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fibers, cannot possibly be 1D. It is interesting to note that for both fiber series, one ends up with
about the same ρ (300 K) after annealing, whereas this value is approached from opposite direc-
tions in the two different processes.

The qualitatively different ρ (T) behaviors in the two sets of fibers can be attributed to an MI
transition as a function of doping level [77]. On the metallic side for heavily doped tubes, ρ tends
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to a finite value as T approaches zero, and the effective band gap, �dlnρ/dT, vanishes as T

approaches zero; examples of this behavior are shown in Figure 4.20. On the insulating side for
PVA-rich gel fibers or annealed oleum fibers, ρ diverges as T approaches zero, and the exponential
T dependence can be ascribed to strong localization and either 3D Mott or Coulomb gap variable-
range hopping [77]. The MI transition is revealed by systematic measurements of resistivity and
transverse magnetoresistance (MR) in the ranges 1.9 to 300 K and 0 to 9 T, as a function of p-type
redox doping. The observed changes in transport properties are explained by the effect of doping
on semiconducting SWNTs and tube–tube coupling.

How does the presence of endohedral C60 affect the electronic properties of peapods? Despite
predictions based on work function differences between peas and pod, there is no evidence for
charge transfer redox doping by the endofullerenes. Figure 4.21 shows ρ (T) data for a peapod sam-
ple and an unfilled control [70,71]. Near 300 K the resistivities are the same within experimental
error, and the peapod temperature dependence is steeper suggesting stronger disorder effects com-
pared with the empty tubes.

More fundamental than electron transport properties is the spectrum of allowed electron ener-
gies or density of states N(E). This can be measured on individual tubes using scanning tunneling
spectroscopy, which yields much important information. For bulk materials, one measures the
related quantities such as electron energy loss function, using electron energy loss spectroscopy
(EELS), absorption spectroscopy using thin films, or reflection spectroscopy if flat and reasonably
smooth surfaces are available. We close this section by giving a few examples.

Figure 4.22 shows the loss function of a 100-nm-thick film of ~60% SWNT deposited on a
TEM grid [78]. Both energy and momentum of the transmitted electrons can be determined, so the
observed transitions can be separated into dispersing and nondispersing, which correspond to “col-
lective” (plasmon) and “localized” interband processes, respectively. The inset shows the loss func-
tion over a wide energy range, in which the plasmons representing collective excitations of the π
and π � σ electrons can be clearly seen at 5.2 and 21.5 eV, respectively, in agreement with the 
theory. Features in the loss function at 0.85, 1.45, 2.0, and 2.55 eV are independent of q and are
therefore assigned to interband transitions. Their nature is revealed by a Kramers–Kronig transform
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to obtain real and imaginary parts of the dielectric function, ε2 being directly proportional to the
optical absorption coefficient. The results are shown in Figure 4.23, which reveals three interband
transitions at 0.65, 1.2, and 1.8 eV. These are the energy separations of the 1D van Hove singulari-
ties, slightly broadened by diameter dispersivity in bulk samples. We now understand the sequence
of transitions as E11

S , E22
S , and E11

M where n is the band index and Sand M denote semiconducting and
metallic tubes, respectively.

EELS also gives important information about the effects of redox doping on electronic proper-
ties [79]. Figure 4.24 shows how the loss function evolves with potassium concentration. The
upshift in the π plasmon near 6.5 eV is due to the gradual addition of an extra electron per n car-
bons to the previously empty π * conduction band. The extra delocalized electron is charge-com-
pensated by Ko oxidizing to K� during intercalation. Figure 4.24(b) shows this relation explicitly,
with K/C determined from core-level spectroscopy. The disappearance of fine structure below 2 eV
signals the upshift in EF, which quenches the van Hove interband transitions since the final states
in the neutral material (Figure 4.23) are now occupied by doping.

Optical absorption and reflectance are complementary to EELS. The energy resolution is
higher, polarization and selection rule information is accessible, and the spectra extend to lower
energies which would otherwise be obscured in EELS by the tail of the ~100 kV incident electron
beam. The lower energy cutoff permits accurate measurements of the so-called Drude plasmon, a
collective excitation of the delocalized electrons, and how it evolves with doping.

Figure 4.25 shows the reflectance of an unoriented undoped film [80]. The solid curve is a model
fit, including a free carrier Drude term and several interband Lorentz oscillators. These results con-
firm that undoped material consists of a mixture of conducting and semiconducting nanotubes, typ-
ical for bulk samples. The interband transition energies are consistent with electronic structure
calculations for 1.4-nm-diameter tubes, and with EELS described above. The theory predicts that
because these transitions involve 1D van Hove singularities, they should be completely polarized
along the nanotube axis, i.e., they should vanish when the incident and transmitted beams are cross
polarized. This was proved in a clever experiment on magnetically aligned SWNT suspensions with
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the alignment locked in place by gelation [81]. Polarized Raman scattering was used to quantify the
degree of alignment. Combined with absorbance data from the partly aligned sample, the intrinsic
polarized absorbance is recovered. The fitted Drude plasma frequency ω P is 0.29 eV, characteristic
of a small concentration of conduction electrons or holes.

Chemical doping is revealed in absorption and reflectance spectroscopy by several mechanisms.
The higher concentration of free carriers shifts the Drude edge to higher energy. The Drude scatter-
ing time may be affected by doping-induced disorder or dimensional crossover. Low-energy inter-
band transitions may be quenched by the EF shift through valence or conduction band singularities.
Examples of these phenomena are evident in the reflectance spectra shown in Figure 4.26 for potas-
sium-doped purified SWNT buckypaper [82]. These experiments were performed in sealed quartz
tubes to avoid air exposure; consequently, the results differ significantly from those quoted in an ear-
lier publication in which such precautions were not taken [83]. Data recorded in the range 0.07 to 
4 eV show clearly that with increasing K concentration, the 1D van Hove transitions disappear and
the Drude edge shifts progressively to higher energies into the visible spectrum [84]. Colors from
purple to golden-brown, reminiscent of alkali graphite compounds, are observed as the K concen-
tration increases to saturation. The Drude edge blue-shifts strongly, signaling a large increase in con-
duction electron concentration after doping. Now the fitted value of σP is 1.85 eV. In the
free-electron model for metals, the DC conductivity is proportional to ωP

2. This implies a ~40×
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enhancement in σ by saturation doping, in excellent agreement with direct measurements.
Reference [83] reports a much smaller enhancement, underscoring the importance of avoiding air
exposure. Similar experiments with electron acceptor doping show a maximum upshift to only 
1.2 eV. The weaker effect on ω P with acceptors is again familiar from graphite intercalation com-
pounds, in which the fraction of a free hole per intercalated molecule is considerably less than the
fraction of a free electron per alkali ion.

A key parameter in characterizing doped bulk SWNT samples is the position of the Fermi
energy, above or below the neutrality point for donors and acceptors, respectively. This is straight-
forward in electrochemical experiments, in which temperatures are limited to near ambient and the
sample is not optically accessible at all wavelengths. An alternative is provided by the phonon drag,
or electron–phonon scattering contribution to the thermopower. The basic idea is quite simple [85],
and is shown schematically in Figure 4.27(a). The Fermi surface of a 1D metal consists of two points
separated in k by a wave vector of amplitude |Q|. Momentum-conserving (inelastic) electron–
phonon scattering thus requires participation of acoustic phonons with wave vector Q, which are
absorbed or emitted as electrons scatter from the left- to right-moving branch of E(k). Thus, the tem-
perature dependence will reflect the temperature dependence of the heat capacity, and phonon drag
is quenched below a characteristic temperature To given approximately by 0.2πhωQ/kB (cf. Figure
4.27(a)). |Q| is set by the chemical potential µ , which in turn is controlled by the doping level; h and
kB are the Planck and Boltzmann constants, respectively. Operationally (Figure 4.27(b)), one records
thermopower vs. temperature, locates To from the peak in the derivative, and backs out EF from the
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relevant dispersion relations. In the example shown, we see the sharp contrast between undoped and
sulfuric acid-doped data from which a Fermi level depression of 0.5 eV is obtained.

The phonon drag method for locating EF suffers one major drawback — it relies on a model for
the energy band dispersion E(k). The original one-electron tight-binding models have been
extremely useful [86], while the importance of higher order effects is becoming evident [87]. For
studies of the metallic state of doped nanotube materials, it would be helpful to have a characteri-
zation technique which directly measures the free carrier concentration (Hall effect), or at least the
density of states at the Fermi energy N(EF). The Pauli paramagnetism of conduction electrons pro-
vides one option. This is difficult to observe directly in magnetization measurements due to strong
diamagnetic corrections, which are not well quantified. This limitation is overcome by conduction
electron spin resonance (CESR), which in essence is the Zeeman effect of delocalized electrons.
Evidence for Pauli spins in raw SWNT soot was reported 10 years ago [88]. This was controversial
because (1) it was believed that the random orientation combined with anisotropic metallic proper-
ties would broaden the CESR beyond recognition, and (2) assuming stochastic growth such that
only approximatelyone third of the tubes is metallic, and given the theoretical result that N(EF) per
mole is only approximately one fourth that of 3D graphite, these few intrinsic metallic spins might
be undetectable. The original interpretation was supported by subsequent measurements of the tem-
perature dependence of integrated CESR linewidth [89]. While the more typical paramagnetic res-
onance associated with localized spins obeys a Curie law temperature dependence, susceptibility
χ~1/T, the nanotube χ was independent of T in the range 70 to 300 K. The same sample exhibited
the aforementioned shallow minimum in resistivity vs. T at about 200 K, so the T independence of
χPauli ruled out an MI transition in the undoped material.

CESR was extended to alkali-doped buckypaper using in situ electrochemical doping to follow
the resonance vs. K concentration [90]. Figure 4.28(a) shows the evolution of the full profile, which
consists of a narrow Pauli contribution, magnified in Figure 4.28(b), superposed on a broad anti-
ferromagnetic resonance (AFMR) associated with residual transition metal catalyst. The Pauli
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CESR grows in intensity with increasing K concentration, while the position and width are con-
stant. The AFMR intensity diminishes as the sample becomes more conducting and the microwave
skin depth decreases. Figure 4.28(b) shows that χ Pauli, proportional to the double integral of the
CESR line, increases monotonically with K/C. Now that an absolute scale is established, the
absence of CESR in this undoped material is surprising since there is ample sensitivity.

It also calls into question the origin of the T-independent signal observed previously in unpuri-
fied soot [89]. Figure 4.29 shows that χPauli is independent of T for two saturation-doped samples,
from 30 to 290 K. This proves beyond doubt that alkali-doped SWNTs are true metals. The absolute
value 5 × 10�8 emu/g translates to N(EF) � 0.015 states/eV per carbon per spin, approximately five
times smaller than a theoretical estimate [91]. The anomalously small value in doped material, and
the absence of a true ESR signal in clean undoped material, remain to be resolved.

The independence of the CESR linewidth on temperature is unusual. The inverse of the width
is proportional to the spin relaxation rate, which is usually dominated by spin–orbit interaction with
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the dopants. The only explanation is inhomogeneous doping; small saturation-doped regions are
created at the outset, and their number density increases with global K/C without affecting their
size. This model is supported by accompanying x-ray diffraction data [90].

4.3.4 MAGNETIC AND SUPERCONDUCTING PROPERTIES

We close with a brief mention of these collective phenomena in bulk nanotube materials. An excel-
lent entrée to the magnetism controversy is the recent paper by Cesvedes et al. and references
therein [92]. The authors prove convincingly that there is no bulk magnetism in a clean multiwall
nanotube sample. On the other hand, when placed on a flat ferromagnetic substrate, fringing fields
can be observed by magnetic force microscopy. Thus, the prospect for “contact-induced magnet-
ism” and the application of carbon nanotubes to nanoscale spintronic devices remain open.
Magnetic contrast is observed for carbon nanotubes placed on cobalt or magnetite substrates, but is
absent on silicon, copper, or gold. Spin transfer of about 0.1 µB per contact carbon atom is obtained.

The dialog about nanotube superconductivity began with a very simple argument [93]: if one could
tune the chemical potential to the peak of a van Hove singularity, either chemically or electrostatically,
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one should have a high N(EF) value, a prerequisite for BCS superconductivity. The obvious problem in
applying this to bulk material is the diameter dispersivity. Even in single tubes, higher order interac-
tions will broaden the square-root energy divergences. This has not prevented some from conjecturing
Tc above 400 K for nanotube superconductors. Super-current flow through an SWNT with low-resist-
ance contacts was reported in 1999 [94]; analogous to contact-induced magnetism, no claims were
made for bulk nanotube superconductivity. Evidence for a bulk anisotropic Meissner effect below 20 K
in aligned 0.4-nm-diameter SWNT was claimed and justified by the argument that small-diameter tubes
will be the stiffest, and thus, the average phonon energy in the BCS equation will be favorable [95]. This
dramatic result has not been reproduced by other researchers since it appeared 4 years ago. As with bulk
magnetism, it would appear that the jury is still out concerning bulk superconductivity in carbon nan-
otubes and other nanostructures.

4.4 SUMMARY AND PROSPECTS

It is difficult to counter the argument that carbon is the most amazing element in the Periodic Table.
In the space of a mere 30 years, we have experienced the discovery of (or renaissance in) three
material families: graphite intercalation compounds (GICs), fullerene solids, and nanotubes. GICs
provided a wealth of detailed chemical and physical information, while immediate applications
were frustrated by cost, lack of air stability, and most importantly, the lack of new or greatly
improved applications and properties. Though the foundations of physics and chemistry remain
unshaken, the Li ion battery industry has certainly benefited greatly from this store of knowledge.
Fullerene solids fared better, and may yet surprise us in the practical world; while no large volume
application has yet emerged, the elucidation of electronic properties in this highly correlated sys-
tem has made invaluable contributions to fundamental science. Nanotubes may offer the best
prospects yet; money is already being made on some small-scale applications. The combination of
enhanced properties encourages the drive to multifunctional materials, and also affords an excellent
laboratory for studying 1D phenomena. Extensions to other tubular and nanowire-like materials
provide ample scope for new discoveries.
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ABSTRACT

The main trends and recent achievements in carbon nanotube chemistry are reviewed. Apart from
“traditional” subjects such as opening, filling, and decoration of nanotubes, some new subjects have
also been discussed. A special emphasis has been placed on the functionalization and solubilization
of carbon nanotubes, their self-assembly, film and fiber formation, and sensor and biosensor prepa-
ration. Some basics on carbon nanotubes are introduced. 

5.1 INTRODUCTION

Owing to their electronic, mechanical, optical, and chemical characteristics, carbon nanotubes
(NTs) attract a good deal of attention from physicists, chemists, biologists, and scientists from sev-
eral other fields.1–5 Possible applications in the fields of molecular electronics, nanomechanic
devices, information display, sensoring, energy storage, and composite materials are of interest for
industry.6

The perspectives of NT application are greatly dependent on NT chemistry. Chemical behavior
of NTs is very diverse and the processes of NT synthesis, purification, modification, and solubi-
lization7,8 all contribute to this diversity.

There are different ways to modify NTs:

● Partial oxidation and decapping (opening) of NTs
● Attachment of functional groups to the open ends of NTs
● Attachment of functional groups to the sidewalls of NTs
● Chemical reactions of functionalities attached to NTs
● Filling of inner cavities of the NTs with different substances (gaseous, liquid, or solid)

and carrying out a chemical reaction inside the NTs
● Replacement of the carbon atoms of NTs by atoms of other chemical elements or groups
● Intercalation (insertion) of “guest” atoms or molecules into the intertubular space of 

single-wall NTs (SWNTs) bundles or in between the walls of multi-wall NTs (MWNTs)
● Decoration of outer walls of NTs and using NTs as templates 
● Adsorption of gases

NTs having very large molecular weights cannot form true solutions. Therefore, solubilization
of NT means the formation of their colloid solutions (dispersions). The solubilization can be sub-
divided into the formation of aqueous, organic, or polymeric dispersions.

The geometry and size of NTs allows them to take part in self-assembly and aligning processes.
The directional deposition on certain surfaces, structuring by Langmuir–Blodgett films and by liq-
uid crystals, and formation of colloidal systems are mentioned here.

In its chemical behavior, NTs partially resemble graphite and fullerenes; however, there are also
noticeable differences from both graphite and fullerenes.8,9 Graphite represents a typical layered
polymeric crystal and each fullerene can be considered as a molecule which can form molecular
crystals (fullerites). However, a great many NTs cannot be classified as either usual molecules or
crystals. SWNTs are similar to polymeric molecules of simple substances and MWNTs resemble
structured nanoparticles. The individual NT can be also assumed as 1-D crystal and well-ordered
NT bundles as 2-D crystals.

Graphite has planar structure corresponding to sp2 for σ bonds and p for π bond. Fullerenes and
NTs have hybrid bonding orbitals between sp2 and sp3. NTs having low percentage of sp3 bonds are
in this regard nearer to graphite. All these bonds in straight NTs are concentrated in half-spherical
or conical caps, and in curved NT they are concentrated in the bends. The difference in chemical
activity between NT caps and sidewalls as well as between straight and curved NTs is determined
by the sp2:sp3 bonds ratio. 
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Specific chemical properties of graphite, fullerenes, and NTs as well as of fullerenes or NTs of
different diameters are also different owing to dissimilar surface curvatures.10

The chemistry of new carbon allotropes has been described with a pyramidalization angle
θp formalism.11 For graphite, θp � 0°. All carbon atoms in C60  have θp � 11.6°. Pyramidalization
angle of SWNTs (n, n) of various n (n � 2 to 10) is calculated to vary between 14–17° and 2°.12

Pyramidalization changes the hybridization of atomic orbitals at the C atom so that the π orbital
contains different portions of s and p orbitals, leading to different chemical reactivity. Because of
this hybridization, fullerenes and NTs are known to be more reactive than graphite. The deforma-
tion energy of sp2 bond is inversely proportional to the diameter of NT, and therefore tubes with
smaller diameter have greater reactivity. The enthalpy of the reaction decreases with increase in the
diameter. The enthalpy of homolytic reactions of H atoms and methyl radicals with atoms of curved
carbon plane is linearly dependent on the pyramidalization angle and can differ by 1 eV.13

The cups of NT, which are often similar to fullerene molecule halves, contain more reactive 
C atoms, than the sidewalls. Experimental evidence of the higher chemical reactivity of conforma-
tionally strained carbon sites in MWNTs has been reported.14

NTs exhibit more differences owing to various structure and morphology (kinked, branched,
conical NTs, etc.).15 The NTs differ from fullerenes by the larger size of internal cavity, and from
graphite by the greater share of accessible surface sites.

Fullerites, graphite, and NTs contain van der Waals gaps, which on being filled can form inter-
calates, or “guest–host” compounds. The dimensionality of such compounds is different: 0-D for
fullerites, 2-D for graphite, and 1-D for NTs. NTs can form “guest–host” compounds of different
types: for instance, the “guests” can exist in the inner cavity of SWNT or MWNT, in the intertube
space of the bundled NTs, or in between the walls of MWNTs having scroll structure. 

The development of the chemistry of NTs will determine the fields of their practical applica-
tion. Primarily, NT chemistry is involved with the rational routes of NT purification and sorting.
Chemical modification of NTs can open the way to modify the properties of these materials. 

Unlike physical investigation of the solid-state properties of NTs, the study of their chemical
reactivity is still in its infancy. At the same time, there have been very impressive achievements in
the study of the chemistry of NTs in recent years. There are a large number of original publications
and some reviews on the subject.8,10,16–21 The present review pertains mainly to works in the last five
years.

5.2 CARBON NANOTUBE MORPHOLOGY AND STRUCTURE

Dozens of different morphological varieties of filamentous carbon nanoparticles were revealed in a
remarkably short period of time after the discovery of “classical” NTs. As was mentioned by
Hilding et al.,10 NTs can differ by “aspect ratio, NT diameters, surface structures, defect densities,
and physical entanglements.”

The NT of the “classical” type represents a cylindrical particle formed from graphene — a flat
carbon net with the atoms located in the corners of joined hexagons. They may be single-walled
with a diameter between ~0.3 and ~5.0 nm (typical SWNTs have diameters of 1.0 to 1.4 nm, and
length up to 50 to 100 µm) or multi-walled. SWNTs as a rule contain less topological defects and
possess better mechanical and electrophysical properties. The specific surface area of SWNTs is
independent of their diameter and is equal to 1315 m2/g (for outer surface).

MWNTs consist of several (from two to tens) coaxial tubes, with outer diameter of ~1.4 to
100 nm. Their specific surface area depends on the number of walls, and to a lesser extent on the
diameter of the inner tube. The theoretical surface area of double-wall NTs is between 700 and
800 m2/g, and of ten-wall NTs is about 200 m2/g. Nanofibers (NFs) have a diameter from tens to
hundreds of nanometers. 

Some MWNTs and NFs have internal cross connections formed by curved graphenes. A mod-
erate relative number (density) of cross connections correspond to a “bamboo-like” structure of
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MWNT, while a high relative number of connections may be attributed to conical structures such
as “herringbone-like” or “cup-stacked” types. The angle of conicity in the conical structures varies
from 15 to 85°. Grafene layers in NFs may also be located perpendicular to the fiber axis.
Nanofibers having regularly changing diameter (“nanobeads”) have been synthesized.22 And finally,
there are amorphous NTs or NFs.

SWNTs, MWNTs, and NFs can spontaneously form “secondary” structures. A classification of
carbon nanotubular particles into primary, secondary, and tertiary forms was first introduced by 
De Jong and Geus.23 The most popular secondary form of the SWNT is a bundle (“rope”), which
consists of tubes in a 2-D triangular lattice, with a lattice constant of 1.7 nm. The bundles usually
have greater lengths as compared to individual NTs. For example, 1-m-long bundles of NTs have
been produced. They can combine to form a structure of higher order. Tangled SWNTs or MWNTs
can form “bucky paper” (“nanopaper” and “nanomats”). 

Single-walled nanohorns (nanocones) quite often combine to produce flower- or bud-like structures.
“Secondary” structures formed by MWNTs are more diverse. The formation of bundles of

MWNT is less typical. More often, kinked (L-shaped) and branched (Y-, T-, H-like, “octopus,” tree-
like) forms were synthesized. Tangled MWNTs form aggregates up to 3 mm in diameter (“worms”
and “boiled spaghetti”). The aggregates alongwith conical “ceder forest,” and “bucky pearl” some
others are the members of “tertiary” structure. 

A pyrolytic synthesis sometimes yields coiled NTs, helixes, double helixes, helixes inside NTs,
and even more complex structures, such as brushes, entangled worm-like features, and foil-like
structures at the nanometer scale. Transitional forms, such as nanopeas (fullerenes inside SWNTs),
are also among the structures formed.

The chemistry of different structures must be notably diverse. This diversity has not been stud-
ied yet, and the overwhelming majority of published results pertain to SWNTs, SWNT bundles, and
MWNTs.

5.3 SYNTHESIS OF CARBON NANOTUBES

There are two main methods or groups of processes of NT synthesis: sublimation of graphite with
subsequent desublimation, and decomposition of carbon-containing compounds.5,7,24 The first
group of processes is associated with high temperatures (up to 4000°C), which can be obtained in
electric arcs (see, for example, Refs. 25–29), by the process of laser ablation,29–34 by focused solar
radiation,34,35 or by resistive heating of graphite.

The arc process is remarkable for the larger number of versions, among which some versions
allow the realization of a semicontinuous process in automated facilities. Arching process in liquid
nitrogen,36,37 in water,36 and in aqueous solutions38,39 have also been developed.

Arching processes in gaseous40 or liquid41,42 hydrocarbons are classified as combined methods,
where the pyrolysis of hydrocarbons takes place along with the sublimation–desublimation of
graphite.

The arc-discharge technique is a popular method. The main disadvantages of the method lies in
the difficulty of organizing a continuous process, the concurrent formation of amorphous carbon,
metal clusters coated with carbon and in some cases fullerenes along with NTs. The total yield of
SWNT, as a rule, does not exceed 20 to 40%. 

The second group of methods has its own variations: pyrolysis of gases (chemical vapor depo-
sition, CVD process), solids (e.g., pyrolysis of polymers), aqueous solutions (hydrothermal synthe-
sis),43,44 or organic solutions (supercritical toluene).45

The CVD method can produce NTs in large quantities and can be realized at temperatures of
500 to 1300°C. In accordance with the chemical composition of the carbon source, the method can
be subdivided on the disproportionation of CO,29,33,46 the pyrolysis of hydrocarbons (CH4, C2H2,
C6H6, etc., including polymers),23,47–49 pyrolysis of CHxOy compounds (for example, alcohols50),
and pyrolysis of heteroatomic CHxAyBz compounds (A, B � N, O, S, Cl, …, e.g., amines). 
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It is also possible to synthesize NTs via a template method, applying, for example, porous
anodic alumina membrane. CVD using hydrocarbons as NT precursors over patterned catalyst
arrays leads to the formation of different complex structures and opens up exciting opportunities in
nanotechnology.48

The thermal disproportionation of CO is realized in two main variants: HiPco2,5,46 and
CoMoCAT.5,51 These methods are considered by American researchers as the most promising for
the commercial production of SWNTs. 

High-value NTs, viz. SWNTs, are produced at temperatures of 900 to 1200°C, mainly using 
CO or CH4 as a precursor. The availability of precursors, such as C2H2, methanol, and ethanol,
for SWNT synthesis is also shown. SWNTs in all instances are produced only by catalytic 
reactions.

Methods other than the ones mentioned above, for example, thermal decomposition of metal
carbides7,52,53 or carbonitrides,54 chlorination of carbides,7 electrolysis of molten salts,7 interaction
of cesium metal with microporous carbon,7 defoliation of graphite by forming and subsequent
transformation of “guest-host” intercalated compound, transformation of fullerenes C60 and C70,

55

“rapid thermal processing” of amorphous carbon film containing iron,56 sonochemical production,57

AC plasma processing,58 etc., are not widely used. 

5.4 OPENING OF CARBON NANOTUBES

Independent of their synthesis method, pristine SWNTs have large aspect ratio (103 to 104) and
closed ends. Open-ended NTs offer unique possibilities as conduits for flow of low-surface-tension
fluids through their cylindrical pores. Applications of NTs in molecule separation devices, in bio-
catalysis, in molecule detection, and as encapsulation media have been proposed. The end cups on
NTs must be destroyed to make the inner cavity available for filling. The simplest method to open
NTs is their oxidative treatment. The oxidation tends to initiate on the end cups, thus providing a
mechanism for opening the NT. The treatment is accompanied by functionalization of NTs with
oxygen-containing groups (see below). 

Liquid or gaseous chemical agents are used as oxidants. Refluxing, sonication, or microwave
(MW) digestion in concentrated acids, such as HNO3, H2SO4 and their mixtures, are the most pop-
ular methods of oxidation. Refluxing of MWNTs in concentrated HNO3 leads not only to oxidative
opening, but also in the reduction of the NT length and diameter as well as the breaking of entan-
gled MWNTs.59 Treatment of SWNTs results in tube cutting and narrowing of diameter distribu-
tion.60,61 The bundles of SWNTs become disordered and partly exfoliated, when they are immersed
in 70% HNO3 for a long period of time.62 Nitric acid can be intercalated into SWNT bundles, in that
way disintegrate the tube walls into graphitic flakes and then reforms them into various multi-shell
phases such as MWNTs, cone-shaped phases, and onion-like phases.63 A prolonged treatment of
SWNTs leads to amorphization and complete destruction of the tubes. 

Bundles in raw SWNT material are significantly thinner (<10 NTs) than those found in soni-
cated and HNO3-oxidized samples (>30 NTs).64,65 It has been suggested that this thickening is pro-
moted by the H-bonding between –COOH sidegroups formed during oxidation.

The concentrated H2SO4/HNO3 mixture (3:1) is a better agent for cutting SWNTs60,66 and for
enrichment of large-diameter SWNTs.67,68

Oxidation of SWNTs with H2O2 is a common tube-opening procedure.69–71 SWNTs react
exothermically with the H2SO4/H2O2 mixture.60 Oxidation in solution (HNO3/H2O2/H2SO4) has
been found to be effective for opening SWNTs. Aqueous solutions of OsO4, OsO4/NaIO3,

72 RuO4,
KMnO4, H2SO4/KMnO4, H2SO4/(NH4)2S2O8

73 have also been successively used to open NTs.
Superacids such as HF–BF3, have been shown to act as an etchant of NTs at room temperature.

The opening of MWNTs can be realized at room temperature electrochemically in H2SO4
74

or in dilute aqueous KCl solutions.75 Supercritical water acts on MWNT as an opening and thin-
ning agent.76
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Gaseous thermal oxidation is more effective than acid treatment. Thinner SWNTs burn more
quickly than thicker SWNTs during oxidation by oxygen gas.77,78 Fixed ambient air,79,80 fixed air
activated by microwave irradiation,81 air flow,82–84 5% O2/Ar mixture,85,86 reduced O2 atmosphere,61

O2/H2S mixture,87,88 O2, and H2O plasma89 used for oxidation. It has been shown that the oxidative
stability of SWNT is higher than that of amorphous carbon but lower than the oxidative stability of
graphitic carbon. 

The pore structure and specific surface area of SWNT aggregates are changed by air oxidation.82

However, unlike oxidation with H2SO4/HNO3 (3:1) solution, the air oxidation process preferentially
oxidizes SWNTs without introducing sidewall defects.90 The air oxidation rate of SWNTs is clearly
correlated to the amount of metal impurity. Ultrafine gold particles catalyze the oxidation.91

A mechanism for oxidative etching by O2 includes adsorption of O2 molecules on the tube cup
or wall, successive transformation of adsorbed molecules, and tube cup being etched away.92

Defective sites on the ends and the walls of MWNTs facilitate the thermal oxidative destruction of
the tubes.93 The kinetics of oxidation in an air flow has been studied at 400 to 450°C.94 The appar-
ent activation energy of oxidation has been found to be equal to 150 kJ/mol and corresponds to the
data for oxidation of carbon soot.95 A kinetic model of the process has been proposed.84

Ozone at reduced or room temperature96–101 and CO2/Ar (2:1) mixture at 600°C102 are suitable
for the oxidation of NTs. 

As a rule, the oxidation procedure is used for the purification of crude SWNTs and MWNTs
containing amorphous carbon, catalyst, and graphitic nanoparticles. Acid reflux followed by ther-
mal oxidation or reciprocal manner of treatment are common.5,9,10,79,83,85,86,103–105 Acid treatment of
SWNTs in combination with tangential filtration106 or centrifugation104 have been tested.
Microwave acid digestion allows a reduction in the operational time.107 In some cases, HCl71,108 or
HF109,110 is used for the dissolution of metal impurities. Multi-step purification procedures includ-
ing acid treatment80,111 or air oxidation112,113 have been developed. Hydrogen peroxide has been
shown to be an effective agent in the process of carbon nanostructure purification from amorphous
carbon impurities.114 The methods that are usually used to remove impurities from the as-prepared
SWNT material lead to hole-doped purified SWNTs.115

5.5 FUNCTIONALIZATION OF CARBON NANOTUBES

Functionalization allows the segregation of entangled or bundled NTs for their subsequent align-
ment. It is widely used for solubilization of NTs and for purification and classification of NTs in
solutions. The surface modification of NTs plays an important role in their use in composites, pro-
viding strong fiber–matrix bonding and thus improving the mechanical properties of the material.
The integration of NTs into integrated circuits and working devices, such as sensors and actuators
requires robust, well-defined connections, for which few processes are better than covalent func-
tionalization. 

All the existing methods of chemical derivatization of NTs are divided into two groups, depend-
ing on whether attached moieties are introduced onto the NT tips or sidewalls. The use of the latter
offers wider opportunities to change the original NT properties, since it allows high coverage with
attached groups. The attachment can be realized either by covalent bond formation, or by simple
adsorption via noncovalent interactions (hydrophobic, π stacking, etc.).

The covalent bonding can be realized via chemical or electrochemical reactions. The chemical
functionalization involves oxidation, fluorination, amidation, and other reactions. Two main paths
are usually followed for the functionalization of NTs: attachment of organic moieties either to car-
boxylic groups that are formed by oxidation of NTs with strong acid, or by direct bonding to the
surface double bonds.116

Using NTs as either anode or cathode in an electrochemical cell enables oxidation or reduction
of small molecules on the surface of the NT, leading to the formation of radical species which can
be covalently bonded.
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5.5.1 ATTACHMENT OF OXIDIC GROUPS

By analogy with other carbonaceous materials, concentrated HNO3 and mixtures of H2SO4 with
HNO3, H2O2, or KMnO4 have been widely used for attaching acidic functionalities to NTs. First,
acidic groups are attached to the open ends of SWNTs (Figure 5.1). 

Refluxing NTs in a H2SO4/HNO3 mixture results in a clear, colorless solution, which on evap-
oration of the solvent and removal of excess acid, gives a white solid containing functionalized
NTs.72 Neutralization of the acidic solution by alkali results in precipitation of a brown solid con-
taining nanotubes.

The main acidic functionalities comprise –COOH, –C�O, and –OH groups117 approximately in
the proportion of 4:2:1.118 The concentration of surface acid groups in the NTs treated by different
oxidants varies in the range of 2 � 1020 to 10 � 1020 sites/g.72 On a molar basis, the concentration
of acid groups is equal to 5.5 to 6.7%,119 ~6%,120 ~5%121 for shortened SWNTs or ~4% for full-
length SWNTs.122 Simple acid–base titration method shows that three different samples of purified
SWNTs had about 1 to 3% of acidic sites and about 1 to 2% of –COOH functionalities.123 The func-
tional group concentration is time-dependent.

Treatment of SWNTs with concentrated H2SO4 containing (NH4)2S2O7 and P2O5, followed by
treatment with H2SO4 and KMnO4, results in the formation of material containing C/O/H in the
atomic ratio of 2.7:1.0:1.2.73

A “one-pot” oxidative method via ozonolysis of the NT sidewall has been developed.99 The
ozonized NTs can react with several types of reagents, thus providing control over functional
groups (Table 5.1).

Along with functionalization with carboxylic, alcoholic, aldehydic, and ketonic groups, acidic
treatment leads to sizeable attaching of protons. The MWNTs after acidic purification contain
76.6% CHx, 13.0% C–O, 4.2% C�O, and 6.2% N–C�O and O–C�O groups124 –CSO3H groups
are also attached using sulfuric acid. 

Acid-functionalized, purified, and shortened SWNTs can be dispersed in water by sonication.125

No tube precipitation was observed with solutions containing 0.03 to 0.15 g/L after a month. The
solubility and stability of the solution are pH-dependent.

5.5.2 REACTIONS OF CARBOXYLIC GROUPS ATTACHED TO NANOTUBES

The carboxylic groups at the SWNT tips can chemically react in organic solutions to form closed
rings (Figure 5.2).126 The average diameter of the rings is 540 nm with a narrow size distribution. 

The most important aspect for further covalent or ionic functionalization is the possibility of
exploiting carboxylic groups at the tube ends or walls. Amines are among the reagents that have drawn
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the greatest attention. There are three types of carboxylic group reactions with amines: (1) amidation,
(2) acid–base interaction, and (3) condensation. Besides, amines can be physisorbed on NT walls.

Haddon and coworkers118,120,127,128 pioneered the approach of functionalizing the carboxylic
groups of shortened oxidized SWNTs through amidation with amines bearing long alkyl chains. To
modify SWNTs with the amide functionality, the reactions shown in Figure 5.3 were used. 

Shortened SWNTs were stirred in SOCl2 containing dimethylformamide (DMF) at 70°C for 24 h,
and after centrifugation, decantation, washing, and drying, the residual solid was mixed with
octadecylamine (ODA) and heated at 90 to 100°C for 96 h. During this process, the volume of the
SWNTs expanded several times. 

The second and the third routes to attach amines are the direct reactions of carboxylic groups
with amine (see Section 5.5.4).

The concentration of functional groups bound in SWNTs functionalized with SOCl2 seems to
be sensitive to gamma irradiation.129 SWNTs and MWNTs containing acyl chloride groups are sol-
ubilized via poly(propionylethylenimine-co-ethylenimine) attachment.130–132 Reaction with poly-
ethyleneimine caused the formation of a product, which is soluble in chloroform.133 MWNTs
functionalized with –COCl groups can covalently attach polythiophene.134

The refluxing of functionalized NTs with an excess of NaBH4 in absolute ethanol leads to the
reduction of the carboxylic acid groups into hydroxyl groups. 
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TABLE 5.1

Relative Amounts of Different Surface Oxygenated Groups (%) on HiPco SWNTs Subjected

to Ozonolysis at –78°C in Methanol Followed by Selective Chemical Treatment 

Sample C–OH C��O COOH, O–C��O

Ozonated 13.3 50.8 35.9
Treated with H2O2 37.0 9.4 53.6
Treated with DMS 28.7 41.1 30.2
Treated with NaBH4 29.1 36.3 34.6

Source: From Banerjee, S. and Wong, S.S., J. Chem. Phys., B 106, 12144–12151, 2002. With permission.

Copyright 2006 by Taylor & Francis Group, LLC



Esterification of the NT ends or sidewalls after their carboxylation130,135–141 differs from many
other methods of functionalization in the simplicity of defunctionalization.136 The attached groups
can be easily removed by a hydrolysis reaction, catalyzed by acids or bases. The NTs evolve from
the solution after hydrolysis. 

Oxidized carbon atoms can act as specific sites for adsorption of metal ions.142,143 The simplest
reaction may be expressed by the equation

NT–COOH � M�X� → NT–COOM � HX

Individual Pb2�, Cu2�, and Cd2� ion-adsorption capacities are equal to 97, 28, and 11 mg/g, respec-
tively.143 Hg(II) ions form groups of two types: (–COO)2Hg and (–O)2Hg, in the ratio (%) of
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30:70.142 Ultrasonication of a dispersion of MWNTs in water–isopropanol solution containing
RuCl3

.3H2O leads to Ru attachment.144 The surface carboxylic groups are used to attach the rela-
tively bulky metal complexes such as Vaska’s complex (trans-IrCl(CO)(PPh3)2),

145 Wilkinson’s
complex (RhCl(PPh3)3),

146 and also TiO2 or CdSe nanoparticles.147,148 It has been shown that Ir
coordinates to the NTs by two distinctive pathways. With raw tubes, the metal attaches as if the
tubes were electron-deficient alkenes. With oxidized tubes, oxygen atoms form a hexacoordinate
around the Ir atom. The Rh atom similarly coordinates to these NTs through the increased number
of oxygenated species. The functionalization reaction, in general, appears to increase significantly
oxidized NT solubility in DMF in the case of Vasca’s and in dimethyl sulfoxide (DMSO) in the case
of Wilkinson’s. 

Among the range of reagents tested, the most effective for MWNTs silylation were N-(tert-
butyldimethylsilyl)-N-methyltrifluoroacetamide and 1-(tert-butyldimethylsilyl)imidazole.149

The oxidized groups present on SWNTs allow the formation of polymer/NT films by the alter-
nate adsorption of the polyelectrolyte and SWNTs onto substrates.150 Such groups on MWNT walls
can react with 3-mercaptopropyl trimethoxysilane.151 Alkoxysilane-terminated amide acid oligomers
are used to disperse NTs.152 Alkoxysilane functional ends on the oligomer, once hydrolyzed, react
with functionalities on the ends of the purified SWNTs, thus leading to polymer formation.

The formation of NT arrays by self-assembling COOH-terminated NTs onto certain metal
oxide substrates (e.g., Ag, Cu, Al) has been demonstrated.153 In such reactions, the ability of car-
boxylic groups to deprotonate in contact with metal oxides is utilized.20 An assembling acid-func-
tionalized SWNTs on patterned gold surface has been developed.154,155 The reaction mechanism is
presumed to include an ester intermediate formation. 

The carboxylated tips of NWNT are used to force titrations by atomic force microscope
(AFM.156) The ability of carboxylic groups at the tips of NT to be readily derivatized by a variety
of reactions allows the preparation of a wide range of molecular probes for AFM.157,158

Air heating of derivatized NTs at controlled temperatures and for controlled periods leads to the
decomposition of carboxylic groups and to the formation of hydroxyl groups.159 The carboxylic
groups could be removed by thermal vacuum decarboxylation without damaging the electron sys-
tem of the NTs, but defects remain on the tube walls.65 It is generally accepted that carboxylic
groups decomposed on heating to CO2 gas and carbonyl groups, desorbed in the form of CO (Figure
5.4).160,161 The CHx groups decompos giving CH4 and H2.

161
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5.5.3 FLUORINATION

Fluorination plays an important role in the chemistry of NTs because of the simplicity in acheiving
a high degree of functionalization, the very high stability of fluorinated NTs, and the possibility to
change the attached fluorine atoms to other functional groups. The fluorination reaction can easily
be scaled-up.

The first work devoted to fluorination of fibrous carbon material was published by Nakajima
et al.162 before NTs were discovered. This work showed that the reaction starts at room temperature.
The composition of the products prepared at fluorine pressure of 1 atm corresponds to C8–12F. 

After a decade, MWNTs were fluorinated at different temperatures and the formation of (CF)n

at 500°C was documented.163 A year later, French specialists, using a mixture of F2–HF–IF5 for
fluorination of MWNTs, observed a modification of NT structure after reaction at high tempera-
tures, and studied the electrochemical behavior of the fluorinated NT (“fluorotubes”) as electrode
material in a lithium cell.164,165 The fluorination of MWNTs by vapor over a solution of BrF3 in
liquid Br2 at room temperature revealed a decrease of cage nanoparticles in the fluorinated mate-
rial relative to the pristine sample, which was connected with unrolling the NTs during fluorina-
tion.166 Insufficient purity of the samples used in these works makes the full interpretation of the
results difficult. 

The amount of doped fluorine increases with increasing doping temperature. Doping at lower
temperatures resembles the intercalation of graphite with fluorine and leads to the buckling of the
outer MWNT walls.167

The fluorination of the internal surfaces of NTs, prepared by a template carbonization technique
and which are less crystalline than those synthesized by arc discharge or laser methods, by ele-
mental fluorine at 200°C shows that the resulting compound corresponds to CF1.42.

168

Fluorination of purified SWNTs in the form of “bucky paper,” by flow of fluorine gas diluted
by helium at a reaction time of 5 h demonstrated that the composition of fluorinated NTs varied
from CF0.1 at 150°C to CF1.0 at 600°C.169 It appeared that fluorination at 400°C and higher temper-
atures leads to destruction (e.g., “unzipping”) of SWNTs, to the formation of structures resembling
MWNTs, and to the evolution of gaseous products such as CF4, C2F4, C2F6. Once fluorinated at tem-
peratures up to 325°C, which corresponds to the formation of C2F, SWNTs were defluorinated with
anhydrous hydrazine and were rejuvenated. Partial or complete elimination of fluorine can be done
by LiBH4/LiAlH4 treatment.170

In their subsequent works, Peng et al.171 realized the fluorination of purified SWNTs with F2/HF
mixture at 250°C (HF acts as a catalyst).

Heat annealing of fluorinated SWNTs having C/F ratios between 2.0 and 2.3, in a flow of noble
gas, indicates that NTs could be recovered at 100°C.172 Tubes fluorinated at 250°C to a CF0.43 sto-
ichiometry lose fluorine on annealing under flowing helium gradually with increasing tempera-
ture.173 Upon heating, the largest fluorine loss occurred between 200 and 300°C.

The fluorination of purified HiPco tubes to a stoichiometry CFx (x � 0.2) followed by pyrolysis
of partially fluorinated material up to 1000°C was found to have “cut” the NTs.174 In an argon atmos-
phere, the fluorine was driven off the NT structure in the form of gaseous CF4 and COF2. Short bun-
dles comprising strongly interacting individual NTs were found in the cut nanotube sample.

As a result of band-gap enlargement, the resistivity of fluorinated SWNT mat increases with
increasing fluorination temperature, i.e., fluorine content.175 The electronic properties are also
altered by fluorination. As they are fluorinated, NTs reduce their tendency to self-agglomerate.

The most important property of fluorotubes is their ability to form soluble derivatives (Figure
5.5).176–179

Sidewall-alkylated NTs are obtained by interaction of fluorinated NTs with alkyl magnesium
bromides in a Grignard synthesis or by reaction with alkyllithium precursors. The alkylated NTs
are soluble in various organic solvents, including chloroform, methylene chloride, and tetrahydro-
furan. For example, the solubility of hexyl-solubilized SWNTs in chloroform is up to ~0.6 g/L,
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in tetrahydrofuran to ~0.4 g/L, in methylene chloride to ~0.3 g/L, as compared with maximum con-
centration of 0.1 g/L of pristine NTs in DMF.

Sonication of SWNTs in some solvents for ~5 min also results in the selective solubilization of
highly fluorinated (isopropanol) or sparcely fluorinated (DMF) samples. Fluorotubes can be sol-
vated in alcohols yielding metastable solutions. Of the solvent used, 2-propanol and 2-butanol
seemed to be the best, reaching SWNT concentration of 1 g/L. A probable mechanism of such sol-
vation would be hydrogen bonding between the hydroxyl hydrogen atom in alcohol and NT-bound
fluorine. Water, diethylamine, perfluorinated solvents, or acetic acid do not solvate NTs. 

Fluorotubes dissolved in alcohols can react with alkoxides or terminal diamines such as
H2N(CH2)nNH2 (n � 2, 3, 4, 6). They are capable of reacting with hydrogen peroxide, organic per-
oxides (e.g., lauroyl, benzoyl, tert-butyl), and with a number of solid inorganic compounds, such as
alkali halides, Li2S, ZnS, Li2O2, and AlP.

The atomic and electronic structures of fluorinated SWNTs have been examined in a few experi-
mental and theoretical works.175,180–188 As a result of fluorination, a significant charge transfer occurs
from the NT wall to the fluorine atoms, resulting in partially ionic bonds. This transforms the non-polar
SWNT to the polar one.

X-ray photoelectron spectroscopy can identify the type of bonding within CFx compounds. The
spectra of fluorinated samples give peaks appearing at 287 eV (semi-ionic C–F), at 288 to 299 eV
(nearly covalent C–F), and at 292.0 to 294.05 eV (covalent CF2 and CF3).

175

Fluorinated SWNTs are used to form composites with poly(ethylene oxide).189

5.5.4 AMIDATION

Amines, particularly ODA, have attracted special attention in the studies of functionalization of
CNs. The SWNT–COOH product treated with oxalyl chloride at 0°C and then heated with ODA at
100°C, after purification contains 4 mol% of amine.190 Shortened MWNTs attach considerably
larger amounts of ODA, up to 41.7 wt%, after 96-h functionalization.191

Acid-chloride-functionalized SWNTs are used to attach glucosamine,192 didecylamine,193,194

4-dodecyl-aniline, and 4-CH3(CH2)13C6H4NH2.
118 NTs functionalized with aniline prove to be sol-

uble only in aniline, whereas NTs derivatized with tetradecylaniline are soluble in CS2 and aromatic
solvents. The anilination reaction solubilizes SWNTs and allows their purification chromatograph-
ically using excess of adsorbed aniline. A product with the ratio of NT carbons to aniline sites of
360:1 has been prepared by refluxing oxidatively end-cut SWNTs.195 The functionalized group of
MWNTs modified with aniline was determined to be C6H6N

–.196 The terminal chlorinated car-
boxylic groups were used to append pyrenyl subunits197 and n-pentyl ethers.141

SWNTs absorb MW radiation, and thus tubes can be rapidly heated by radiated. A procedure
based on MW heating, which allow the attachment of monoamine-terminated poly(ethylene glycol)
molecules to shortened SWNTs–COCl, has been developed.198

The acid-chloride-functionalized SWNTs were attached in pyridine suspension to chemically
functionalized Si surfaces.199
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It is supposed that SWNT in DMF can form covalent bonds with tenth generation poly(ami-
doamine) starburst dendrimer.200 A “grafting-from” method has been developed for production of
hyperbranched poly(amidoamine)-modified NTs.201

Solution of SWNTs in DMF derivatized with ODA is used for chromatographic purification
procedure.202 The NT end-to-side or end-to-end junctions are created by the reaction between mod-
ified NTs and diamines.203,204

The CdSe quantum dots were coupled to individual acid-chloride-modified SWNTs via amide-
bond formation.205

Oxygen-containing groups that are present on NT tips can condense with alkoxysilane groups-
terminated amide acid polymers and facilitate the formation of NT/polymer films for electrostatic
charge mitigation.152,206 

The simplest possible route to the solubilization of SWNTs is direct reaction of the molten
amine with the shortened SWNT–COOH. Thus a simple acid–base reaction is realized and zwitte-
rions are formed (Figure 5.6).118 The products of the reaction are found to be soluble in tetrahydro-
furan (THF) and CH2Cl2. Zwitterion-functionalized shortened SWNTs are used for length
separation via gel permeation chromatography207 and for selective precipitation of metallic SWNTs
upon solvent evaporation.208 The method is used to solubilize full-length SWNTs.122 The derivati-
zation of the oxidized MWNTs with triethylenetetramine leads to subsequent covalent bonding with
the epoxy resin used as a matrix for MWNTs.209 �NH3(CH2)17CH3 ions, as has been stated, can
readily exchange with other ions, e.g., metal ions.11 Cysteamin allows the realization of thiolization
reaction of carboxyl-terminated SWNTs and deposition of the NTs onto a gold surface.210 A ver-
sion of region-specific NT deposition onto prepatterned surface via amidation of acid-functional-
ized NTs is described.211,212

Sun et al.213 studied the reaction and dispersal of noncarboxylated SWNTs by refluxing in ani-
line. Dark-red complexes are formed in the process. The solubility of SWNTs in aniline is up to
8 g/L. This aniline–NT solution can be readily diluted with other organic solvents such as acetone,
THF, and DMF. As evidenced by their relatively high solubility in aniline, NTs may form
donor–acceptor interactions with aniline.213 Complexing with aromatic amines makes both single-
and multi-wall tubes dispersable in organic solvents. 

The condensation reaction of acid-functionalized SWNTs with 2-aminoethanesulfonic acid
allows to supply the end of SWNT with sulfonic groups and enhance its solubility in water.214 This
technique has been used for attachment of aminopolymers.132 The amidation of NT-bound carboxylic
acids can be accomplished in diimide-activated reactions. Functionalization with poly(propi-
onylethylenimine-co-ethylenimine) in the presence of 1-ethyl-3-(3-dimethylaminopropyl)carbodi-
imide has been found to be significantly improved in both efficiency and yield by sonication under
ambient conditions.215

The attachment of poly(styrene-co-aminomethylstyrene) is possible under amidation reac-
tion.139 The ball-milling process in ammonia atmosphere allows the introduction of amine and
amide groups onto MWNTs.216

Basiuk et al.217 attempted to simplify convenient solution method, and to apply gas-phase
derivatization of oxidized NTs containing carboxylic groups on their tips according to the equation

SWNT–COOH � HNR1R2 → SWNT–CO–NR1R2 � H2O
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Nonylamine, dipentilamine, ethylenediamine, and propylenediamine217 have been used as test com-
pounds. This procedure consists of treating SWNTs with amine vapors under reduced pressure and
at a temperature of 160 to 170°C. Amine molecules not only formed derivatives with SWNT tips
but physisorbed inside SWNTs. The content of physisorbed nonylamine is about one order of mag-
nitude higher than the amide content.

Theoretical consideration of the amidation reaction with methylamine shows that the formation
of amide derivatives on carboxylated armchair SWNT tips is more energetically preferable than that
on the zigzag NTs.218

The physisorption on metallic SWNTs causes no significant change in the electrical conduc-
tance, whereas adsorption of amines (such as butylamine and propylamine) on partial length of
semiconducting NTs causes modulated chemical gating.219

Other works on amidation have been published; among them is the amidation of HiPco SWNTs,220

and the functionalization of SWNTs with phthalocyanine molecules through amide bonds.221

5.5.5 OTHER TYPES OF COVALENT BONDING

Direct covalent functionalization of NT can be realized via addition of  carbenes,127,222–226

nitrenes,223,227–229 1,3-dipoles,230–232 aryl cations,19,233,234 and radicals (Figure 5.7).19,233,235–241

For direct functionalization, one can use processes such as ultrasonication in organic media,10

plasma treatment, UV irradiation, or irradiation with energetic particles.
Carbenes have the general formula CRR�, where R, R� � H, halogen, organic residuum, etc.,

and represent unstable compounds of bivalent carbon. Dichlorocarbene is an electrophilic reagent
that adds to deactivated double bonds, but not to benzene. It is capable of attacking C�C bonds,
replacing them by CCl2 bridges. The addition of dichlorocarbene took place at the sidewall of both
insoluble SWNT222 and shortened SWNTs (s-SWNTs).127 It was reacted with NTs in a refluxing
chloroform/water suspension. Around 5% of chlorine was incorporated into or onto the SWNTs.222

Hu et al.225 used dichlorobenzene solution of PhCCl2HgBr and showed that the addition of
dichlorocarbene converts metallic SWNTs to semiconducting SWNTs. Thermal treatment of 
(s-SWNT)CCl2 above 300°C results in the breakage of C–Cl bonds, but the electronic structure of
the SWNTs was not recovered. Monthioux224 published a method for dichlorocarbene formation
and attachment to the SWNT by the decomposition of chloroform under UV irradiation. The C�Cl2

bridges are assumed to be removed under UV treatment. 
The two-level Our owN n-layered Integrated molecular Orbital + molecular mechanics Method

(ONIOM) technique has been employed to study the [2�1] cycloadditions of dichlorocarbene, sily-
lene, germilene, and oxycarbonitrene onto the sidewall of SWNT.226 Results showed that the reac-
tions are site-selective and yield three-membered ring species. The thermal stability of the SWNT
derivatives follows the order oxycarbonitrene >> dichlorocarbene > silylene > germilene. The
derivatives can be good starting points for further functionalization.

Nitrenes are analogs of carbenes; they represent unstable compounds of monovalent nitrogen and
have general formula RN, where R � alkyl, aryl, getaryl, NR�2, CN, etc. Among the methods of nitrene
generation, thermal and photochemical decomposition of azides and other compounds should be men-
tioned. The addition of (R-)-oxycarbonyl nitrenes allows the bonding of a variety of different groups
such as alkyl chains, aromatic groups, dendrimers, crown ethers, and oligoethylene glycol units.227

For functionalization based on the 1,3-dipolar cycloaddition of azomethine ylides,230–232 the het-
erogeneous reaction mixture of SWNTs suspended in DMF together with excess aldehyde and
modified glycine was heated at 130°C for 5 days. The modified NTs are remarkably soluble in most
organic solvents (CHCl3, CH2Cl2, acetone, methanol and ethanol) and even in water. The solubility
of SWNTs in CHCl3 is close to 50 g/L without sonication. The reactions were successful with the
use of either short-oxidized or long-nonoxidized SWNTs, without notable differences in their sol-
ubility. The functionalized NTs are less soluble in toluene and THF, and practically insoluble in less
polar solvents including diethyl ether and hexane. 
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It was reported that sonication and homogenization of a mixture of SWNTs and a mono-
chlorobenzene solution of poly(methylmetacrylate) increased the ratio of shorter and thinner
SWNTs242–244 and led to the chemical modification of SWNTs.245 Organic molecules decompose
at the hot spots, and reactive species react with damaged SWNT sidewalls. FT-IR spectra show the
formation of C–H and C�O groups. The sonication of purified SWNTs in monochlorobenzene
solution leads to the formation of two kinds of modified SWNTs.243,244 Sonochemical decomposi-
tion of o-dichlorobenzene246 and 1,2-dichrorobenzene247 also leads to the attachment of decompo-
sition products to SWNTs and to the stabilization of SWNT dispersions. Other organic solvents
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formed NT dispersions under sonication (see the next section) most likely by an analogous 
mechanism. 

For the purpose of SWNT sidewalls functionalization using organic radicals, Ying et al.239

decomposed benzoyl peroxide in the presence of alkyl iodides and obtained phenyl radicals. These
radicals reacted with alkyliodides, which generated iodobenzene and alkyl radicals. The procedure
allowed them to attach long-chain alkanes, alkyl halides, amides, nitriles, and ethers to the sidewalls
of the NTs. Methyl radicals can also bond to the sidewalls, but the resulting NTs are generally insol-
uble in organic solvents. 

Water-soluble diazonium salts can react with NTs.233,235,237 A reactive radical can be produced
by electrochemical reduction of different aryl diazonium salts using a bucky-paper electrode.235 The
estimated degree of functionalization is up to 5% of carbon atoms. Along with reductive coupling,
it is possible to provide oxidative coupling (Figure 5.8).238,248 The derivatization with aryl diazo-
nium salts is not limited to the electrochemically induced reaction.237

NTs derivatized with a 4-tert-butylbenzene moiety exhibit the highest solubility in organic sol-
vents. Solvent-free functionalization has short reaction times.233

Addition of diazonium salts to NTs suspended in aqueous solution opens a way to select chem-
ically and separate NTs based on their electronic structure. Metallic NTs under certain controlled
conditions give up electrons more readily than semiconducting NTs, a factor that the diazonium
reagent can respond to.240 The chemistry is reversible. Heating of the functionalized NTs in inert
media at 300 to 400°C stimulates pyrolysis of arene groups and leads to restoration of the pristine
electronic structure of NTs. This work also proves that the assumption that NT chemistry is con-
trolled solely by their diameter (with smaller-diameter NTs being less stable) is in fact not always
true.
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Since organic thiol derivatives are generally well known to interact strongly with noble metal
surfaces, therefore, the selective thiolation may be used to make a good electrical junction between
a NT and a metal electrode, or to position the NT relative to a metal surface. The first thiolated
NTs, NT–(CH2)11–SH, with long alkyl chains, were synthesized by Smalley and coworkers.66

Because of the long and flexible alkyl chain, the latter compounds do not anchor on a metal sur-
face in a specific orientation and give rise to a large contact resistivity. To overcome these prob-
lems, another type of compound, NT–CONH–(CH2)2SH, with a shorter alkyl chain, was
synthesized.210 The compound, however, contains an amide bond that tends to react easily in an
acid or basic environment. 

The new form of thiolated NT, which contains thiol groups almost directly linked to the body
of NT, was synthesized by Lim et al.249 The formation of NT–CH2–SH is achieved via successive
carboxylation, reduction, chlorination, and thiolation of the open ends of NTs. 

Time-dependent plasma etching and irradiation with energetic particles can provide controlled
introduction of defects and functionalities into NTs. Irradiation creates links between NTs, and
leads to coalescence and welding of NTs (see, e.g., Refs. 250 and 251). Argon ion irradiation
enhances the field emission of NTs.252

It has been shown that H2O plasma can be used to open end-caps selectively of perpendicularly
aligned NTs without any structural change.253 The treatment of NTs with oxygen plasma at a low
pressure for some minutes results in an oxygen concentration up to 14% and formation of outer lay-
ers consisting of hydroxide, carbonyl, and carboxyl groups.254

Interaction of SWNTs with high-energy protons at low irradiation doses causes the formation
of wall defects.255 The NTs curve at higher doses (>0.1 mC) and degrade into amorphous material
at even higher doses (approaching 1 mC). The hydrogenation of NTs can be achieved in a cold MW
plasma at low pressure.256 A 30 sec exposure to a plasma of H2 generated by glow-discharge results
in near-saturation coverage of SWNT with atomic hydrogen.257

Calculations using molecular dynamics show that CH3 radicals with energies of higher than 19
eV can attach to NT sidewalls.258,259 The heat of the attachment reaction changes from ~0.8 eV for
graphite to ~1.6 eV for fullerene C60, and has intermediate, close to figures for graphite, values for
NTs.13

The experiments show evidence of chemical functionalization of MWNTs by attachment of
CF3

� ions at incident energies of 10 and 45 eV.259 The exposure of SWNTs to CF4 gaseous plasma
leads to the formation of semi-ionic and covalent C–F bonds.260,261 The ion bombardment does not
result in loss of NT structure.261

Ion beams of certain energies can be used to create nanotube-based composites with improved
adhesion between the filler and polymer matrixes as well as to create covalent cross-links between
NTs and the C60 molecules.262

The modification of NTs is possible with acetaldehyde plasma activation.212 Plasma-modified
NTs improve the properties of nanotube-epoxy composites.263 The hydrogen plasma treatment
enhances field emission of NTs.264 By using hydrothermal synthesis it is possible to produce
hydrophilic SWNTs or MWNTs that are wetted by water and water solutions, because their outer
and inner surfaces are terminated with OH groups.

An electrochemical derivatization method can also be used to attach carboxylate groups to NT
walls (see Ref. 265 and references therein).

5.5.6 NONCOVALENT BONDING

Carbon NTs have been solubilized in water with the aid of surfactants, which can deposit on the NT
surface and help to form stable colloidal dispersion. The repulsive force introduced by the surfac-
tant overcomes the van der Waals attractive force between the carbon surfaces. However, there is a
problem when the surfactant is removed from the NT surface.
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Sodium dodecyl sulfate (NaDDS, CH3(CH2)11OSO3Na),266–276 lithium dodecyl sulfate (LiDDS,
CH3(CH2)11OSO3Li),277–279 and sodium dodecylbenzene sulfonate (NaDDBS, C12H25C6H4SO3Na)280–284

are among the simplest and most popular surfactants used for NT solubilization. 
At low NaDDS concentration, large and dense clusters of the initial NTs were still found after

sonication. At higher surfactant concentrations, black and apparently homogeneous solutions, sta-
ble over several weeks, were obtained.269 The phase diagram of the NaDDS–SWNT–water system
is not a simple one.271 The domain of homogeneously dispersed NTs is limited and has an optimum
(good NT solubility and system stability) at ~0.35 wt% in NTs and 1.0 wt% in NaDDS.

Suspensions of MWNTs or SWNTs in water stabilized by 0.25% NaDDS solution have been
used for purification and size separation of tubes.266–268 An individual SWNT encased in close-
packed columnar NaDDS micelle has a specific gravity of ~1.0, whereas that of an NaDDS-coated
bundle has a specific gravity of ~1.2 or more.270 Therefore, NaDDS suspensions (2 g/L) prepared
by sonication of raw, solid SWNTs in 0.5% NaDDS solution are capable of separating bundled
SWNTs from isolated individuals.272 The MWNT dispersion stabilized by NaDDS allows the pro-
duction of MWNTs/hydroxyapatite composites.276

Non-specific physical adsorption of NaDDBS allows the solubilization of lightweight fraction
SWNTs in water.280,282 The NT stabilization depends on the structure of surfactant molecules that
lie on the tube, parallel to the cylindrical axis (Figure 5.9). It was possible to achieve relatively high
SWNT concentration (up to 10 g/L as a mixture of isolated and small bundles of SWNTs) without
nematic ordering in suspension. The optimum NT/surfactant ratio was found to be 1:10 (by weight).
The properties of a dispersion depend on the sonication technique used (high-power or mild mode
of operation, tip or bath sonicator). The mechanism of NT solubilization determines the hydropho-
bic forces between the surfactant tail and the NT surface. Each NT is covered by a monolayer of
NaDDBS molecules, in which the heads form a compact outer surface of a cylindrical micelle.283

The aqueous (D2O) suspension in the presence of NaDDBS surfactant exhibits the presence of
SWNT aggregates, but not rigid rods.284 

The dispersing power of Triton X-100 (TX-100, C8H17C6H4(OCH2CH2)nOH; n ~
9.5),60,66,131,280,285–288 sodium octylbenzene sulfonate (C8H17C6H4SO3Na),280 sodium butylbenzene sul-
fonate (C4H9C6H4SO3Na),280 sodium benzoate (C6H5CO2Na),280 dodecyltrimethylammonium bromide
(DTAB, CH3(CH2)11N(CH3)3Br),280,289,290 cetyltrimethylammonium bromide (C16TMAB,
CH3(CH2)14CH2N(CH3)3Br),291 cetyltrimethylammonium chloride (CH3(CH2)14CH2N(CH3)3Cl),289

cetyl alcohol derivative (CH3(CH2)14CH2(OC2H5)10OH),291 pentaoxoethylenedodecyl ether (C12E5),
289

and hexadecyltrimethylammonium bromide (CH3(CH2)16N(CH3)3Br)292 have been studied. Both
NaDDBS and TX-100 dispersed the NTs better than NaDDS, because of their benzene rings; NaDDBS
dispersed better than TX-100 because of its headgroups and slightly longer alkyl chain.280 DTAB and
C12E5 solutions, at concentrations ranging from 0.05% to a few percent, do not stabilize the NTs.289

Ultrasonication of a mixture of distilled water and MWNTs in the presence of 5 vol% TX-100,
followed by centrifugation to remove unsuspended material allows the production of a suspension of
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concentration of 0.1 g/L.287 An aqueous (or alcoholic) solution of TX-100 has been used to prepare
SWNT dispersion, followed by alignment under AC electric field.286 Such dispersions are suitable to
prepare thin film coatings on flexible plastic substrates.288,291

Spectral study reveals that the most essential spectral shift of lines compared with the spectrum
of SWNT in KBr pellet is observed for NT aqueous solutions with the surfactants containing
charged groups.293

Acidification of a solution of surfactant-dispersed SWNTs in water in the pH region of 6.0 to
2.5 results in the reversible and selective reaction of protons at the sidewall of SWNTs.290 The equi-
librium constants are dependent on the NT band gap, and metallic NTs appear more sensitive to
acidity of the solution. A crucial role is played by adsorbed O2, which controls both the rate and
equilibrium extent of the reaction. The results of this investigation hold promise for chemical sep-
aration and sorting of NTs having different electronic structures.

C16TMAB or other surfactants are used to prepare a SiO2/NT composite.291,294

SWNTs can be solubilized in water at g/L concentrations by non-covalent wrapping them with
water-soluble linear polymers, most successfully with polyvinyl pyrrolidone295,296 and sodium poly-
styrene sulfonate.295,297,298 Polymetacrylic acid,298 polypyrrole,299 poly(phenylacetylene),300

poly(diallyldimethylammonium chloride)301,302 have also been tested. The solubilization of SWNTs
by polymer wrapping might provide a series of useful techniques, such as purification, fractiona-
tion, and manipulation of the SWNTs.

For many applications, bio-compatible water-soluble derivatives of NTs are desirable. For this
reason. the solubilization of NTs in cyclodextrins,303–305 polysaccharides and natural mixtures of
polysaccharides such as gelatine,306,307 Gum Arabic,275,289 and starch308 has been studied.

Nanotubes are not soluble in aqueous solutions of starch but they are soluble in a starch–iodine
complex. The starch, wrapped helically around small molecules, will transport NTs into aqueous
solutions.308 The process is reversible at high temperatures which permits the separation of NTs in
their starch-wrapped form. The addition of glucosidases to these starched NTs results in the pre-
cipitation of the NTs from the solution. Readily available starch complexes can be used to purify
NTs. An effective process to produce colloidal solution of SWNT–amylose complexes is elabo-
rated.309 The solubility of sonicated NTs improves by dilution of water with DMSO (10 to 25
vol%). Some natural polysaccharides wrap SWNTs, forming helical suprastructures.310

An amphiphilic α-helical peptide specifically designed not only to coat and solubilize NTs, but
also to control the assembly of the peptide-coated NTs into macromolecular structures, is described.311

The NTs can be recovered from their polymeric wrapping by changing their solvent system.
As for the solubility of pure SWNTs in organic solvents, these solvents are divided into three

groups.285 The “best” solvents are N-methylpirrolidone (NMP), DMF, hexamethylphosphoramide,
cyclopentanone, tetramethylene sulfoxide, and ε-caprolactone, which readily disperse SWNTs,
forming light-gray, slightly scattering liquid phases. All of these solvents are nonhydrogen-bonding
Lewis bases. Group 2 includes DMSO, acrylonitrile, 4-chloroanisole, and ethylisothyocyanate. The
third group includes 1,2-dichlorobenzene, 1,2-dimethylbenzene, bromobenzene, iodobenzene, and
toluene. 

Using solvochromic and thermochemical parameters of different solvents Torrens also catego-
rized them into three groups.312 The first group include the “best” solvents mentioned earlier. In the
group of “good” solvents, he includes toluene, 1,2-dimethylbenzene, CS2, 1-methylnaphthalene,
iodobenzene, chloroform, bromobenzene, and o-dichlorobenzene. Group 3 are the “bad” solvents,
n-hexane, ethyl isothyocyanate, acrylonitrile, DMSO, water, and 4-chloroanisole. 

As reported earlier, the best solvents for generating SWNT dispersions in organic solvents are
amides, particularly DMF and NMP.176 The solubilities of SWNTs in 1,2-dichlorobenzene, chloroform,
1-methylnaphthalene, and 1-bromo-2-methylnaphthalene are equal to 95, 31, 25, and 23 mg/L,247

respectively. Solubilities of purified and functionalized SWNTs in ethanol, acetone, and DMF is 0.5,
1.06, and 2.0 mg/L,313 respectively. According to Ref. 247, the solubilities are <1, <1, and 7.2 mg/L.

MWNTs cannot be dispersed in toluene into the level of single tubes even when diluted to a con-
centration of ~10–3 g/L.314 It has been found that the aggregation decreases with increasing temperature. 
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A procedure for the quantitative evaluation of the purity of bulk quantities of SWNT soot on
the basis of near infrared (NIR) spectroscopy of a sample dispersed in DMF is described.315

Organic solutions of NTs in poly(p-phenylenevinylene-co-2,5-dioctoxy-m-phenylenevinylene),316

poly(m-phenylenevinylene-co-2,5-dioctoxy-p-phenylenevinylene),317 poly(2,6-pyridinylenevinilene-
co-2,5-doictyloxy-p-phenylenevinylene),317 a family of poly(m-phenylenevinylene-co-p-phenylene-
vinylene)s,318 can be formed due to the physical adsorption of polymers. Certain polymers such as
polyphenylenevinylene derivatives, and vinyl-based polymers such as polyvinylalcohol and
polyvinylpyrrolidone tend to disperse NTs, while rejecting other carbon-based impurities (see Ref. 319). 

The solubilization of small-diameter NTs is possible using rigid side-chain poly(aryleneethyl-
ene).320 The method includes the dissolution of SWNTs in methylene chloride and polymer under
vigorous stirring or sonication, and yields a solubility as high as 2.2 g/L. Researchers believe that
the most probable mechanism is a π stacking which stabilizes the polymer–NT interaction.

Noncovalent solubilization of NTs can be realized by encapsulation of SWNTs by metallo-
macrocyclic rings.216,321 A DMF solution of poly(vinylidene fluoride) can be used for size fraction-
ation of MWNTs.322

5.5.7 DISPERSIONS IN OLEUM

Successive dispersion of SWNTs in oleum at concentrations up to 4 wt% was first achieved at Rice
University.323 It was shown that at very low concentrations of SWNTs (<0.25 wt%), a single phase
with uniformly dispersed tubes was formed. The SWNTs in the dilute system behave as Brownian
(noninteracting) rods. The SWNT concentration in the dispersion can be increased up to 10 wt%;
the dispersion process is promoted by the protonation of the SWNT sidewall, and the tubes are sta-
bilized against aggregation due to the formation of electrostatic double layer of protons and nega-
tively charged counterions.324 Increasing the concentration of SWNTs in the acid leads to the
formation of a highly unusual nematic phase of spaghetti-like, self-assembled supra-molecular
strands of SWNTs. As concentration increases (to 4 vol% in 102% H2SO4), the strands self-assemble
into a single-phase nematic liquid crystal. If a small amount of water is added, the liquid crystal sep-
arates into ~20 µm long, needle-like strands of highly aligned SWNTs, termed “alewives.” This
phase can be processed, under anhydrous conditions, into highly aligned fibers of pure SWNTs with
a typical alignment ratio of 20:1 to 30:1. A syringe pump was used to extrude the mixture through
a 0.15-mm internal diameter needle, followed by spinning the neat SWNT fibers up to 1 m long.
The detailed structure and properties of the fiber have been studied.325 High-temperature annealing
of the fibers does not affect the SWNT alignment.

A solution of purified SWNTs in oleum (H2SO4/30% SO3) was used to cast optically isotropic
film exhibiting fibrillar morphology.326 The electrical conductivity of this film (1 � 105 S/m) is
about an order of magnitude higher than that for the SWNT bucky paper.

Chlorosulfonic acid, triflic acid, and anhydrous HF–BF3 solution can also be used for the solu-
bilization of NTs.

5.5.8 SELF-ASSEMBLY, FILM, AND FIBER FORMATION

A promising feature of NTs in nanotechnology is that they are potentially amenable to a “bottom-up,”
self-assembly-based manufacturing approach. It is essential to fabricate well-aligned structures of NTs
for various electric and optical applications. The necessity for aligned and micropatterned NTs has
been elaborated in many articles (see, e.g., review 20). 

There are two general strategies to align NTs: (1) in situ synthesis and (2) postsynthesis order-
ing. The first approach includes CVD processes on a prepatterned (with catalyst) surfaces or a 
template-based synthesis.20,48,327 This approach is not considered here. 

The second approach includes a variety of chemical or electrochemical processes9 such as dif-
ferent functionality reactions and noncovalent (e.g., electrostatic) interactions between the NTs and
surface-bound moieties.
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To organize NTs on gold or silver substrates, the carboxylic groups at the end of NTs were
thiol-functionalized to form Au–S or Ag–S chemical bonds (Figure 5.10).153–155,210–212 Flexible
SWNTs with many thiol groups at their ends are more likely to bend on metal surface to form the
“bow-type” structure, while a more rigid form of SWNT or MWNT with less thiol groups, will
stand upright on the surface, forming a rod-like structure.249 The monolayer of randomly tangled
SWNTs is attached to a gold surface containing HS–(CH2)10–COOH.328

It is possible to use a patterned self-assembled monolayer which can either enhance or deter NT
adherence.329–330 Silicon wafers can be coated with either nonpolar methyl groups or with polar car-
boxyl and amino groups.199,331 When the substrate is placed in a suspension of SWNTs, the tubes are
attracted toward the polar regions and self-assemble to organize pre-designed structures. To form
self-assembled monolayers with amino-terminated surface, silicon wafers were silanized using
3-aminopropyltriethoxysilane.332 The octadecyltrichlorosilane is used to attach methyl-terminated
groups. 

Polyelectrolyte layers on a silicon substrate have been used to align MWNTs.333 The carboxy-
late anion groups of MWNTs bind on the oppositely charged polycationic poly(diallyldimethylam-
monium chloride) (PDSC). The possibility of forming multi-layer assemblies such as
Si/PDSC/PSS/PDSC/MNT (where PSS stands for poly(sodium 4-styrenesulfonate)) using coulom-
bic interaction has been demonstrated. 

An original method to produce a hollow spherical cage of nested SWNTs using self-assembly
technique consists of attaching of NTs to amidated silica gel spheres and subsequent drying and dis-
solution of the template.334

The aligning of NTs can be realized under the influence of the capillary force and the tensile
force that appear in the process of solvent evaporation.335–339 The vacuum evaporation of concen-
trated (20 to 50 g/L) aqueous dispersion of purified MWNTs at 100°C yields long ribbons of
aligned NTs, self-assembled on the wall of the container.337 The ribbons form in one of the two
orthogonal orientations to the bottom of the container (glass beaker): perpendicular when vacuum
is applied, and parallel when no vacuum is applied. The ribbons are 50 to 100 µm wide, 4 to 12 µm
thick, and 100 mm long. Presumably, the key factor is the rate of evaporation. 

Using a dispersion of shortened purified SWNTs in de-ionized water, Shimoda et al.338,339

formed a thin film on the surface of a soaked glass substrate with natural vaporization of water. The
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SWNT bundles were uniaxially aligned parallel to the bottom of the container (Figure 5.11). In this
process, SWNT bundles are first dispersed at a concentration of 0.5 to 1.0 g/L. Then a clean
hydrophilic glass sheet is immersed vertically into the suspension. As the water evaporates, the NTs
deposit near the triple borderline air/water/NTs and the deposit progresses downward. By means of
patterned hydrophilic regions, patterned deposits were produced in the form of squares and strips,
100 µm in width.

Capillary forces arising during the evaporation of liquids from dense NT arrays were used to
re-assemble the NTs into 2-D contiguous cellular foams.340

Natural self-assembly and cooperative mechanisms of liquid crystals can be employed to
manipulate the alignment of NTs.341 Thermotropic liquid crystals used as a solvent provide a tool
for aligning SWNTs and MWNTs.342 The broad range of possibilities of liquid crystals has been
demonstrated. 

An alignment of NTs can be realized under the electric field with both DC and AC voltage
between the electrodes.343 This method allows the orientation and spatial positioning of the
SWNTs344 to be controlled. The room-temperature method, called “minimal-lithography” tech-
nique, has been used to prepare crossbars of SWNT ropes and deterministic wiring networks from
SWNTs. Electrophoretic deposition of NT films345 and dielectrophoretic formation of fibrils346 has
been demonstrated.

Multi-layer polymer/SWNT films can be formed by electrostatic assembly.150 The
Langmuir–Blodgett method is used to deposit thin uniform films of SWNTs onto sub-
strates.277,347,348 Thin films have been made with NTs embedded in a surfactant matrix suspended on
top of an aqueous subphase and then pulling the substrate through the surface. The
Langmuir–Blodgett method has been used to prepare a monolayer of crown ether-modified full-
length MWNTs and SWNTs.349 A method of laying down thin uniform films of NTs on substrates
of arbitrary composition resembling the Langmuir–Blodgett deposition technique has been devel-
oped.350 The composite Langmuir–Schaefer conducting organic/MWNT films with useful optical
and electrochemical properties have been studied.351
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Fukushima et al.352 have found a way to distribute NTs evenly through a gel, to form an elec-
trically versatile material. The “bucky gel” materials were produced by grinding suspensions of
SWNTs in imidasolium cation-based ionic liquids in an agate mortar. The gel can be printed using
inkjet printer or polymerized. Lowering the temperature of the gels results in long-range ordering
of the ionic liquid molecules and formation of crystal-like materials. 

Yodh and his colleagues embedded isolated SWNTs coated with NaDDBS into a cross-linked
polymer matrix, an N-isopropyl acrylamide gel.281 The volume of the gel is highly temperature-
dependent, and a change in temperature results in volume-compression transition. The condensed
gel thus creates concentrations of isolated, aligned NTs that cannot be achieved when they are sus-
pended in water. 

Re-condensing of surfactant-stabilized NT solutions is used for the formation of aligned NT
fibers.269,353 In this method, NTs are sonicated in an aqueous solution of NaDDS. The dispersion is
injected into a co-flowing stream of poly(vinyl alcohol) (PVA) via capillary tube. This principle was
modified to produce long aligned fibers of NTs.278 The process consists of introducing SWNT dis-
persion into a co-flowing stream of PVA in a cylindrical pipe, thereby causing the agglomeration of
the SWNTs into a ribbon. The fibers are then unwound and passed through a series of washing
stages to remove the excess PVA.

The extrusion of aqueous dispersions of NTs into rotating viscous solution of PVA leads to
aggregation of NTs into narrow strips (Figure 5.12).269 These strips, a few micrometers thick and a
few millimeters wide, contract when dried in air forming dense fibers. 

Electro-spinning allows the fabrication of an oriented poly(ethylene oxide) NFs in which
MWNTs are embedded mostly aligned along the fiber axis (Figure 5.13).275 The feasibility of this
electrostatically induced self-assembly process for incorporation of NTs into NFs, production of
membranes, and nanofiber yarn have been demonstrated.354,355

Macroscopic fibers have been produced from NT dispersions in oleum by spinning technique.324,325

5.6 FILLING THE INNER CAVITY OF CARBON NANOTUBES 

Numerous attempts to fill the nanoscale cavities of NTs have been made following the discovery of
these materials. The filling was attempted to achieve one of the two goals. First, being a kind of
template synthesis, filling allows the preparation of nanostructured materials with controlled size,
shape, and purity. Secondly, doping can modify the electronic properties of NTs. The thus prepared
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FIGURE 5.12 Simplified drawing of the experimental setup used to make NT ribbons. (From Poulin, P. 
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compounds are also interesting as nanosized objects to investigate size–crystal structure relations
and size effects.

The filling of SWNTs attracts more attention than filling of MWNTs due to the smaller diam-
eter of SWNT inner cavities, better stability, and more perfect structure of SWNTs. The afterward
removal of SWNT used as nanomolds is a more easy procedure than removing the MWNT shield.

The filler can exist either in solid, liquid, or gaseous state. As far as solid materials are con-
cerened, the inner cavity of NTs can be filled with single crystalline nanorods, polycrystalline
nanorods, amorphous nanorods, or discrete nanoparticles. 

Many solid substances can fill the inner cavities of NTs. The list of fillers includes metals (Cs, Cu,
Ag, Au, Sn, Fe, Co, Ni, Pd, Rh, etc.), alloys (Fe–Ni, Fe–Pt, Pt–Ru, Nd2Fe14B), nonmetals (Ge, S, Se,
Te, I2, etc.), oxides (SnO, Sb2O3, NiO, UO2–x), hydroxides (Ni(OH)2), halides (KI, LaCl3, ZrCl4), salts
(AgNO3), carbides (B4C, LaCx, NbCx, FeCx), sulfides (AuSx, CdS, CoSx), nitrides (BN, GaN), organic
substances (CHCl3), acids (HNO3), polymers (polystyrene), complex inorganic compounds and eutec-
tic mixtures (FeBiO3, CoFe2O4, AgCl–AgBr, KCl–UCl4), fullerene and endofullerene molecules (C60,
Gd@C82), complex hybrid materials (FeCl3–C60, K–C60, Pt–WO3).

7,8,224,356–358 Quantum chemical sim-
ulations predicted the stability of alkali metal compounds (Na@SWNT) and metallocarbohedrene
derivatives (Ti8C12@SWNT). 

Water, inorganic acids, aqueous solutions, CHCl3 solutions, and molten salts are among liquid
substances suitable to fill NTs.

The solid and liquid substances can fill the cavity entirely or partially. Materials produced by
filling of NT inner cavities can be used as magnetic media, catalysts, sorbents, quantum wires, field
emitters, electromagnetic shielding, etc. 

The results of theoretical calculations show that the radius as well as the helicity of the most
stably doped SWNT are different for different kinds of impurity atoms.359

There are two basic strategies of filling: in situ synthesis of filled NTs or post-production meth-
ods that require an opening of the tubes. 

5.6.1 IN SITU FILLING

All synthesis strategies may be accompanied by filling of NTs produced. In an arching process,
the filler precursor can be introduced either by graphite anode doping (the most commonly used
technique) or by dissolution in a liquid medium (if the process takes place in liquid environment).
In the first stage of NT study, most information was obtained by using arc-discharge method in an
inert gas flow. For filling of arc-produced NTs, a variety of metals, oxides, or salts have been used
to dope the anode. With a few exclusions (Co, Cu, Pd), the encapsulated materials were always
carbides. 

128 Nanomaterials Handbook

Taylor cone

Polymer jet

CNTs in
polymer
solution

V

FIGURE 5.13 Schematic of the electrospinning process used to form SWNT-filled composites.

Copyright 2006 by Taylor & Francis Group, LLC



Close-capped NTs can be filled in situ with metallic Co, S, and CoSx from aqueous solution of
CoSO4 by arching.38 A simplified arc-discharge in aqueous solution of PdCl2 yields Pd-nanoparti-
cles-filled NTs.360

All types of pyrolytic synthesis of NTs (using supported, dissolved, or floating catalysts, different
physical activation methods) are inevitably accompanied by capture of some part of the catalyst and
encapsulation of catalyst particles. Consequent purification with boiling HNO3 or other oxidants can-
not eliminate the metals completely.361 The filling can be controlled to some extent by varying the
process parameters, but sometimes, relative amount of incorporated material reach substantial values. 

For example, the HiPco technique results in SWNTs partially filled with Fe (total Fe content in
crude product is about 20 to 30%). The oxidation treatment of LaNi2 alloy followed by CVD
process using a CH4/Ar mixture at 550°C leads to the formation of MWNTs filled with single-crystal
Ni nanowires.362 The synthesis of NTs filled with Ni by CVD over the Raney-Ni catalyst gives
straight and two types of bamboo-shaped NTs.363 The synthesis of Fe-, Ni-, and Co-filled NTs by
using the pyrolysis of metallocenes (cyclopentadienyles) has been performed at 900 to
1150°C.364,365 Invar (Fe65Ni35) has been introduced into NTs by pyrolyzing an atomized solution of
NiCp2/FeCp2 in C6H6 at 800°C (Cp stands for cyclopentadiene).366 The pyrolysis of methane over
Fe2O3/Al2O3 binary aerogel at 880°C yields multi-wall nanohorns filled with Fe nanoparticles.367

The decomposition of gaseous Fe(CO)5 in a mixture with CO or C6H6 yields NTs partially filled
with Fe.368 MWNT-encapsulated Co particles have been produced by the catalytic method using
water-soluble NaCl/NaF mixture as a support for the metal.369

Plasma-enhanced CVD on Si wafers allows the production of NTs-containing magnetic Fe,
Nd2Fe14B, or Fe–Pt nanoparticles.358 The formation of simple and branched Cu-filled NTs has been
observed in the plasma-activated CVD process.370 The Cu electrodes serve as a metal source in this
process. Microwave-plasma-enhanced CVD process yields almost 100% GaN-filled NTs.371

“Double template” synthesis demands exploration of a material with aligned micropores. For
example, NTs filled with Co have been synthesized using the CVD method and molecular sieve
AlPO-5 and AlPO-31 as a primary template to formate NTs.372

A high-temperature process interaction of pulverized Fe(NO3)3 solution with carbon black and
boron precursor results in the formation of Fe nanowire encapsulated in the inner cavity of carbon NT
having an inner layer of BN.373 The mechanism of the phase separation between C and BN is not clear. 

An original, but complicated, method to produce relatively long cobalt nanowires filling the NT
consists of a reaction of Co(CO)3NO with magnesium in closed vessel cell.374,375

During a hydrothermal synthesis of MWNTs, some gases, particularly CO2, H2O, and CH4 can
be trapped in the inner cavity of the tube.376 Theoretical analysis of phase equilibria in such systems
reveals an enhanced layering effect in the liquid phase.377

5.6.2 POST-PROCESSING FILLING

Nanotubes of two types are used in the filling process: NT synthesized by an usual method and NTs
prepared by a template method in pores of Al2O3, AlPO-5, AlPO-31, or other suitable membranes.
The usual methods lead to the formation of NTs of different diameters, whereas membrane synthe-
sis (“double template” or “second-order” template synthesis) allows for the preparation of NTs of
similar diameter and therefore in the production of encapsulated materials of uniform size. The sec-
ond method is more complex and less productive. 

5.6.2.1 Filling from Liquid Media

Filling by capillarity is possible only if the NTs are opened. The classification of liquid fillers or
precursors includes:

● water and aqueous solutions
● liquid organic compounds
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● hydrothermal solutions
● supercritical solutions
● molten metals, salts, and molten eutectic mixtures

The wetting properties of different carbons have been found to depend on the surface tension
of the fluid, with a threshold value of 100 to 200 mN/m. Therefore, water having surface tension of
72 mN/m should wet NTs.378,379 The boundary value is dependent on the inner diameter of NT.

The study of the filling of NT with water is of considerable importance in many biological sys-
tems and for the development of molecular devices. The behavior of water in the inner channel of
NT has been discussed in a set of works.380–387 Hummer et al.380 showed, by molecular dynamics
simulations that water molecules enter NTs of diameter greater than 0.81 nm even though carbon is
hydrophobic. The possibility of transport of an electrolytic solution (KCl) through a carbon NT by
a molecular dynamics simulation has also been explored.388

Certain metal oxides (V, Bi, Mo, Mn, Fe) can be doped by refluxing closed NTs with HNO3 in
the presence of metal nitrate and by subsequent calcination of metal nitrates inside NTs.389,390

Filling with Ag (presumably silver oxide) has been achieved using concentrated aqueous solution
of AgNO3.

391 Aligned, open MWNTs can also be filled with Ag nanorods of up to 9 µm in length,
using aqueous nitrate solution.89 The reduction to metal Ag was achieved with CH3COOH at 300°C.
Interaction of the opened MWNTs with inner channel diameter of 60 nm with aqueous nitrate solu-
tion and subsequent heat treatment under inert atmosphere at 100°C, leads to the formation of spinel
CoFe2O4 in the form of nanowire several micrometers long.392–394 Immersion of a sample of pre-
treated SWNT in a saturated aqueous solution of RuCl3 leads to filling with this salt.395

Platinum–ruthenium nanoparticle (1.6 nm) filled NTs have been prepared by immersing the
carbon/alumina template composite in an aqueous solution of H2PtCl2 and RuCl3 for 5 h, and sub-
sequently drying at room temperature, reducing in H2 at 550°C, and dissolution of the mem-
brane.396,397 This method was used to load Pt, Pt–Ru, and Pt–WO3 nanoparticles inside NTs.398,399

A second-order template method was used for electrochemical Ni deposition inside NTs.400 Highly
crystalline nanorods of α-Fe2O3 were synthesized in the cavity of carbon NTs by hydrothermal
treatment with NaOH aqueous solution.401

A solution of chromium(III) oxide in hydrochloric acid is used to fill NTs with the oxide at
room temperature.391,402 Wet chemical techniques to produce CuO nanoparticles, 20 to 90 nm in
diameter and 250 to 700 nm in length, using MWNTs as templates has been developed.403

Gold nanoparticles can be introduced into the inner cavity of MWNT after its heat treatment in
NH3.

404

The rapid filling of metals (Pd, Ni, and Cu) into MWNTs can be achieved using super-critical
CO2 as the reaction medium.405 Britz et al.406 used a metal-β-diketone complex M(hfa)2 (hfa stands
for hexafluoroacetylacetonate), which was reduced by H2 dissolved in super-critical CO2. Super-
critical CO2 solutions were used to fill SWNTs with C60 and C61(COOEt)2 molecules.

The solvent method of peapod preparation based on the refluxing of n-hexane suspension
makes it possible to get a high yield of C60@SWNT, C70@SWNT and to synthesize
N@C60:C60@SWNT.407 Two others methods of nanopeapod formation consist of establishing a con-
tact of SWNT and fullerene ethanol or toluol solutions/suspensions (Figure 5.14).408

A synthetic method of integrating organic molecules, such as tetrakis(dimethyl-amino)ethylene
and tetracyanoquinodimethane into SWNTs409 has strong potential for molecular electronics.
Molecular dynamic simulations have indicated that even DNA could be encapsulated inside NTs in
a water solute environment via an extremely rapid dynamic interaction process, provided that the
tube size exceeds a certain critical value.410

Capillary filling with molten oxides,411,412 molten metal salts, such as chlorides,395,413–415 and
some molten metals416,417 is also widely used. Metal nanowires encapsulated in NTs have been
obtained by treating SWNTs with metal salts at melting temperatures in vacuum-sealed quartz
tubes, followed by reduction with hydrogen.
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The doping of SWNT bundles by immersion in molten iodine gives quite different results com-
pared to using iodine vapors. This is due to the dissociative character of the melt.418 Iodine atoms
form charged polyiodide chains inside MWNTs of different inner diameter.419

A carbon nanotube 75 nm in diameter and 10 µm long, filled with liquid Ga, acts as a ther-
mometer as claimed by Gao and Bando.420 The height of the continuous, unidirectional column of
Ga inside the nanotube varies linearly with temperatures ranging from 50 to 500°C. 

5.6.2.2 Filling from Gas Phase

In SWNTs with open ends, nitrogen and oxygen are adsorbed first in the inside of the tubes, and
next in the interstitial channels of bundles (see Section 5.7).421 In each site, gases can be adsorbed
with the stoichiometry of C20N2 or C20O2, as a monolayer.

Theoretical analysis of the behavior of some of the simplest molecules (methane, ethane, ethylene)
in the NT cavity predicts normal-mode molecular diffusion for methane, and intermediate between
molecular diffusion and single-file diffusion for ethane and ethylene at room temperature.422,423

The filling of NT with vapors of halcogenes (Se),390 hydrides (SiH4),
424 metal halogenides

(ZrCl4),
425 fullerenes (C60, Sc2@C84, La@C82),

426–429 and metallocenes (Fe(Cp)2, and Ni(Cp)2)
429–432

has been studied. Volatile metal carbonyls, metal diketonates, and metal phthalocyanines can also
be used. 
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Reaction with Se in vapor phase using the two-bulb method allows to reach a filling of 50 to
80% of NTs.390 The thermal decomposition of SiH4 inside NTs by double-template technique leads
to the formation of NTs/Si core-sheath composite.424 Filling of SWNTs by ZrCl4 is possible by
heating of the mixture of components with mass ratio of 1:1, in a sealed ampoule at 623 K.425 It is
possible that under the experimental conditions (under pressure), ZrCl4 formed melt and the NT fill-
ing is induced by capillary effect. Filling of opened NTs with fullerene molecules is possible by
heating the mixture of components at 400 to 650°C in a sealed quartz or glass tube.426,428 Mechano-
chemical activation under nitrogen atmosphere of solid-phase mixture of SWNTs and C60 fullerene
leading to fullerene-modified NTs433 presumably involved evaporation of fullerene.

An unusual process of Cs encapsulation inside SWNT via plasma-ion irradiation has also been
demonstrated.434

5.6.3 REACTIONS INSIDE NANOTUBE

Many interesting chemical reactions can be performed inside NT cavities. Among these are:

● thermal decomposition of salts (e.g., metal nitrates)
● thermal decomposition and pyrolysis of volatile compounds (e.g., silane, metallocenes)
● chemical reduction of salts (e.g., metal halides or nitrates)
● air oxidation (e.g., metal halides)
● hydrolysis and pyrohydrolysis (metal halogenides, trimethylaluminum)
● polymerization (styrene, C60)
● formation of complex salts (CoFe2O4)
● alloy formation (Nd2Fe14B)
● sorption of vapors
● photolytic reduction

Some processes are complex and involve reactions of different type, e.g., thermal decomposi-
tion, reduction, and alloying. It is also possible to modify the inserted solid materials by in situ elec-
tron irradiation at intermediate accelerating voltages (100 to 400 kV). Electron435 or carbon-ion436

beam irradiation can form a connection between NTs. The structural change observed in NTs with
encapsulated Ni particles is quite different as compared to empty samples, and leads to the forma-
tion of short-range fibrous or amorphous structures instead of a layered structure.437 The crys-
talline–amorphous phase transformation has been observed under irradiation of encapsulated Fe.438

The first example of a chemical reaction inside SWNT is the H2 reduction of RuCl3 yielding Ru
metal.395 Some other examples of reactions (thermal decomposition of AgNO3 to produce Ag
nanowire, reduction of the salts, and CVD processes) have been mentioned earlier. One-dimensional
crystals may be reduced to form metallic wires or templated 0-D nanocrystals of regulated sizes. 

The reaction of trimethylaluminum and water vapor at 300°C using atomic-layer deposition
technique yields Al2O3 nanorods inside MWNTs.439

Bando and coworkers440 revealed that MWNT filled with Ga at 800°C can effectively absorb
copper vapor, forming Ga–Cu alloy. The absorption rate for sealed tubes was equal to or even greater
than the rate for open-ended tubes. This is presumably due to the fact that the Ga vapor pressure
within a closed NT is much higher than that in an open one. and the Cu penetrates inside via defects. 

Polymerization of C60 and generation of double-wall NTs takes place under heat treatment (the
temperature must be above ~800°C) or irradiation.116,441–443 Photopolymerization of C60 or C70

inside NT under blue-laser irradiation has also been detected.444 A Raman investigation revealed
that inner SWNTs produced by polymerization are remarkably defect-free.443 It is interesting that
in the polymerization of C60, short inner NTs with diameters of ~0.7 nm are preferentially formed
first. Such short NTs merge together and lengthen with diameter increasing in the course of poly-
merization.445,446
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The polymerization of C60 fullerenes takes place also after heavy doping of the peapod system
with an alkali metal.116 A polymeric phase of K6C60 has not been observed so far outside the NTs.
The coalescence of Sm@C82 has been observed under electron irradiation.447

In contrast to fullerenes, in the case of LnCl3 and ZrCl4, the formation of clusters has been
observed.414,425

MWNTs can be hydrothermally synthesized from different precursors in the presence of metal
powder catalyst. One of the important features of some MWNTs produced in hydrothermal condi-
tions is their large inner diameter, well suited for inner-tubular chemical reactions.43 Since a part of
these MWNTs have closed tips and contain encapsulated water and gases (supercritical mixtures of
CO, CO2, H2O, H2, and CH4),

43,44,448 it was important to investigate interaction between the fluid
and inner carbon walls.376 It has been shown that strong interaction between the tube wall and aque-
ous mixture results in penetration of liquid between the graphitic layers, swelling of the inner wall
layers, bending of graphite layers toward the tube center, and inter-calation of several inner layers
with O–H species, and interlayer spacing increasing to 0.61 nm. The chemical interaction leads to
dissolution of the tube wall and increase in the internal diameter of the tube in the vicinity of the
liquid inclusions. 

Recently, NTs with an outer diameter of ~90 nm and tube walls inclined with respect to the tube
axis were found to form at 770°C and 50 to 90 MPa.449 The conical-scroll structure of these tubes,
with a high density of graphene edges at both inner and outer surfaces, enables functionalization of
both surfaces. The outer wall of these NTs is shown to be covered by a hair-like layer of functional
groups containing oxygen and carbon, thus making the hydrothermal NTs hydrophilic.

It is expected that nanopeapods could be used as chemical nanoreactors.445,447

Selectively opened NTs with 2.0 nm opening would allow many organic molecules to enter and
leave. As pointed by Green,450 rather than having a “ship-in-the-bottle” situation, one would have
what could be described as a “fleet-in-the-harbor,” and the idea of NT catalysis is very attractive.
Encapsulation of polystyrene within MWNTs can be realized using solutions of monomer styrene
and benzoyl peroxide (initiator) in super-critical CO2.

451

Some inner-tubular chemical and physical processes of NTs have been reviewed by Yang et al.452

5.6.4 THE STRUCTURE OF CRYSTALS INSIDE NANOTUBES

The restricted diameter range of NT confines the crystals formed inside the NT cavity. As nanocrys-
tal size decreases, surface energy becomes an increasing factor in structural stability. For a given
size, surface energy also influences the structural phase diagram in the temperature–pressure plane.
Simple thermodynamic models, which predict a lowering of the melting point if the surface energy
of the solid is higher than that of the liquid, describe the data semi-quantitatively.

The size of an NT inner cavity is usually small enough to show the dimension effect on embedded
particles. The effect consists, for example, of size dependency of melting temperature of encapsulated
nanocrystals.453 But, besides enhanced surface energy, there are other factors affecting the crystal struc-
ture of material inside NT; e.g., van der Waals interaction and interaction with the NT wall.

The structure of the encapsulated materials significantly deviates from the structure of bulk
materials, with lower surface coordination and substantial lattice distortion. The most noticeable
studies in these fields were carried out at Oxford University and Cambridge University (see Refs.
414, 454, 455 and references therein). 

The “Feynman crystal’s” growth inside SWNTs is atomically regulated. One-dimensional KI
having nine atoms in cross section (inside an NT of 1.6 nm diameter) and four atoms (inside NT of
1.4 nm diameter) were among the first such crystals studied.453,456 In both cases, the crystal struc-
ture peculiar to the bulk crystal is distorted due to interaction with NT walls and change in the coor-
dination number (CN). Especially, noticeable contraction was observed in 4 � 4 crystals, in which
crystal parameters were about 4/9 of the standard ones for the bulk crystal. A novel, low-dimen-
sional, crystal structures such as “twisted” crystal, was found.457,458
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It was stated later that the form of the structures varies depending on whether the bulk material
is a single packed structure (e.g., rocksalt or wurzite) or represents 1-D chain structure of simple
coordination polyhedra (Table 5.2). 

The chains of lanthanoide halides415 and zirconium tetrachloride425 consist of edge-shared MCl6

polyhedra. “Twisted” CdCl2 structure closely resembles helical iodine chains.418 Double-helix
iodine chains with the period of ~5 nm correspond to a composition of IC20. 

In the case of Sb2O3 filling, the material is identified as a single crystal in the valentinite form
(i.e., the high-pressure modification as opposed to its senarmontite form). In comparison to the bulk
structure of valentinite, the encapsulated crystal shows a longitudinal contraction of ~13% and sig-
nificant lattice distortions.

The fullerenes inside NTs of appropriate diameter (close to that of (10,10) NT for C60) form 
1-D molecular chains. Two different domains, where the dominant alignment of C70 molecular long
axis is standing or lying with respect to the NT axis, have been observed.459 The ratio of the stand-
ing to the lying C70 domains is roughly 7:3. 

Molecular dynamic simulations show that water molecules inside NTs at 300 K and 1 atm tend
to organize themselves into a solid-like wrapped-around ice sheets.384 A variety of new ice phases
that are not seen in bulk ice, and a solid–liquid critical point where the distinction between solid
and liquid phases disappears, are observed.383 The water has been observed to exhibit first-order
freezing transition to hexagonal and heptagonal ice nanotubes, as also a continuous phase transfor-
mation into solid-like square or pentagonal ice nanotubes. 

5.7 ADSORPTION AND STORAGE OF GASES

Owing to the specific structure and morphology of NTs, there are a variety of possible sites avail-
able for adsorption. In ideal, defect-free, and bundled SWNTs, the sites having different energy of
gas adsorption include (1) the internal cavity of opened SWNTs, (2) the interstitial channels
between NTs in bundles, and (3) the grooves at the periphery of the bundles (Figure 5.15).
Adsorptive capacity of single-wall nanohorns (nanocones) differs from the capacity of SWNTs. The
surface structure of MWNTs may be more complex due to different topological defects, such as
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TABLE 5.2

Packing Behavior Observed in SWNTs as a Function of Bulk Structure Type

Common Bulk Structure Inside CNs Observed or Predicted

Halide Filling Structure Type CN in Bulk SWNTs within SWNTsa

KI 3-D rock salt 6 Rock salt 4, 5, 6

AgXb 3-D rock salt 6 Rock salt 4, 5, 6
Wurzite 4 Wurzite 3, 4

SrI2 3-D network 7 1-D PHCc 4, 6

BaI2 3-D network 7 � 2 1-D PHC 5, 6

PbI2 2-D layered 6 1-D PHC 5, 6

LnCl3
d 2-D layered 6 1-D PHC 5, 6

a CNs in bold have been observed experimentally. Bulk coordination is predicted for polyhedra in the center of wide 
capillary SWNTs.
b X includes Cl or Br and I.
c 1-D PHC, 1-D polyhedral chain.
d Ln � La to Tb (UCI3-type) only, Ln � Tb to Lu (PuBr3-type) only.

Source: From Sloan, J. et al., Chem. Commun., 1319–1332, 2002. With permission.
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pentagons and heptagons, holes and dislocations in sidewalls, etc. The structure of MWNT can be
scroll-like, branched, or coiled. The tubes can form second- and third-order structures (see Section
5.2) and aligned arrays. Therefore the adsorption behavior of MWNTs is more complicated than
that of SWNTs. Admixtures such as amorphous carbon, graphitic nanoparticles, or catalyst
residues, attached to tube walls functionalities, exert influence upon the adsorption characteristics.

5.7.1 HYDROGEN PROBLEM

Hydrogen is an ideal fuel for the future. If hydrogen fuel cells were used to power automobiles and
other vehicles, air pollution would be reduced. But the problem is not only to develop effective fuel
cells or cost-effective method of hydrogen production. It is necessary to supply every vehicle with
a safe, cheap, compact on-board hydrogen accumulator. The nearest goal is to achieve an adsorp-
tion capacity of 6.5 wt% or 62 kg H2 m–3 at room temperature.

There are two methods to store hydrogen in NTs: one is to store it under high gas pressure, and
the other is to employ an electrochemical charge–discharge cycling method.5

The first article on the possibility of hydrogen storage in NTs was published in 1997.460 Dillon
et al.460 estimated that SWNTs can adsorb from 5 to 10 wt% of hydrogen under ambient conditions.
In 1998, Rodriguez and coworkers461 claimed that certain graphite NFs can store more than 50 wt%
at room temperature. In 1999, Chen et al.462 reported hydrogen uptake at 300 K and a pressure of
0.1 MPa up to 20 wt% by alkali metal-doped MWNTs. Aligned MWNTs with diameters of 50 to
100 nm show a reversible hydrogen storage capacity of 5 to 7 wt% at room temperature under 
1 MPa pressure.463 Pre-treatments of MWNTs increase the storage capacity up to 13 wt%.

Subsequent studies could not confirm these results. Other experimental data are given in Table 5.3.
Most of the work given in Table 5.3 have been done with minor quantities of highly impure

and badly characterized samples of NT materials, and only some of the latest publications seemed
to be accurate. Therefore the measurements using samples up to 85 g show low adsorptive capac-
ities of MWNTs.486 The thermal desorption spectra show that hydrogen desorbs below 300 K and
at 656 K.495 The D2 sorption at 77 K has been found to be 0.45 wt% in raw SWNTs and 0.67 wt%
in potassium-doped SWNTs.496

Results indicate that hydrogen uptake by metal-containing NT bundles is substantially enhanced
compared with uptake by pure tubes. MWNTs seems to be more promising materials than SWNTs. 
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The results of theoretical calculations on hydrogen sorption in NTs5,497–515 are also controversial.
It is clear that purified SWNTs store hydrogen in the molecular form. The hydrogen uptake is due to
physisorption, therefore the relative amount of adsorbed hydrogen is proportional to the specific sur-
face area of the sorbent material (1.5 wt% per 1000 m2/g at 77 K). It has been shown that different

136 Nanomaterials Handbook

TABLE 5.3

Hydrogen Adsorption Levels in NTs

Adsorption 

NT Type Adsorption Conditions Capacity (wt%) Year Reference

SWNTs 300 K, 0.1 MPa, Ea 0.35 1999 464
SWNTs 300 K, 0.1 MPa, Ea 2.9 2000 465
SWNTs 300 K, 0.1 MPa 0.04–1.5 2001 466
SWNTs 300 K, 0.1 MPa, Ea 1.84 2002 467
SWNTs 300 K, 0.1 MPa, Ea 6 2002 468
SWNTs 300 K, 0.1 MPa 1.8 2004 469
SWNTs 300 K, 0.1 MPa 0.01 2004 470
SWNTs 295 K, 0.1 MPa 0.93 2002 471
SWNTs 300 K, 9 MPa 0.3 2003 472
SWNTs 300 K, 9 MPa 0.3–0.4 2004 473
SWNTs 300 K, 10 MPa 3.5 2001 474
SWNTs 300 K, 10 MPa <0.2 2002 475
SWNTs 300 K, 12 MPa 4.2 1999 476
SWNTs 253 K, 6 MPa 1 2004 477
SWNTs 77 K, 0.04 MPa 3 2004 478
SWNTs 77 K, 0.1 MPa 1 2004 470
SWNTs 77 K, 0.1 MPa 2.37 2002 471
SWNTs 77 K, 0.2 MPa 6 2002 479
SWNTs 77 K, 1 MPa 0.7 2002 475
SWNTs 77 K, 2 MPa 0.6 2003 480 
SWNTs 77 K, 2.5 MPa 2.4 2003 474
SWNTs 77 K, 10 MPa 8.2 1999 481
MWNTs 300 K, 0.1 MPa 0.25 2000 482 
MWNTs 300 K, 0.1 MPa, Ea 0.7 2000 483
MWNTs 300 K, 0.1 MPa, Ea 0.1–1.6 2001 484
MWNTs 300 K, 0.1 MPa, Ea 1.6 2003 74
MWNTs 300 K, 0.1 MPa, Ea, Li 0.6–2.3 2001 484
MWNTs 300 K, 0.1 MPa, Li, K 1.8–2.5 2000 485
MWNTs 300 K, 0.1 MPa 0.30 2004 486 
MWNTs 300 K, 3 MPa <0.2 2002 475
MWNTs 300 K, 10 MPa 0.7–2.4 2001 487
MWNTs 300 K, 10 MPa 0.5–2 2001 488
MWNTs 300 K, 10 MPa 1.16–2.67 2000 489
MWNTs 290 K, 10 MPa 3.4 2001 490
MWNTs 300 K, 12 MPa, KNO3 3.2 2002 491
MWNTs 300 K, 13.5 MPa 2.5–4.6 2003 492
MWNTs 77 K, 0.1 MPa 2.27 2004 486 
MWNTs 77 K, 3 MPa ~0.3 2002 475 
NFs 300 K, 0.1 MPa, KNO3 5.1 2003 493
NFs 300 K, 12 MPa 6.5 2002 494

a E � electrochemical storage. 
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forms of carbon are essentially the same for hydrogen molecules.516 Close-ended SWNTs and open
SWNTs have a relatively low accessible surface areas due to bundling of the tubes.

MWNTs can be used as additives to metal adsorbents.517 Mg–5 wt% MWNTs composite absorbed
4.86 wt% (80% maximum hydrogen storage capacity) within 1 min at 553 K, under 2.0 MPa.

The problem has been discussed in the reviews.518–527 One can trace the change from rather
optimistic estimations of the prospects to use NTs as effective storage media in early publications,
to more cautious conclusions and even to a pessimistic point of view in the latest ones. Today, it is
still unclear whether NTs will have real practical applications in the hydrogen storage area.
Addition of some metals and salts to the NTs, chemical activation, and aligning of NTs leads to an
increase in adsorption capacity. However, some other problems which need to be solved include
achievement of fast kinetics of discharge, high stability during cycling, low self-discharge level, etc.

5.7.2 CARBON NANOTUBE GAS SENSORS

The adsorption of different gases and vapors in NT materials as reported in publications up to year
2000 has been briefly reviewed earlier.8 Apart from hydrogen, adsorption of noble gases,528–532

nitrogen,531–534 oxygen,531,532,534–536 carbon monoxide,534 carbon dioxide,531,533,537–539 nitrogen diox-
ide,531,540 ammonia,531,540 water vapor,531,534 methane,528,531,533,541–544 acetylene,545 acetone,546 carbon
tetrachloride,547 carbon tetrafluoride,530 sulfur hexafluoride,530 methanol,548 ethanol,548,549 linear-
chain alkanes, and fatty acids550 has been characterized in the last 5 years. The gas transport prop-
erties of NTs has been measured.551,552

NTs have been found to be an effective separation media for removing some admixtures from
flue gases; they can store gases having relatively high molecular mass (e.g., methane). However, the
most promising field of their application is the development of new sensing devices. Sensing
gaseous molecules is important in environmental monitoring, control of chemical processes and
agriculture, and biological and medical applications. NT-based sensors have huge prospects in outer
planetary exploration and for incorporation into yarns and fabrics.

Chemical doping of NTs, particularly of SWNTs, changes their electronic properties and can
induce strong changes in conductance48,553,554 and in thermoelectric power.555–557 Chemical sensors
are measurement devices that convert a chemical or physical property of a specific analyte into a
measurable signal whose magnitude is usually proportional to the concentration of the analyte. For
sensing applications, NTs have advantages, such as small size with larger surface, high sensitivity,
fast response, and good reversibility. 

The first sensor based on SWNTs was reported by Dai and coworkers,558 who demonstrated that
small concentrations of NO2 produced large changes in sensor conduction. To clarify the reason for
the discrepancy of recovery time between theoretical results and experimental data, the formation
of adsorbed NO3 has been postulated.559 Recent works560,561 show the possibility of using MWNT
thin films for measuring sub-ppm NO2 concentrations (10 to 100 ppb) in dry air, with the maximum
response at 165°C. The gas-sensing properties of NT thin films depend on the nature of the defect
and concentration.562

Gas-sensing characteristics of MWNTs as applied to humidity, NH3, CO, and CO2 partial pres-
sure have been studied.563 A practical gas sensor for ammonia and water vapor, based on measur-
ing the variation of the electrical conductivity of MWNT ropes, has been proposed.564 In particular,
the absorption of different gases in the MWNT/SiO2 layer changes the permittivity and conductiv-
ity of the material, consequently altering the resonant frequency of the sensor, which is tracked
remotely, using a loop antenna.564 Detecting properties of MWNTs for NH3 allow the exploitation
of the sensor at room temperature.565

The construction of gas sensors based on MWNT thin films to measure NO2, CO, NH3, H2O,
and C2H5OH concentrations has been described.561

The thermoelectric response due to the interaction of adsorbed molecules with NT walls can be
used to detect gases such as He, N2, and H2.

566

Chemistry of Carbon Nanotubes 137

Copyright 2006 by Taylor & Francis Group, LLC



The viability of using boron- or nitrogen-doped NT films as sensors has been suggested567 and
verified.568 It was shown that sensors fabricated using individual films of CNx NTs have a fast
response for NH3 and reach saturation within 2 to 3 sec. The experiments also indicate a great poten-
tial in the manufacture of solvent vapor sensors, and especially for ethanol, acetone, and chloroform
detection. The simple casting of SWNTs on an inter-digitated electrode allows to the fabrication of
a gas sensor for detection of NO2 and nitrotoluene.569

Rational chemical modification of NTs leads to the fabrication of a sensor having good molec-
ular selectivity. A selective molecular hydrogen sensor has been formed using SWNTs decorated
with Pd nanoparticles.570 Sensing properties of NTs can be amplified using conjugated polymer
composites (see Ref. 571 and references therein).

5.8 ATTACHMENT OF BIOMOLECULES

NTs are considered to be biocompatible572–576 and attract great interest as a material for biological
applications. The main fields of such applications include: (1) fabrication of bioprobes and biosen-
sors, (2) synthesis of molecular structures for the transport of vaccines and drugs, especially water-
insoluble substances into the body or to a certain body organ, (3) formation of anti-fouling surfaces
(enzyme-containing composites), (4) use of NTs as a template to grow cells, and (5) creation of
implantable bioelectronic devices. 

5.8.1 BIOSENSORS

The development of biosensors has taken greater importance in the past years of heightened secu-
rity. Biosensors are defined as analytical devices incorporating biological material (e.g., DNA,
enzymes, antibodies, microorganisms, etc.) associated with or integrated within a physico-chemical
transducer. In contrast to gas sensors, biosensors act in the aqueous phase, particularly in physio-
logical solutions. NTs have definite advantages in sensing applications: small size, large specific
surface, high sensitivity, fast response, and good reversibility.577

Amperometric sensors are based on the reaction between a biomolecule immobilized on the
sensor electrode with the analyte. The reaction produces an electric current, which is proportional
to the analyte concentration and can be measured. 

The NT film can be easily fabricated on a glassy carbon or edge-plane carbon surfaces to form an
electrode.576 Nonfunctionalized NT electrodes have been used in electrochemical oxidation of
dopamine and norepinephrine578,579 and to determine thyroxine.580 The NT sidewalls can be functional-
ized for biocompatibility and to display selective binding sites for specific biological analytes.573

Different bio-molecules, such as proteins, enzymes, and DNAs, can be attached to the NTs. The attach-
ment can be covalent or noncovalent. The noncovalent linking of DNA is a usual way to modify
NTs.573,581–584 The method elaborated by Chen et al.583 involves a bi-functional molecule, 1-pyrenebu-
tanoic acid, and succinimidyl ester, irreversibly adsorbed onto the inherently hydrophobic surfaces of
SWNTs in an organic solvent. Succinimidyl ester groups are highly reactive to nucleophilic substitu-
tion by primary and secondary amines that exist in abundance on the surface of most proteins.

The covalent binding of DNA with NTs has been described.585–587 A major area of interest for
biosensor developers is the study of human DNA. The NT array electrode functionalized with
DNA/PNA can detect the hybridization of targeted DNA/RNA from the sample. A nanoelectrode
array based on vertically aligned MWNTs embedded in SiO2 has been reported by Li et al.588 and
Koehne et al.589 Oligonucleotide probes were selectively attached to the ends of the MWNTs. The
hybridization of subattomole DNA targets was detected by combining the electrode array with
ruthenium bipyridine-mediated guanine oxidation. 

Such electro-chemical assay provides enhanced daunomycin signals.590 A MWNTs–COOH-
modified glassy carbon electrode was fabricated and oligonucleotides with 5�-amino groups were
covalently bonded to the carboxyl group of NTs.
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Trace levels of oligonucleotides and polynucleotides can be readily detected following short
accumulation periods with detection limits of 25, 60, 126, and 219 µg/L for oligo(dG)(21),
oligo(dG)(11), ss, and da calf thymus DNA, respectively.591

A novel glucose biosensor based on NT-modified electrode is also of great practical interest.
Glucose oxidase (GOx) is a flavine enzyme used commercially on a massive scale to monitor blood
glucose levels in diabetics. The GOx adsorbs spontaneously on NT sheets and can be reversibly
oxidized without complete loss of enzymatic activity.592 A vertical array of MWNTs with GOx mol-
ecules is adsorbed non-specifically on the exposed ends.593 The electrode exhibits an amperometric
response in the presence of varying glucose concentrations. Different methods of GOx immobi-
lization onto NTs have been described.594–596

SWNTs fabricated into field effect transistors have several advantages over conventional 
sensor systems, providing high sensitivity and allowing real-time detection.597 This approach has
been used to fabricate biosensors for streptavidin recognition.598 NT coated with a polymer 
functional layer was functionalized with protein biotin, thus providing specific molecular detec-
tion.

The immobilization of different proteins and enzymes onto NTs for the development of new
biosensors has been described.599–606 Two different methods were employed for NTs functionaliza-
tion with bioactive peptides:607 (1) fragment condensation of fully protected peptides and (2) selec-
tive chemical ligation. The latter is shown in Figure 5.16.

Biosensors can be applied for detecting of diseases, particularly in cancer diagnostics.608,609

Detection of organophosphorus pesticides and nerve gases by biosensors is possible.610

Detection of pathogens and toxins, and direct determination of total cholesterol in blood, has been
studied. Bacterial binding has been used to create biosensors.611 The capture of specific 
bacteria by particular antibodies can be detected by different sensor platforms, e.g., by acoustic
wave sensors, using piezoelectric resonator. NTs can also be potentially used as ion channel
biosensors.388

The study of the kinetics and thermodynamics of biological redox processes by biosensors is an
important part of biochemistry.576,612 As per theory, NIR-radiation-excited NT ropes could control
the activity of proteins in vivo.613
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5.8.2 OTHERS FIELDS OF APPLICATION

Enzyme-containing polymer/SWNT composites have been explored as unique biocatalytic materi-
als.614 NTs functionalized with bioactive peptides act as a medium to transfer peptides across the
cell membranes.615

MWNTs functionalized with hemin are able to detect oxygen in solution.616,617 Bucky paper can
be used for transplanting cells into the retina. In experiments, the substrate worked as a scaffold for
the growth of the retinal cells taken from white rabbits, for implanting in other rabbits. The NTs
served as substrates for neuronal growth.618,619

Some biomolecules solubilize NTs. Lipid rings620 and DNA621 have been studied as solubiliz-
ers to dissolve NTs in aqueous solutions. The solubility of β-galactoside-modified SWNTs in water
was shown to be increased by adsorption of lectin molecules.622 NTs in the presence of galactose-
specific lectins form micrometer-sized nanostructures.

Solubilization using single-stranded DNA allows the purification and separation of NTs.623,624

By screening a library of oligonucleotides, scientists found that a certain sequence of single-
stranded DNA self-assembles into a helical structure around individual NTs. Since NT/DNA
hybrids have different electrostatic properties that depend on the NT diameter and electronic struc-
ture, they can be separated and sorted using anion-exchange chromatography. DNA-stabilized dis-
persions of NTs prepared by Barisci et al.625 are concentrated (up to 1%, by mass) and are better
suited for fiber spinning than conventional surfactants. 

Selective localization of SWNTs on aligned DNA molecules on surfaces is an important tool in
bottom-up bio-templated nanofabrication.626 Self-assembly based on molecular recognition could
be the best approach for constructing complex architectures (e.g., field-effect transistor627) for
miniature biological electronics and optical devices. The attachment of DNA to oxidatively opened
ends of MWNT arrays587 and the DNA-guided assembly of NTs628 have been studied.

5.9 NANOTUBES AS TEMPLATES

5.9.1 SUBSTITUTION OF THE CARBON ATOMS OF NANOTUBES

The incorporation of some chemical elements in carbon NTs leads to a new nanomaterial without
a significant modification of the NT structure, but with possible improvement of their properties.
Substitution of carbon atoms with nitrogen or boron atoms is most interesting from a practical
standpoint. It allows the formation of hetero-junctions within a single NT, and opens a way to use
such a tube in electronic devices. Besides, substitution with silicon has also been studied.

Tight-binding calculations show that the presence of nitrogen atoms is responsible for intro-
ducing donor states near Fermi level.629,630 Nitrogen-doped carbon NTs have been found to be met-
als630,631 (earlier it was stated that the modified tubes were metals or semiconductors depending on
the relative position of nitrogen and carbon atoms632).

Arc-discharge process633,634 and pyrolysis629,635–646 are the main methods of nitrogen-substituted car-
bon NT synthesis. The third method is carbon-resistive heating under high isostatic nitrogen pressure.647

The incorporation of nitrogen into carbon NTs grown by arc-discharge method takes place in an
helium–nitrogen atmosphere633 or by introducing nitrogen-rich organic or inorganic precursors into the
anode rods.634 Metal phthalocyanines,636,641 methane and nitrogen mixtures,637–639,646 ferrocene and
melamine mixtures,629,640 acetylene/ammonia/iron carbonyl mixtures,642 acetylene/ammonia/hydrogen
mixtures,643 and acetonitrile or acetonitrile/hydrogen mixtures644,645 have been used in CVD processes. 

The amount of incorporated nitrogen varies from some tenths of a percent to 9%641 and even
13%.647 The nitrogen incorporation enhances the growth of NTs by the CVD process and induces
visible changes in the NT structure and morphology. Overall, the presence of nitrogen suppresses
the formation of bundles, changes the tube conformation, and leads to the NT texturing.

All boron-doped carbon NTs exhibit highly metallic electronic character. Boron has been
shown to play a key role at the open end of a growing carbon NT, thus increasing its overall length.
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Boron-substituted NTs are formed by arc-discharge634,648,649 or CVD650,651 methods. Moreover,
solid-state652–655 and gas–solid656,657 reactions are also employed to prepare the material.

It is possible to reach boron-substitutional level up to 20%653,654 and synthesize carbon-free BN
nanotubes.656,658 The methods described allow the preparation of B–C–N NTs635 and NFs.634,658–661

The determined properties of silicon-doped carbon NTs and a suggestion how such tubes can
be synthesized have been published.662,663 The interaction of carbon NTs with SiO2 or Si yields
SiC nanorods (see the next section). Some substitution reactions have been developed to produce
hetero-structures of SWNTs and metal-carbide nanorods.664

5.9.2 DECORATION OF CARBON NANOTUBES

Surface-modified carbon NTs, inorganic NTs, and nanorods are of great significance in various
practical applications, such as catalysis, electrocatalysis, photocatalysis, ion-exchange and gas sorp-
tion, electron emitter and nanodevice fabrication, and production of composites. “Decoration” is
often referred to as a process of covering NTs with a substance that does not form strong chemical
bonds with carbon atoms. At the same time, several decoration processes yield a covering substance
linked by weak chemical or electrostatic forces to the NTs. 

NTs can be decorated with metals (Cu, Ag, Au, Al, Ti, Ni, Pt, Pd), alloys (Co–B, Ni–P, Mo–Ge),
nonmetals (Se), metal oxides (ZnO, CdO, Al2O3, CeO2, SnO2, SiO2, TiO2, V2O5, Sb2O5, MoO2,
MoO3, WO3, RuO2, IrO2), metal chalcogenides (ZnS, CdS, CdSe, CdTe), metal carbides (SiC),
metal nitrides (SiNx, AlN), and polymers (polyaniline, polypyrrole). The list of such substances can
go on. It is possible to prepare the covering of NTs in the form of quantum dots and nanoparticles,
to isolate nanotubules or nanorods and nanowires. The surface structure of NTs, and the strategy
and extent of deposition greatly influence the morphology of a coating.

The approaches to decoration of NTs include physical evaporation, electroless deposition, elec-
troplating, CVD, sol–gel process, chemical attachment of metal ions or complexes with subsequent
reduction or thermal decomposition, solid-state reactions, solid–gas reactions, self-assembling,
polymerization, and others chemical processes.

The decoration of NTs with nickel is achieved by electroless plating method,665–668 by electro-
chemical deposition process,669,670 by chemical reduction of NiCl2 with hydrogen,671 or by electron-
beam evaporation of the metal.672,673 Copper has been deposited onto NTs by electroless plating667

or by reduction of CuCl2 with hydrogen.674 Cobalt has been plated onto NTs via electroless plat-
ing675 or by reduction of Na2Co(OH)4 using KBH4 solution.676 Electroless plating usually demands
preliminary chemical activation of a substrate.

Several procedures have been used to decorate acid-treated NTs with nanoscale clusters of Ag,
Au, Pt, and Pd. For instance, Satishkumar et al.677 carried out the refluxing with HAuCl4 and HNO3

or tetrakis hydroxymethyl phosphonium chloride, with H2PtCl6 and HNO3 or ethylene glycol, and
with AgNO3 and HNO3; Li et al.678 refluxed NTs for 6 h with H2PtCl6 dissolved in ethylene glycol.
The activity of Pt cathode catalyst for direct methanol fuel cells has been shown to be dependent on
the ratio of water/ethylene glycol.679 Pt/NTs composite prepared by reduction of H2PtCl6 with
Na2S2O6 in water/alcohol solution exhibited good catalytic properties.69 It is possible to use sorp-
tion of Pd2� ions from solution with subsequent hydrogen reduction.680,681 Contact of an acetone
solution of H2PtCl6 with NTs allows production of NTs decorated with platinum clusters without
any surface functionalization.682 Decomposition and reduction of H2PtCl6, HPdCl3, HAuCl4, or
AgNO3 dispersed on NTs at temperatures from 300 to 700°C gives metal nanoparticles with aver-
age size of 7 to 17 nm.683 Nanoparticle/NT hybrid structures have been prepared by forming Au and
Pd nanoparticles on the sidewalls of SWNTs using reducing reagents or catalyst-free electroless
deposition, as a result of direct redox reaction between metal ions and NTs.684 Because Au3� and
Pt2� have much higher reduction potential than NTs, they are reduced spontaneously. Hydrogen
reduction of a Pd(II)-β-diketone precursor in super-critical carbon dioxide produces Pd nanoparticles
on MWNTs.405,685
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As for gold and silver nanoparticles, the usual thiol-linking procedure can be used to anchor
them to NTs.686–688 Silver clusters on SWNT surface have been grown by the decomposition of
(cycloocta-1,5-diene)(hexafluoroacetylacetonate)silver(I).686 A highly selective electroless deposi-
tion of gold nanoparticles on SWNTs has been reported.684 Sonication allows the deposition of gold
onto MWNTs directly from gold colloid solution.689 A method to fabricate gold nanowires using
NTs as positive templates has been demonstrated.690 The first step was to self-assemble gold
nanocrystals along NTs. After thermal treatment, the nanocrystal assemblies were transformed into
continuous polycrystalline gold nanowires. Monolayer-protected Au clusters strongly adsorb onto
both end-opened and solubilized when refluxed in aniline SWNTs.195

Formation of different metal nanowires using NTs as positively charged template has been
described.691

To form a SiO2 or SiOx coating on NTs as well as to prepare silica nanotubes, silica nanorods
and silica/NT composites, sol–gel technique has been employed by many researchers.692–696

Tetraethoxysilane (tetraethyl-o-silicate) was the usual precursor in this process. Silica-coated
SWNTs have also been produced by adding silica/H2SiF6 solution to a surfactant-stabilized disper-
sion of SWNTs697 or by hydrolysis of 3-aminopropyltriethoxysilane.698

NTs have been coated with titania by using titanium bis-ammonium lactato dihydroxide,699

tetraethyl-o-titanate,696,700 titanium tetraisopropoxide,147,700 titanium oxysulfate,700 and titanium
tetrachloride701 as precursors. Sol–gel method has been used to sheathe NT tips for field emission
electron emitters (Figure 5.17).702 The coating morphology depends on the precursor composition
and method of deposition.700 Covalent linking of TiO2 nanocrystals to SWNTs by short-chain
organic molecule linker is demonstrated.147

Coating of NTs with alumina692,696,703 or Al(OH)3
704 is possible by either thermal or chemical

decomposition of aluminum sources, such as aluminum isopropoxide, aluminum trichloride, or
aluminum nitrate. Oxidation of a powdered aluminum metal/MWNT mixture with O2 or air leads
to the formation of Al2O3 nanotubes or nanowires.705 Treating the same mixture in NH3 atmosphere
at 300 to 500°C yields AlN nanowires or particles.705

SWNTs and MWNTs can be coated with a thin or thick film of SnO2.
706–708 Heat treatment of

MWNTs with zinc at various temperatures gives ultra-thin films of ZnO on the tubes, ZnO quan-
tum dots, or nanowires.709 Deposition of CeO2 nanoparticles on the surface of MWNTs by hydrol-
ysis of CeCl3 in aqueous solution has been described.710 Covering of NTs with oxides of different
metals (V, Sb, Mo, Ir, Ru) has been characterized.711,712
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Semiconductor metal chalcogenide nanoparticles such as CdS,713 CdSe,147,205,714,205 CdTe,148

and ZnS715,714 have been bound to the surfaces of NTs. The example of an attachment process is pre-
sented in Figure 5.18.

Reaction of carbon NTs and carbon NFs with silicon716,717 as well as with silica718 allows the
production of SiC coatings, NFs or nanorods. The plasma enhanced CVD (PECVD) method using
mixtures of SiH4 with C2H2 or with NH3 introduced into the reaction chamber at 250°C has been
used to coat MWNTs with amorphous films of SiC or SiNx.

719 A process of simultaneous growth of
carbon NTs and SiC nanorods has been realized by means of CVD.720

The aligned NTs can be used to make conducting polymer/NT coaxial nanowires by electro-
chemical deposition of a concentric layer of conducting polypyrrole.721 Ultra-thin films of pyrrole
were deposited on the surfaces of MWNTs using a plasma polymerization technique.722 Polymer
nanoshells on NTs can be formed via layer-by-layer deposition on NT template.723

Interesting and unusual nanowires of rare-earth phthalocyanine have been produced via the
templated assembly method.724 When the solvent is evaporated gradually, RErPc2 nanoparticles and
nanowires are found to self-assemble on the exterior walls of NTs. 

5.10 INTERCALATION OF “GUEST” MOIETIES

Similar to graphite, NTs can form guest–host compounds with electron acceptors (e.g., bromine,
iodine, interhalogens, FeCl3, HNO3) and electron donors (alkali metals).8,16,18 The guest species can
be inserted between the graphene shells of MWNTs or in the open inter-tubular spaces inside the
bundles of SWNTs. Reversible inter-calation proceeds by both direct vapor/liquid contacting and
electrochemical insertion of ions. The doping is accompanied by charge transfer and enhancement
of NT conductivity.

The inter-calation of bromine into MWNTs at 50°C shows an unusual ordered accumulation along
the direction perpendicular to the NT surface.725 Iodine reversibly forms charged polyiodide chains
into SWNT bundles,726 which is similar to the chains in iodine-doped SWNTs418 and MWNTs.419

The behavior of MWNTs depends on their structure. In addition to FeCl3, other metal chlorides
(ZnCl2, CdCl2, AlCl3, and YCl3) formed inter-calation compounds with MWNTs having scroll
structure.18

The HNO3 molecules intercalate into the bundles of SWNT,727 and HNO3, H2SO4, and HCl
intercalate into the SWNT film (“bucky paper”).728 In all cases, an acceptor-type doping of the
SWNTs has been observed.

Fluorine, as was mentioned earlier (see Section 5.5.3), forms strong semi-ionic or covalent
bonds with carbon atoms of NTs and cannot be deintercalated in diatomic molecular form.

Much more information has been obtained on NT doping with alkali metals. Some theoretical
models of inter-calation products have been offered.16,18 Potassium and other heavy-weight alkali
metals at saturation state form MC8 compounds corresponding to the first-stage graphite inter-cala-
tion compounds (GIC).16,18 The doping of SWNTs is diameter-selective.729,730 The dopant atoms ini-
tially deposited on the tips of aligned MWNTs diffuse toward their roots at extremely small rates.731

The rapid development of lithium-ion batteries, which use graphite or carbonaceous materials as
one of the electrodes, gives rise to a great interest in NT material inter-calation with lithium.5,522 A
significant reversible capacity has been found.732 SWNTs can be reversibly inter-calated with lithium
up to Li1.7C6 composition.733 The reversible lithium storage capacity after etching of SWNTs
increases to Li2C6.

734,735 Moreover, this saturation composition increases to Li2.7C6 by applying a suit-
able ball-milling treatment to the purified SWNTs.736 It means that SWNTs can contain roughly
twice the energy density of graphite. To explain the results of Refs. 732 and 736, a non-GIC mech-
anism of storage has been proposed.737 In this mechanism, except for the lithium intercalated
between graphene layers to form GIC, the higher charge capacity should be related to lithium doped
into disordered graphitic structures, defects, microcavities, and edge of graphitic layers.

The reversible capacity increases as compared to that of raw NTs after treatment with lithium
compounds such as LiNO2.

738 The lithium diffusion coefficient decreases with an increase of the
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open-circuit voltage. This phenomenon is presumably connected with a change of composition and
properties of thin inorganic film covering the NTs.

5.11 SUMMARY AND CONCLUSIONS

Carbon NTs represent a set of materials including numerous variants with different structure, mor-
phology, and properties. Some of these materials are now coming to the industrial arena as new
attractive resources with many remarkable properties and dozens of promising applications. Several
scaleable continuous chemical methods of NT production have been elaborated and scaled. 

The practical significance of carbon NT chemistry and its achievements is sharply increased.
Today, this branch of NT “general chemistry” subdivides into carbon NT inorganic, organic, bioor-
ganic, colloidal, and polymeric chemistry. NT chemistry now occurs in solution, in such a way that
it opens many new possibilities to purify, sort, and modify the material and to integrate it in elec-
tronic devices. 

Carbon NTs are among the most important materials of modern nanoscience and nanotechnol-
ogy, including molecular electronics, and the chemistry of NTs play a remarkable role in the devel-
opment of this interdisciplinary area. 
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356. T.E. Mú́ller, D.G. Reid, W.K. Hsu, J.P. Hare, H.W. Kroto, and D.R.M. Walton, Synthesis of nanotubes
via catalytic pyrolysis of acetylene: a SEM study, Carbon 35, 951–966 (1997). 

357. Y.K. Chen, A. Chu, J. Cook, M.L.H. Green, P.J.F. Harris, R. Heesom, M. Humphries, J. Sloan,
S.C. Tsang, and J.F.C. Turner, Synthesis of carbon nanotubes containing metal oxides and metals of
the d-block and f-block transition metals and related studies, J. Mater. Sci. 7, 545–549 (1997). 

358. C.T. Kuo, C.H. Lin, and A.Y. Lo, Feasibility studies of magnetic particle-embedded carbon nanotubes
for perpendicular recording media, Diamond Rel. Mater. 12, 799–805 (2003). 

359. H. Liu, J.-M. Dong, M.-C. Qian, and X.-G. Wan, Dependence of in-tube doping on the radius and
helicity of single-wall carbon nanotubes, Chinese Phys. 12, 542–547 (2003). 

360. D. Bera, S.C. Kuiry, M. McCutchen, A. Kruize, H. Heinrich, M. Meyyappan, and S. Seal, In-situ syn-
thesis of palladium nanoparticles-filled carbon nanotubes using arc-discharge in solution, Chem. Phys.

Lett. 386, 364–368 (2004). 
361. E. Dujardin, C. Meny, P. Panissod, J.-P. Kintzinger, N. Yao, and T.W. Ebbesen, Interstitial metallic

residues in purified single shell carbon nanotubes, Solid State Commun. 114, 543–546 (2000). 
362. X.P. Gao, Y. Zhang, X. Chen, G.L. Pan, J. Yan, F. Wu, H.T. Yuan, and D.Y. Song, Carbon nanotubes

filled with metallic nanowires, Carbon 42, 47–52 (2004). 
363. C.H. Liang, G.W. Meng, L.D. Zhang, N.F. Shen, and X.Y. Zhang, Carbon nanotubes filled partially or

completely with nickel, J. Cryst. Growth 218, 136–139 (2000). 
364. B.C. Satishkumar, A. Govindaraj, P.V. Vanitha, A.K. Raychaudhuri, and C.N.R. Rao, Barkhausen

jumps and related magnetic properties of iron nanowires encapsulated in aligned carbon nanotube bun-
dles, Chem. Phys. Lett. 362, 301–306 (2002). 

365. A. Leonhardt, M. Ritschel, R. Kozhuharova, A. Graff, T. Mühl, R. Huhle, I. Mönch, D. Elefant, and
C.M. Schneider, Synthesis and properties of filled carbon nanotubes, Diamond Rel. Mater. 12,
790–793 (2003). 

366. N. Grobert, M. Mayne, M. Terrones, J. Sloan, R.E. Dunin-Borkowski, R. Kamalakaran, T. Seeger, H.
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523. A. Zú́ttel, P. Sudan, Ph. Mauron, T. Kiyobayashi, Ch. Emmenegger, and L. Schlapbach, Hydrogen

storage in carbon nanostructures, Int. J. Hydrogen Energy 27, 203–212 (2002). 
524. M. Becher, M. Haluska, M. Hirscher, A. Quintel, V. Skakalova, U. Dettlaff-Weglikovska, X. Chen,

M. Hulman, Y. Choi, S. Roth, V. Meregalli, M. Parrinello, R. Ströbel, L. Jörissen, M.M. Kappes, J.
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ABSTRACT

Carbon nanotubes and fullerenes have been extensively studied and are described in separate chap-

ters in this book. However, the world of carbon nanostructures is not limited to these two groups of

materials. Carbon nanocones, whiskers, and larger polygonized nanotubes, called graphite polyhe-

dral crystals, are a whole new class of carbon nanomaterials; which, along with vapor-grown car-

bon fibers, can be placed between graphite and fullerene families of carbon. They are elongated and,

typically, axially symmetric structures. This chapter provides a comparative study of several such

graphitic nanomaterials. The discussion covers the gamut of such materials — from the first
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graphite cones and whiskers discovered long before the beginning of “nano” age, to the latest addi-

tions to this family of nano- and micromaterials. Some of these particles are as large as several

micrometers, and they provide a bridge between carbon nanomaterials such as nanotubes, and con-

ventional materials such as carbon fibers or planar graphite. Their structure, properties, Raman

spectra, and potential applications are discussed in detail in this chapter. 

6.1 PREFACE

Both planar graphite1 and carbon nanotubes2 have been extensively studied, and their structure and

properties are well documented in the literature. This section is a review of the current understand-

ing of some less common nonplanar graphitic materials, such as graphite whiskers, cones, and poly-

gonized carbon nanotubes (graphite polyhedral crystals). Although nonplanar graphitic

microstructures in the shape of cones were reported as early as 1957,3,4 it is only recently5–8 that

attention has been paid to these exotic classes of graphitic materials. There is no doubt that this

growing interest has been triggered by the discovery of fullerenes9 and nanotubes,2,10 which has

stimulated very intensive research on carbonaceous nanomaterials over the past 20 years. While

fullerenes and nanotubes have been discussed in several books during the past decade, carbon

cones, whiskers, and other similar structures have received much less attention. Our intention here

is to give an overview of the current understanding of their structure, synthesis methods, properties,

and potential applications. 

Some of the engineering disciplines that could benefit from the emergence of these forms of

carbon are:

● Materials engineering: graphitic cones and polyhedral crystals will enable the develop-

ment of new functional nanomaterials and fillers for nanocomposites.
● Chemistry and biomedicine: in the development of new chemical sensors, cellular

probes, and micro-/nanoelectrodes.
● Analytical tools and instrumentation development: cones and polyhedral crystals can act

as probes for atomic force and scanning tunneling microscopes.
● Energy, transportation, and electronic devices: as materials for energy storage, field

emitters, and components for nanoelectromechanical systems.

The common features of carbon whiskers, cones, scrolls, and graphite polyhedral crystals,

besides their chemistry and the graphitic nature of their bonds, are their morphology and the high

length-to-diameter aspect ratio, which places them between graphite and carbon nanotube materi-

als. In the following sections, we will examine various types of these materials, and we will show

the effect of structural conformation as well as describe their properties and potential applications.

6.2 GRAPHITE WHISKERS AND CONES

Graphite whiskers, cones, and polyhedral crystals are all needle-like structures — meaning that

their length is considerably larger than their width or diameter. The major difference between the

graphitic cones and polyhedral crystals, besides their shape, is in their texture, i.e., in the orienta-

tion of the atomic planes within the structure. While graphite polyhedral crystals (GPCs) comprise

of (0 0 0 1) planes parallel to their main axis, carbon cones and whiskers may have various textures.

Therefore, we will consider GPCs separately from cones and whiskers. The orientation and the

stacking arrangement of the planes is closely related to the nucleation mechanism and the growth

conditions of the cones. The following section explains currently available methods for synthesis of

carbon whiskers and cones. Also, two different types of cones have also been observed in natural

deposits of carbon. These are described briefly in a separate section. A detailed explanation of their

structure and properties in relation to their potential applications follows.
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6.2.1 SYNTHETIC WHISKERS AND CONES

6.2.1.1 Whiskers

Graphite whiskers are the first known nonplanar graphitic structures that were obtained through a

controlled preparation. Bacon11 succeeded in growing high-strength graphite whiskers on carbon

electrodes using a DC arc under an argon pressure of 92 atm. The temperatures developed in the arc

were sufficiently close to the sublimation point of graphite (above 3600°C), which enabled carbon

to vaporize from the tip of the positively charged electrode, and form cylindrical deposits embed-

ded with whiskers of up to 3 cm in length and a few microns in diameter.12 Carbon deposition under

extreme conditions, such as a “flash CVD” process, also resulted in the growth of very peculiar

micron-sized tree-like carbon structures.13

Whiskers and filaments of graphite have also been observed to form during pyrolytic deposi-

tion of various hydrocarbon materials. Hillert and Lange14 studied the thermal decomposition of

n-heptane and reported the formation of filamentous graphite on iron surfaces at elevated tempera-

tures. Pyrolysis of methane,15 and carbon monoxide16 on iron surfaces or heated carbon filaments17

also resulted in the formation of similar structures as well as the thermal decomposition of acety-

lene on Nichrome wires below 700°C.18

Whisker growth during pyrolytic deposition process is generally considered as being catalyzed

by metals.19,20 Haanstra et al.21 however, observed noncatalytic columnar growth of carbon on

β-SiC crystals by pyrolysis of carbon monoxide at 1 atm pressure above 1800°C (Figure 6.1). The

experiments showed that the growth of carbon whiskers in that case was defined by rotation twin-

ning and stacking faults on {1 1 1} habit plane of the β-SiC substrate. The cylindrical carbon

columns formed by this mechanism were observed to consist of parallel conical graphitic layers

stacked along the column axis. Most specimens of a run had the diameter between 3 and 6 µm, and

they were several tens of microns long. The apex angle of the conical mantle was measured to be

about 141°. The conical nuclei of these columns were produced on defects in twinned β-SiC, such

as the dislocation with a screw component perpendicular to the surface. 

Very similar “needle”- or “spine”-like graphitic materials were also reported by Knox et al.22 In

an attempt to synthesize porous graphitic carbon material that would be capable of withstanding

considerable shear forces, such as those seen in high-performance liquid chromatography, they pro-

duced porous glassy carbon spheres, which in most cases contained graphitic needles. Knox et al.

impregnated the high-porosity silica gel spheres with a melt of phenol and hexamethylenetetramine

(hexamine) in a 6:1 weight ratio. Impregnated material was first heated gradually to 150°C to form
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FIGURE 6.1 Electron micrographs of (a) pencil-like carbon columns; (b) columnar carbon specimen with

screw-like markings on side.21
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phenol-formaldehyde resin within the pores of the silica gel, and then carbonized slowly at 900°C

in a stream of oxygen-free nitrogen. The silica was then dissolved with hot aqueous potassium

hydroxide (at least 99% complete), and the remaining porous glassy carbon was consequently

heated up to 2500°C in oxygen-free argon. 

Besides the expected glassy carbon structure, the resulting product often contained considerable

amounts of needle-like material that was determined to have a three-dimensional graphitic struc-

ture. The graphitic whiskers resulting from the experiments were usually a few microns long and

about 1 µm thick. Electron diffraction and transmission electron microscopy (TEM) revealed the

twinned structure of the whiskers. The angle between the layers was measured to be about 135°. 

Since this material was a side product of their experiment, Knox et al. neither provided any fur-

ther details of its structure nor explained the nucleation mechanism. It is, however, highly proba-

ble that their graphitic needles were nucleated and grown in a pretty much the same way as were

Haanstra’s whiskers shown in Figure 6.1. Incomplete dissolution of the silica matrix could have

caused formation of twinned β-SiC phase during the glassy carbon pyrolysis between 1000 and

2500°C, which further induced growth of columnar graphite from disproportionated CO within the

porous glassy carbon spheres. The 135° whiskers have also been synthesized recently at 2100°C

from gaseous CO and ball-milled natural graphite23,24 contaminated with zirconia particles during

milling. When heated above 1900°C, the zirconia particles react with the carbon to form ZrC.25 The

growth of the graphitic whiskers was probably initiated by screw dislocations on the surfaces of

ZrC particles. 

Similarly, Gillot et al.26 studied the heat treatment of products of martensite electrolytic disso-

lution, and observed the formation of “cigar”-shaped crystals of graphite at 2800°C. The model of

the texture they obtained is shown in Figure 6.2a. The length of the crystals ranged from a few

microns to 250 µm with a length-to-diameter ratio of about 10. It was suggested that the growth

mechanism of the “cigars” involved mass transfer through the gas phase. The graphite layers in the

whisker had the shape of an obtuse cone, the axis of which was coincident with the axis of

the whisker, and had basically the same structure noted but not fully described by Knox et al.

Such whiskers were assumed to be formed by a single graphene sheet coiled around the axis

in a helix, each turn of the helix having the shape of a cone (Figure 6.2b). The angular shift θ of the

(h k 0) crystallographic directions from one whorl to the next one in the helix was measured to be

θ ≈ 60°. All graphitic layers were found to have the same stacking arrangement as of a perfect

graphite crystal. Later, Double and Hellawell27 proposed the cone-helix growth mechanism of such
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FIGURE 6.2 Model illustrating the formation of cigar-like graphite: (a) longitudinal cross section of the

cigars showing their texture; (b) cone-helix structure of graphitic filaments.26
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structures, which relies on the formation of a negative wedge disclination within a graphene sheet.

This model will be explained in detail in the following section.

6.2.1.2 Cones

Ge and Sattler,6 Sattler,7 and Krishnan et al.8 were among the first to observe and study fullerene

nanocones, i.e., seamless conical structures formed when one or more pentagonal rings are incor-

porated into a graphene network. Incorporation of pentagonal and heptagonal defects into graphene

sheets and nanotubes had at that time been already discussed by Iijima et al.,28 Ajayan,29,30

Ebbesen,31 Ebbesen and Takada,32 and others,33–35 to explain conical morphologies of carbon nan-

otube tips observed by high-resolution transmission electron microscopy (HRTEM). The impor-

tance of the pentagonal defects in the formation of three-dimensional conical graphitic structures,

however, was not fully recognized till the thorough investigation of their electron diffraction pat-

terns by Amelinckx et al.,5,36,37 who studied helically wound conical graphite whiskers (Figure 6.3a)

by electron microscopy and electron diffraction. Whiskers gave rise to unusual diffraction effects

consisting of periodically interrupted circular ring patterns (Figure 6.3b). Very similar diffraction

patterns had been previously obtained from whiskers described in Ref. 21. Amelinckx et al. pro-

posed a growth mechanism whereby the initial graphite layer adopts a slitted dome-shaped config-

uration (Figures 6.4a and b) by removing a sector β and introducing a five-fold carbon ring in the

sixfold carbon network (Figure 6.4c). Successive graphene sheets were then rotated with respect to

the previous one over a constant angle, thus realizing a helical cone around a “disclination,” with a

five-fold carbon ring core. The model explains the morphological features and the particular dif-

fraction effects observed on these reproducibly prepared columnar graphite crystals and it also

builds on the other cone models.21,27

The first true multishell fullerene graphitic cones consisting of seamless axially stacked coni-

cal surfaces (Figure 6.5) were observed in the products of chlorination of silicon carbide at tem-

peratures above 1000°C in 197238 and then reported by Millward and Jefferson39 in 1978. Since

these structures were rather singular observations in the products of the reaction, they were not rec-

ognized as a new material until much later.38 Similar structures in large quantities were for the first

time successfully produced by Ge and Sattler.6 Up to 24 nm in length and 8 nm in base diameter,

these nanometer-sized structures were generated by vapor condensation of carbon atoms on a highly

oriented pyrolytic graphite substrate. All of the cones had the same apex angle ~19°, which is the

smallest among five possible opening angles for perfect graphitic cones (Figure 6.6a). The growth

of these nanostructures is thought to be initiated exclusively by fullerene-type nucleation seeds with
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FIGURE 6.3 Conical graphite whiskers. (a) SEM micrograph of a cleavage fragment of conically wound

graphite whisker. Note the 140° apex angle of the conical cleavage plane. (b) Electron diffraction pattern with

the incident electron beam along the normal to the cleavage ‘plane’ of the conically wound whiskers. Note the

126-fold rotation symmetry of the pattern.36
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FIGURE 6.4 Model illustrating the formation of a conical helix. (a) Sector β is removed from a disc. (b) The

angular gap is closed and a cone is formed. (c) Twisted nucleus of the conical helix containing one pentago-

nal ring in the graphene network. Conical helix is formed through rotation of successive graphene sheets over

a constant angle.36

100 Å

FIGURE 6.5 Carbon cone showing separation of layers in fullerenic end cups.38
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FIGURE 6.6 Fullerene cones. (a) The five possible seamless graphitic cones, with cone angles of 19.2,

38.9, 60, 86.6, and 123.6°.6,7 Electron micrographs of the corresponding five types of cones (scale bars in b–f,

200 nm). Apex angles: (b) 19.2°, (c) 38.9°, (d) 60.0°, (e) 84.6°, and (f) 112.9°.8
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different number of pentagons. Fullerene cones of other apex angles corresponding to 1 to 4 pen-

tagons were produced and reported 3 years later by Krishnan et al.8 (Figures 6.6c–f). They also

reproduced the ~19° cone (Figure 6.6b). 

Graphite conical crystals of very small apex angles (from ~3 to ~20°) and perfectly smooth sur-

faces (Figure 6.7) have been reported to form in the pores of glassy carbon at high temperatures,40,41

in addition to other various axial graphitic nano- and microcrystals.42 Graphitic structures from the

glassy carbon pores were produced from carbon-containing gas formed during decomposition of

phenol formaldehyde. The size of these graphite conical crystals ranged from about 100 to 300 nm

in the cone base diameter, and their lengths ranged from about 500 nm to several micrometers.

Similarly, a few other conical structures of graphite were produced by thermal decomposition of

hydrocarbons43 with or without the aid of a catalyst, or by employing various thermochemical

routes.44 The structure of the majority of catalyst-free cones observed is consistent with the cone-

helix growth model; however, some of the small apex angle cones (~2.7°), as seen in Figure 6.7c,40,41

do not conform to this rule. These are most likely carbon scroll structures.45,46 Orientation of layers

in catalytically produced cones is closely related to and resembles the shape of the catalyst parti-

cle.47–49 Catalytically produced cones can adopt open,49–51 helical,49,51 or close-shell structures.49

Several other types of cones have been reported that are actually composed of cylindrical graphite

sheets.52,53 So-called tubular graphite cones (TGCs) (Figure 6.8) have been synthesized on an iron nee-

dle using a microwave-plasma-assisted chemical vapor deposition (MWCVD) method52 in a CH4/N2

gaseous environment. Corn-shape carbon nanofibers with metal-free tips have also been synthesized

by a MWCVD method using CH4 and H2 gases.53 Graphitic coils wound around a tapered carbon nan-

otube core have also been produced by the same technique using different substrate material.54 What
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FIGURE 6.7 SEM micrographs of carbon nano- and microcrystals found in pores of glassy carbon. (a)

Fracture surface, showing crystals in a pore. (b) Graphite polyhedral crystals (GPCs) and graphite conical crys-

tals (GCCs). (c) A small apex angle GCC growing along with GPCs, and a stylus-like multiwall carbon nan-

otube (MWNT).41
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makes these and similar structures cone-shaped is not purely an inclination of their graphitic layers

with respect to the cone axis, but rather the continuous shortening of graphitic wall layers from the

interior to the exterior of the structure,55 or a combination of both mechanisms, as in the case of car-

bon nanopipettes.54 Although their morphology resembles a cone, intrinsically their microstructure is

that of the multiwall carbon nanotubes. This implies different mechanical and electronic properties.

Tailoring carbon nanotubes to cone shapes can now be done routinely.56–59

6.2.2 OCCURRENCE OF GRAPHITE WHISKERS AND CONES IN NATURE

Graphite whiskers and cones have also been observed growing on natural Ticonderoga graphite crys-

tals,60 Gooderham carbon aggregates,61 and friable, radially aligned fibers of Kola graphite.62 In their

brief communication, Patel and Deshapande60 reported the growth of 65 to 125-µm-thick graphite

whiskers in 〈0 0 0 1〉 direction, the (0 0 0 1) planes of graphite being perpendicular to the whisker

axis. The growth of the whiskers was presumed to be a result of a screw dislocation mechanism dur-

ing the growth of graphite, but no details indicating the relationship of the structure and the geologi-

cal origin of the sample were given. Several other exotic forms of graphite have been observed

recently from two different geological environments: arrays of graphite cones in calcite from highly

sheared metamorphic rocks in eastern Ontario (Gooderham graphite, Figure 6.9a),61 cones, and scrolls

of tubular graphite in syenitic igneous rock from the Kola Peninsula of Russia (Figures 6.9b–d).62

In a few geological occurrences, graphite forms compact spherical aggregates with radial inter-

nal textures,62–66 similar to those observed in graphite spheres in cast iron.27 One prominent natural

occurrence is in metasedimentary rocks exposed at a roadcut, south of Gooderham, Ontario,

Canada.67,68 In this region, graphite crystallizes in calcite in various forms of tabular flakes, spher-

ical, spheroidal, and triskelial polycrystalline aggregates,62,69 some of which were found to contain

large arrays of graphitic cones dominating the surfaces of the samples.61 Cone heights ranged from

less than a micron to 40 µm, and unlike most laboratory-produced cones, they showed a wide dis-

tribution of apex angles. The apex angles were found to vary from 38 to ~140°, with 60° being the

most common. The cone structure can be well described by the Double and Hellawell27 disclination
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FIGURE 6.8 Tubular graphite cones. (a) Aligned TGCs grown on an iron needle surface. (b) A high-resolu-

tion view of one TGC shows the faceted and helical appearance.52
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model. Other than full and solid cones, some Gooderham samples also revealed partly conical hol-

low structures composed of curved graphite shells (“protocones”).62 These indicate a possible ear-

lier growth stage for the cones reported in Ref. 61. Unlike large solid cones, many of these graphitic

structures have partly faceted surfaces (Figure 6.10). The tips of the polygonal cones typically have

six facets, and these facets only extend part way down the surfaces of the cones, which maintain a

circular base.62 The faceted cones are reminiscent of the polyhedral graphite crystals from glassy

carbon pores.42 The morphology and the surface topography of the cones and petrologic relations

of the samples suggest that the cones formed from metamorphic fluids.

Numerous scroll-type graphite whiskers, up to 15 µm in length and up to 1 µm in diameter

(Figures 6.9b–d), were discovered to cover inner and outer surfaces of channels comprised of tab-

ular graphite crystals. They have been found in samples of alkaline syenitic pegmatite of Kola

Peninsula, Russia.70 The surfaces of cavities in the host rock were coated with fine-grained graphite

layer comprised solely of such whiskers. Some of the Kola natural graphite whiskers are cigar-like

(Figure 6.9b), while others exhibit true conical (Figure 6.9c) morphologies with dome-shaped tips.

The conical whiskers appear to be significantly larger and more abundant than the tube-like

whiskers. Many Kola cones show distinct spiral growth steps at the surfaces of their tips, suggest-

ing that they have a scroll-type structure, as seen previously in other synthetic whiskers.11,17,21,26

SEM images of some broken cones reveal that they are hollow (Figure 6.9d). 

6.2.3 STRUCTURE: GEOMETRICAL CONSIDERATIONS

We have seen in the previous section that, on the basis of their structure, a distinction can be made

between the two major classes of graphitic cones. One type has a “scroll-helix” structure, while the

second type comprises seamless conical graphene layers stacked over each other along their axis

(therefore called “fullerene cones”). This classification may be considered as an equivalent to dif-

ferentiating between “scroll” and “Russian-doll” type of multiwall carbon nanotubes.71

Pure “scroll-helix” cones are made up of a single graphene sheet that coils around an axis, each

layer having a cone shape. The nucleation of this kind of structure is generally controlled by a line

defect (dislocation), although we will see later that in addition, it always involves a screw dislocation
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FIGURE 6.9 FESEM images of graphite cones from (a) Gooderham, Ontario, Canada. [61] (b–d) Graphite

cones, scrolls, and tubes from Hackman Valley, Kola Peninsula, Russia. A scroll-type structure is suggested in

(b). Some of the Kola cones appear to be hollow, as indicated by a fractured structure (d).62
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and some kind of point defect at the terminated side of the dislocation line, as indicated in Figure

6.4. On the other hand, an ideal “fullerene” cone contains only point defects in the form of pentag-

onal, heptagonal, or lower/higher order carbon rings and their various combinations. It is also possi-

ble that some of the actual graphitic cones are neither purely helical nor purely fullerene structures,

but rather a combination of the two. 

Euler’s theorem72 has been found particularly useful in explaining geometrical aspects and gen-

eration of fullerenes and fullerene cones. Suppose that a polyhedral object is formed by enclosing

a space with polygons. The number of polygons is therefore equal to the number of faces (F) of

such object. If V is the number of vertexes, E the number of edges, and g a genus of the structure,

then the four parameters correlate as follows:

V � E � F � 2(1 � g) (6.1)

For bulk three-dimensional solids, g is equivalent to the number of cuts required to transform a solid

structure into a structure topologically equivalent to a sphere (for instance, g = 0 for a polygonal

sphere such as C60 or C70, and g = 1 for a torus). Suppose, further, that the object is formed of poly-

gons having different (i) number of sides. The total number of faces (F) is then

F � �Ni (6.2)

where Ni is the number of polygons with i sides. Each edge, by definition, is shared between two

adjacent faces, and each vertex between three adjacent faces, which is represented as

E � (1/2) �iNi (6.3)

and

V � (2/3)E (6.4)

By substituting Equations (6.2) to (6.4) into (6.1), Euler’s postulate for i � 3 is represented as

3N3 � 2N4 � N5 � N7 � 2N8 � 3N9 � ... �� 12(1 � g) (6.5)

�(6 � i)Ni � 12(1 � g) (6.6)
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FIGURE 6.10 FESEM micrograph of a graphite “protocone” having a faceted tip.62
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It can be observed from Equation (6.5) that the number of hexagons does not play a role, and a bal-

ance between the number of pentagons and higher order polygons (i � 7) is required in order to

form an enclosed structure. If each vertex is considered an atomic site containing an sp2-hybridized

C atom, and each edge is assigned to one C–C bond, then according to Equations (6.5) and (6.6),

only 12 pentagons are needed to form a fullerene or a nanotube. If one heptagon is present, then 13

pentagons will close the structure. 

The total disclination in a completely closed structure, such as a sphere, is 720° (i.e., 4π). Each

out of 12 pentagons contributes a positive disclination of 720°/12 = 60°, and a heptagon, similarly,

creates a negative 60° disclination. Incorporation of a heptagon in a graphene sheet will, therefore,

produce a saddle-like deformation,73 while adding pentagons will result in conical structures.

Exactly five different cones (Figure 6.6) are generated by having respectively 1 to 5 pentagonal

rings in their structure, as experimentally observed6,7 and mentioned in a previous section. Careful

examination of such cones suggests that pentagons are isolated from each other by hexagonal rings,

as in fullerene molecules and fullerene nanotube caps. The apex angles for these cones can be cal-

culated from the following relation:74

sin(θ /2) � 1 � (N5/6) (6.7)

where N5 is the number of pentagons in the cone structure.

Topo-combinatoric conformations of i-polygonal carbon rings (where i = 1, 2, 3, 4, 5, 7, 9, …)

within a hexagonal carbon network had been studied in detail even before the discovery of

fullerenes, carbon nanotubes, and graphitic cones.75,76 Growing interest in this topic resulted in the

number of publications73,77–80 that revealed the fine structure of the cone tip, such as the reconfigu-

ration of carbon atoms and distribution of defects in the near vicinity of the tip. It had also been

shown that the pentagons separated by hexagons (Figure 6.11)74 make the most stable conformation

of the cone tip structure, as observed experimentally. Establishing valid theoretical models of struc-

ture later helped in calculating the electronic properties of cones and curved carbon surfaces.81–84

Apart from seamless cones, there are conical structures that are formed by introducing a wedge

disclination (Figure 6.12a) and a screw dislocation (Figure 6.12b) in a graphite sheet, as observed

experimentally by various groups.4,5,21,22,26,36 The cone-helix model27 is based on growth around a

positive disclination with a screw dislocation component (Figure 6.12c). As a graphene sheet wraps

around the disclination, adjacent overlapping layers are rotated with respect to one another by an

angle equal to the disclination angle. Among practically unlimited number of disclination angles,

some of them should be energetically more favorable (Figure 6.12c and inset table in Figure 6.13).

Their value can be calculated from the following equation:

α � n � 60°, or α � n � 60° � ω (6.8)

where n = 0, 1, 2, … , 6, and ω = 13.2, 21.8, 27.8°, … are expected low-energy (0 0 1) twist grain-

boundary angles based on lattice coincides, which are a measure of “goodness of fit,” but do not
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FIGURE 6.11 Distribution of pentagonal defects within the cone tip. The apex angle changes with the num-

ber of pentagons.74
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account for atomistic interactions and the curvature of the sheets. Disclinations with overlap

angles equal to integer multiples of 60° should be energetically the most favorable, because they

preserve the graphite crystal structure without stacking faults, provided the screw component

of the disclination has a Burgers vector corresponding to an even multiple of the graphite’s

c-axis interplanar spacing. Values of corresponding apex angles are calculated from the following

relation:

θ � 2 sin�1(1 � α/360°) (6.9)

and they range from 6 to 149°. Graphitic cones having such apex angles should predominate over

others.61 The apex-angle distribution in a sample of natural cones is shown in Figure 6.13. Among

all possible apex angles, the 60° angle is found to be the most frequent. Cones with smaller apex

angles may be disfavored because of the higher elastic energy due to bending required to form the

corresponding disclinations.

The dislocation line usually terminates with a point defect that includes bond recombination within

the hexagonal network to form a pentagon or some other kind of polygon, as shown in Figure 6.4c. 
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FIGURE 6.12 Formation of helical cones. (a) Positive wedge disclination is created after a sector is removed

from a graphene sheet and (b) the cone is formed by an overlap through a screw dislocation. (c) Model illus-

trating growth of columnar carbon, and (d) one of several energetically preferred stacking arrangements.27
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6.2.4 PROPERTIES AND APPLICATIONS

6.2.4.1 Electronic Properties of Synthetic Whiskers and Cones

Carbon nanotubes are known to be either metallic or semiconducting, depending on their diameter

and chirality.85–89 The role of pentagon, heptagon, or pentagon–heptagon pair topological defects in

structural and electronic properties of nanotubes has also been studied theoretically,81,84,90 and

experimentally by means of scanning tunneling microscopy (STM) and scanning tunneling spec-

troscopy (STS).84 Special attention has been paid to curved surfaces of capped carbon nanotube tips,

since these can be considered as regions of high density of defects. As the density of defect states

increases at the tube ends, it can be expected that the electronic band structure of the end differs sig-

nificantly from that elsewhere on the tube.81–84 This has been successfully demonstrated by means

of spatially resolved STM/STS carried out on a conically shaped tube end (Figures 6.14a and b),84

which in fact is a fullerene-type carbon nanocone structure.

An STM image of one such conical tip is shown in Figure 6.14a. The apex of the cone has a

diameter of 2.0 nm. The tunneling spectra were acquired at four different positions along the tube

(marked with white letters in Figure 6.14a). Local densities of states (LDOS), derived from the

scanning tunneling spectra, are represented in Figure 6.14b. In addition, the tight-binding calcula-

tions performed on two different tip morphologies are given in Figures 6.14c and d. 
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FIGURE 6.14 Electronic structure and localized states at carbon nanotube tips: (a) STM image of a fullerene

carbon cone; (b) local densities of states for a cone tip derived from scanning tunneling spectra at four (A–D)

points along the tip; and (c–d) tight-binding calculations for two different configurations of cone tips.84

Copyright 2006 by Taylor & Francis Group, LLC



As we move along the tube from position A to position D, the density of topological defects

increases, since the topological defects are concentrated in a smaller volume. As a result, the

effect of confinement on electronic structure becomes more and more pronounced. This does not

seem to be very striking in the case of the conduction band, where only a slight and broad

enhancement has been noted in the LDOS at the cone apex. The valence band, however, is found

to alter considerably, exhibiting sharp resonant states at the cone tip (Figure 6.14b, curve D). The

strength and position of these resonant states with respect to the Fermi level is, in addition, very

sensitive to the distribution and position of defects within the cone. This is illustrated with two

models of cones having different morphologies obtained by altering the position of pentagons

within the tip structure (Figures 6.14c and d). In the two examples, the (A), (B), and (C) LDOS

calculated by the tight-binding method are very similar. Strong and sharp peaks in (D) LDOS have

different shape and position in the case of models I and II. The values calculated for model II show

better fit to the experimental values given in Figure 6.14b. The distribution of the defects and their

effect on electronic properties of the cones have been studied in detail elsewhere.91 LDOS of

helix-type carbon cones are obtained by establishing the tight-binding model of a screw disloca-

tion in graphite.81

Localized resonant states are very important in predicting the electronic behavior of carbon

cones. They can also strongly influence the field emission properties of cones (For more details on

field emission properties of carbon nanotubes see Chapter 24).

6.2.4.2 Raman Spectra

Owing to its sensitivity to changes in the atomic structure of carbons, Raman spectroscopy has

proven a useful tool in understanding the vibrational properties and the microstructure of graphitic

crystals and various disordered carbon materials.92–97 The relationship between the spectra and the

structure has been extensively discussed in the literature, and the studies cover a wide range of car-

bon materials, such as pyrolytic graphite (PG)94,95 and highly oriented pyrolytic graphite

(HOPG),95,98,99 microcrystalline graphite, amorphous carbon and glassy carbon, fullerenes, carbon

onions, nanotubes, etc. Little work is carried out on the Raman scattering from graphite

whiskers,100–102 which usually consist of carbon layers oriented parallel to the growth axes. For such

structures, it is expected that their Raman spectra will be similar to those of disordered graphite

crystals and carbon fibers. 

Figure 6.15 shows the Raman spectra of an individual graphite whisker and turbostratically

stacked particles, using 632.8 nm excitation wavelength. Whiskers were synthesized in a graphiti-

zation furnace using a high-temperature heat-treatment method.23 Carbon layers in these whiskers

are almost perpendicular to their growth axes. Most of the first- and second-order Raman modes in

whiskers, such as the D, G, and D� modes at ~1333, 1582, and 1618 cm�1, respectively, can be

assigned to the corresponding modes in HOPG and PG.

In contrast to other carbon materials, the Raman spectra of whiskers exhibit several distinct

characteristics. For example, the intensity of the 2D overtone is found to be 13 times stronger than

that of the first-order G mode in whiskers. The strong enhancement of the D and 2D modes is also

found in the Raman spectra of whiskers with 488.0 and 514.5 nm laser excitations.100 Second, there

are two additional low-frequency sharp peaks located around 228 and 355 cm�1, and two additional

strong modes (around 1833 and 1951 cm�1) observed in the second-order frequency region. The

line widths of the D, G, D�, 2D, and 2D� modes in whiskers are 17, 18, 10, 20, and 14 cm�1, respec-

tively. Because the frequencies of the L1 and L2 modes are in the frequency region of acoustic

modes, these two modes are supposed to be the resonantly excited acoustic modes in the transverse-

acoustic and longitudinal-acoustic phonon branches. The two high-frequency modes at 1833 and

1951 cm�1 are designated as L1 � D� and L2 � D′ modes, respectively. The observed excitation-

energy dependence (140 cm�1 eV�1) of the 1833 cm�1 mode is in excellent agreement with the the-

oretical value of 139 cm�1 eV�1 of the L1 � D� mode.100
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The intensity enhancement of the dispersive modes indicates that double-resonance Raman

scattering may be responsible for this phenomenon.103 Such enhancement of the 2D mode is also

observed in GPCs (Figure 6.17) that have a similar loop-edge structure in brim regions.42

Raman spectra from tubular, helix-type, and naturally occurring carbon cones are available else-

where in the literature.61,102

6.3 GRAPHITE POLYHEDRAL CRYSTALS — POLYGONAL MULTIWALL TUBES

6.3.1 SYNTHESIS

The structure of single- and multiwall carbon nanotubes, and single-wall carbon nanotube ropes

have been widely studied over the last 10 years2,31,71,104–108 and are described separately in Sections

4 and 5. 

While the ability of carbon to form multiwall tubular nanostructures is well known and these

tubes have been studied extensively, very little information is available about carbon nanotube

structures having polygonal cross sections. Although an occurrence of polygonal vapor-grown car-

bon fibers with a core carbon nanotube protrusion was noted by Speck et al.109 as early as 1989, no

details were given about core fiber structure and its polygonization.

Zhang et al.110 have studied the structure of an arc-discharge-produced carbon soot by the

HRTEM, and they were the first to indicate the possibility of polygonal multiwall carbon nanotubes,

assuming that the tubes consisted of closed coaxial concentric layers. The first evidence for occur-

rence of polygonized carbon nanotubes came from Liu and Cowley,104,105,108 who used nanodiffrac-

tion in conjunction with HRTEM and selected area electron diffraction to investigate the structures

of carbon nanotubes having diameters of a few nanometers. Nanodiffraction is a form of convergent

beam electron diffraction, which allows one to obtain a diffraction pattern from regions of the spec-

imen about 1 nm or less in diameter. The tubes used in this study were produced by a variant of

Kratschmer–Huffman arc-discharge method111 in helium gas at a pressure of 550 Torr. The DC
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voltage applied to electrodes was 26–28 V and the corresponding current was 70 A. The carbon

nanotubes obtained at the given experimental conditions consisted of 3 to 30 carbon sheets and had

a length of up to 1 µm. The inner diameters of these tubes ranged from 2.2 to 6 nm, and the outer

diameters ranged from 5 to 26 nm. In addition to nanotubes of circular cylindrical cross section,

with zero, one or several helix angles, there were many tubes having polygonal cross sections, made

up of flat regions joined by regions of high and uniform curvature.105 An HRTEM image of one such

structure is given in Figure 6.16a. Polygonization of the cross section is observed indirectly through

formation of uneven patterns of lattice fringes on the two sides of the tube, with spacings varying

from 0.34 nm from the circular cylinder tubes, to 0.45 nm from the regions of high curvature

(Figure 6.16b). 

In their study of the intershell spacing of multiwall carbon nanotubes prepared by the same

Kratschmer–Huffman arc-discharge method, Kiang et al.,112 similarly, found that the intershell

spacing in carbon nanotubes ranged from 0.34 to 0.39 nm among different nanotubes, decreasing

with the increase in the tube diameter (Figure 6.16c). Some other reports have also shown variation

of the values from 0.344 nm (obtained by the electron and powder x-ray diffraction measure-

ments)113 to 0.375 nm (based on the HRTEM images).114

Faceted multiwall carbon nanotubes with larger diameters, called graphite polyhedral crystals

(GPCs), have been reported to grow at high temperatures in the pores of a glassy carbon material

(Figures 17a and b).42 The glassy carbon containing polyhedral tubes was made from a thermoset

phenolic resin by carbonization at 2000°C in N2 atmosphere at ~10 Torr. The density of glassy car-

bon was 1.48 g/cm3 with an open porosity of ~1%; its microstructure and properties are typical of

other glassy carbons. After the structure of the matrix was set and some closed pores were formed,

polyhedral nanotubes grew from C–H–O (N2) gas trapped within these pores during the resin car-

bonization phase. 

Graphite polyhedral crystals have a very complex morphology. Their size ranges from 100 to

1000 nm in diameter and up to few micrometers in length. The number of facets can vary from 5 to

14 and more, and they may possess a helical habit or be axially true. Many of the crystals terminate

with a thin protruding needle that appears to be a multiwall nanotube (Figure 6.17b), typically with
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FIGURE 6.16 (a) HRTEM image of a nine-sheet nonsymmetric tube. A d spacing of 0.34 nm is found on the

left side and a d spacing of 0.45 nm is seen on the right side.108 (b) Model illustrating the formation of the non-

symmetric fringes from a tube (a) with polygonal cross section.108 (c) The graphitic interplanar spacing

decreases as the tube diameter increases, and approaches 0.344 nm at roughly D � 10 nm. The data were meas-

ured from three different nanotubes indicated by different symbols. Hollow circles: from a seven-shell tube with

innermost diameter Dmin � 1.7 nm. For large D, graphitization may occur resulting in a polygonal cross section.

The broken line indicates the expected decrease in interplanar spacing owing to local graphitic stacking.112
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a core diameter of about 5 to 20 nm and a conical, dome-capped, or semitoroidal tip. There is no

evidence about catalytic nucleation of the graphite polyhedral crystals. Formation of highly ordered

structures is promoted with the high temperature of treatment, the supersaturation of the environ-

ment with carbon atoms, slow reaction kinetics, and the presence of active species such as hydro-

gen and oxygen atoms that balance the crystal growth rate with the surface etching rate. This

explains the surprisingly large number of ordered carbon layers (up to 1500) growing on the core

nanotube, resulting in complex axis-symmetric structures. GPCs of somewhat less perfect struc-

tures (Figures 6.17c and d) have been successfully produced recently by using the flame combus-

tion method.115

Annealing of carbon nanotubes with a circular cross section at high temperatures causes polyg-

onization of their walls. An HRTEM image of a CVD carbon nanotube sample before and after

annealing is shown in Figure 6.18. The tubes were annealed for 3 h in a 10−6 Torr vacuum at

2000°C. High-temperature annealing of carbon nanotubes in a vacuum or an inert environment

allows for the transformation of circular tubes into polygonal ones. However, polygonization will

not be uniform along the tube, nor will the cross section take the shape of a regular polygon. 

To the best of our knowledge, natural counterparts of polygonal carbon multiwall nanotubes

have not been observed so far, but it would not come as a surprise if they are discovered in the near

future. Very short needle-like polygonal multiwall carbon nanotubes have also been synthesized

from a supercritical C–H–O fluid by hydrothermal treatment of various carbon precursor materi-

als116,117 with and without the aid of a metal catalyst. Hollow carbon nanotubes, with multiwall

structures, comprising of well-ordered concentric graphitic layers, have been produced by treating

amorphous carbon in pure water at 800°C and 100 MPa.117 HRTEM analysis of the reaction prod-

ucts indicates the presence of carbon nanotubes with polygonal cross sections (varying contrast and

lattice spacing along the tube diameter) within these samples. The experimental conditions for

hydrothermal synthesis of nanotubes resemble to a great extent the conditions of geological meta-

morphic fluids, and it is possible that some polygonal tubes are present in the Earth’s crust along

with the natural graphitic cones and tubules but have not been found yet. 

6.3.2 STRUCTURE OF POLYGONAL TUBES

One of the earliest works dealing with the polygonization of the cross section of carbon nanotube,

is a report by Zhang et al.110 Based on experimental observations, it was suggested that the fine

structure of carbon nanotubes is determined by two competing accommodation mechanisms (Figure

6.19a). As a result of one of the mechanisms, the successive tube can adopt different helical shapes

to accommodate the change in circumference, therefore keeping an orientationally disordered (tur-

bostratic) stacking. As a result of the second mechanism, the rows of hexagons in successive tubes
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FIGURE 6.17 Graphite polyhedral crystals (GPCs). (a) SEM micrograph of a faceted GPC.102 (b) A carbon

nanotube stylus is connected to a microsize body. (c) TEM image of a GPC’s lattice fringes indicates that GPCs

are highly graphitic and that the basal planes are terminated by a closed-loop structure.102 (d–e) GPCs produced

by using the flame combustion method.115
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remain parallel and adopt a graphitic stacking, thus inducing some regions of stacking faults due to

the deformation of hexagons. The regions of stacking fault are assumed to be evenly distributed

along the tube circumference,110 and are separated from the graphitic structure by interfacial dislo-

cations (bold lines in Figure 6.19a). Polygonization of carbon nanotubes therefore may appear as a

result of the necessity to allow graphitic stacking of the layers, as often seen in carbon onions

(Figure 6.19b).110,118,119 It is easy to envision a trade-off between the energy associated with tur-

bostratic stacking vs. the strain energy associated with shape changes and stacking faults. The

mechanism prevailing depends strongly on the tube size. The relative strain required to maintain

graphitic order is smaller with increasing tube size; therefore thicker tubes are expected to have

graphitic ordering and polygonal cross sections with discrete regions of stacking faults, while thin-

ner tubes are more likely to retain turbostratic concentric structures with cylindrical cross section

and varying helicity between the individual shells. 

In the near-planar regions of the polygonized tubes, an ordering of the stacking sequence of

the carbon layers gives rise to hexagonal and possibly rhombohedral graphite structure.108 The near-

planar regions are connected into seamless shells through the regions of high curvature (Figure 6.16b).
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FIGURE 6.18 Transformation of multiwall carbon nanotubes into polygonal GPC-like structures by anneal-

ing in vacuum at 2000°C. (a) TEM image of a tube with a core nanotube in the form of stylus extension.

Arched semitoroidal structures, similar to that of GPCs, have been also formed (inset) through elimination of

dangling bonds at high temperature. (b) Polygonized cross section and graphitic walls of an annealed hollow

tube. TEM micrographs courtesy of H. Ye.

(a) (b)

5 nm

FIGURE 6.19 (a) Schematic model of a nanotube cross section. “Interfacial dislocations” (bold lines) are

introduced to accommodate the strains on the tube surfaces. The graphite stacking is maintained in the tube

walls (as indicated by lines). The full circles represent the atoms in the paper plane and the open circles are

projected positions of the atoms of the paper plane. (b) Defect regions in the HRTEM image of a carbon

“onion.” The defect regions are characterized by their abnormal image contrast.110
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A small value for the radius of curvature is preferred in regions of bending of the carbon sheets

between the extended near-planar regions because of the nature of local perturbations of the carbon

bonding arrangement.104,105,108

A tube structure model has been proposed to explain the variation of intershell spacing as a

function of tube diameter (Figure 6.20a). Individual intershell spacings as a function of tube diam-

eters were measured in real space from HRTEM images of various nanotubes.112 The empirical

equation for the best fit to these data is given as

dˆ0 0 2 � 0.344 � 0.1e�D/2 (6.10)

The function is plotted in Figure 6.20b. The large full circles show experimental values.

The increase in the intershell spacing with decreased nanotube diameter is attributed to the high

shell curvature of small diameter tubes and it has also been suggested that polygonization of the

tube cross section will occur for inner tube diameters larger than ~12 nm (see Figure 6.16c). This

observation is in agreement with the model suggested by Zhang et al.110

Furthermore, it has also been proposed that multiwall nanotubes most likely consist of circular

core shells and polygonal outer layers.120 In their pioneering work on nanodiffraction from carbon

nanotubes, Liu104 and Cowley105 noted a possibility that there might be some nanotubes with nei-

ther entirely polygonal nor fully cylindrical cross sections. Such tubes could be considered as a mix-

ture of the two possible morphologies, with structure varying along the tube length and the shell

diameter. A schematic illustrating this model, taking into account variations of intershell spacing, is

given in Figure 6.20.

In order to obtain direct evidence of tube microstructure, there have been several cross-sectional

TEM studies121–124. These studies were conducted on both carbon nanotubes produced by arc-

discharge method and the tubes produced by a chemical vapor deposition. A large number of defects

in CVD tubes is very common, and it is an intrinsic property of the CVD process and, therefore,

will not be discussed further here. HRTEM images of the cross sections of tubes reveal their nested

structure, but they do not confirm models proposed by Liu,105 Zhang,110 and others.112,120 Instead,

rather random dislocation lines extending radially have been recorded.121
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Aside from their polygonal cross section, GPCs42,115 possess another important feature that may

affect their electrical, chemical, and mechanical properties to a great extent. This is the several

nanometer thick loop-like layer (Figure 6.17c and inset in Figure 6.18a) formed by zipping of the

adjacent graphitic shells at their terminations.125,126 This phenomenon is also observed in edge

planes of some high-temperature planar graphites,125,127 and on the surfaces of cup-like multiwalled

carbon nanotubes annealed in argon atmosphere above 900°C.128 In the case of planar graphite, zip-

ping of graphitic layers (also known as “lip–lip” interactions) forms nanotube-like sleeves, while in

the case of multiwall nanotubes, the resulting structure resembles concentric polygonal hemi-

toroidal structures.126 “Lip–lip” interactions are especially pronounced when samples are annealed

at temperatures above 1600°C.42,51,125,128–130 The reactive edge sites transform into stable multiloops

through the elimination of dangling bonds due to enhanced carbon mobility at higher temperatures.

Multiloops are typically built by 2 to 6 adjacent graphitic layers. Typically, single-loop structures

are formed between 900 and 1200°C, while 1500°C is considered as the threshold for the forma-

tion of multilayer loops.128 The radius of curvature of the outer layer is similar to the average radius

of double-walled nanotubes.131

6.3.3 PROPERTIES AND APPLICATIONS

6.3.3.1 Electronic Band Structure

Electronic properties of cylindrical single- and multiwall carbon nanotubes have been widely stud-

ied both theoretically and experimentally over the past 15 years, and findings have been summarized

in several books about carbon nanotubes,71,132 as well as in Chapter 4 of the present Handbook. 

Electronic structure of polygonal single-wall carbon nanotubes has been investigated theoreti-

cally within a tight-binding and ab initio frameworks,133,134 and it has been found that polygoniza-

tion changes the electronic band structure qualitatively and quantitatively. An example of a zigzag

nanotube is given. Considered is the (10, 0) tube with: a circular (a) and pentagonal (b) cross sec-

tion (Figure 6.21). The (10, 0) carbon nanotube with a circular cross section is a semiconductor,

with a band gap of 0.82 eV. In calculating the band structure of a polygonal tube, it is reasonable to

assume that the zones of strong curvatures near the edges of the polygonal tube will introduce a

σ*–π* hybridization of carbon bonds. This local variation of bonding with strong sp3 character in

the folds creates a sort of defect line in the sp2 carbon network.135 In addition to the effect of bond

hybridization, polygonization of the cross section lowers the symmetry from a ten- to a fivefold
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axis. Furthermore, out-of-plane bending of the hexagonal carbon rings along the polygonal edges

brings new pair of atoms closer than the second-neighbor distance in graphite. All this leads to the

modification of the electronic band structure, and as a consequence, the semiconducting band gap

of the (10, 0) polygonal tube is almost completely closed (Figure 6.21b). The ab initio calcula-

tions134 confirm these tight-binding results and predict a gap of 0.08 eV for the pentagonal cross

section. Electronic behavior of metallic armchair nanotubes is not so strongly altered with polyg-

onization because the σ *–π * hybridization is not possible in the case of armchair configurations.

Theoretical studies also suggest that the perturbation of electronic properties of carbon nan-

otubes will be different for various degrees of polygonization (i.e., various numbers of facets).134

An example is given for a (12, 0) nanotube. Zigzag (12, 0) nanotube of circular cross section is

metallic. When different polygonal cross sections (triangle, square, and hexagon) are considered,

the results indicate that all kinds of electronic properties arise (Figure 6.22). The first two cases are

metallic, while the third is a 0.5 eV band gap semiconductor. It is important to remember here that

these calculations are given for a carbon nanotube comprised of a single shell. 

6.3.3.2 Raman Spectra

Vibrational properties of GPCs have been studied by means of Raman spectroscopy,42,102,115 and it

has been confirmed that they are highly graphitized structures with the extinct disorder-induced (D)

band and the strong graphitic (G) band of about the same full-width at half-maximum

(FWHM = 14 cm�1) as in crystals of natural graphite.136 The selective micro-Raman spectra from

the crystal’s side face and tip are shown in Figure 6.23. Spectra from the crystal faces correspond

to perfect graphite with a narrow G band at 1580 cm −1. In addition to 1580 cm�1 peak, the spectra

from the tips feature a weak D band at 1352 cm−1, and an unusually strong 2-D (2706 cm�1) over-

tone that exceeds the intensity of the G band. A similar effect was observed on graphite scrolls

(Figure 6.15). Raman spectra of GPCs contain two additional bands in the second-order frequency

range at ca. 1895 and 2045 cm�1 (Figure 6.23). A number of weak low-frequency bands including

a doublet at 184/192 cm�1 has been observed in some samples.42 These low-frequency bands, typ-

ical for single-wall nanotubes,137 may come from the innermost carbon nanotube shells protruding
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sometimes from the GPCs (see Figure 6.17b). Low-intensity bands are also present in the range

1440 to 1500 cm�1 (Figure 6.24), the origin of which has not been unambiguously determined yet. 

6.3.3.3 Chemical, Thermal, and Mechanical Stability

Functionalization and chemical activity of carbon nanotubes is the subject of intensive study, and

many breakthroughs have been made in this field over the past 5 years. Side walls of single-wall

carbon nanotubes have been successfully functionalized with fluorine,138 carboxylic acid groups,139

isocyanate groups,140 dichlorocarbene,141 poly-methyl methacrylate,142 and polystyrene.143 Various

functional groups have been attached to tube edge sites. This has made it possible to utilize carbon

nanotubes and other tubular carbon materials in the fabrication of sorbents,144 catalyst sup-

ports,145,146 gas storage materials,147 and polymer matrix composites.148,149 The effect of polygoni-

zation on chemical behavior of carbon nanotubes has not been thoroughly investigated yet;

however it is expected that polygonal tubes have chemical properties similar to those of circular

multiwall carbon nanotubes and graphite, and that they may be more reactive (less stable) along the

polygonal edges than in the extended near-planar regions.120 Another interesting property of GPCs

is polygonized hemitoroidal edge plane terminations.150 Transformation of active sites into loops

promotes the GPC into a more stable (or chemically inert) structure. Moreover, due to their spe-

cific spatial conformation, they allow for easier intercalation with foreign atoms such as lithium

and others.127,151

Several methods have been utilized to probe the chemical activity of polygonal tubes. In one of

them, GPCs were intercalated with 50:50 H2SO4/HNO3 for 1 h, washed in deionized water, dried for

24 h and then exfoliated by rapid heating at about 980°C for about 15 sec or until maximum volume

expansion is reached. GPCs survived very severe intercalation and exfoliation conditions, most of

them retaining their original shape of faceted axial whiskers, although damage in the form of cracks

along the axis and striations on the hemitoroidal surfaces was observed on most of the crystals.

198 Nanomaterials Handbook

100 nm

Along the crystal axis

1100 1140 

1120 cm−1

3151 cm−1

3100 3200 3300 

3174 cm−1

3246 cm−1

1300 1400 1500 1600 

1442 cm−1

1495 cm−1

1609 cm−1

1580 cm−1

1352 cm−1

2045 cm−11895 cm−1

1500 2000 2500 3000 

1618 cm−1

Raman shift (cm−1)

2706 cm−1

2446 cm−1
The tip

Side face

FIGURE 6.23 Fundamental modes, combination modes, and overtones in Raman spectra taken from the side

face and the tip of an individual graphite polyhedral crystal (514.5 nm excitation). Inset: an SEM micrograph

of a different crystal having structure similar to the one used to record Raman spectra.102

Copyright 2006 by Taylor & Francis Group, LLC



Corrosion studies of graphitic polyhedral crystals showed that exposure of GPCs to overheated

steam at normal pressure for 1 h will cause their complete oxidation at temperatures between 600

and 700°C. Similarly, 700°C was determined as an onset temperature for oxidation in air. However,

they were more stable than disordered glassy carbon in supercritical water.42

Polygonization of the cross section of a tube is not expected to significantlyaffect its tensile

strength, nor should it drastically affect the bending modulus of the tube. However, for a helical

polygonal multiwall nanotube, the pull-out strength is expected to be higher than in the case of its

cylindrical counterpart, because of the more favorable stress distribution upon loading. 

6.4 CONCLUSIONS

Extended growth of nanotubes or fullerene cones leads to formation of a myriad of nano- and

microstructures, which are larger relatives of carbon nanotubes. Graphite cones and whiskers have

much in common with carbon nanotubes and nanofibers. They inherit the conical structure of

scrolled tubes (also known as “herring-bone” structure in carbon nanotubes). Seamless graphite

nano- and microcones can have five different apex angles with “magic” numbers of 19.2, 38.9, 60.0,

83.6, and 112.9°, which correspond to 60, 120, 180, 240, and 300° disclinations in graphite.

Scrolled conical structures may have virtually any apex angle, and very small (2 to 3°) angles have

been observed. A few other specific values also occur more frequently as they are energetically pre-

ferred because they allow the registry between graphene sheets in the cone. 

Polygonization of nanotubes accompanied by growth in the radial direction leads to the forma-

tion of GPCs. They have nanotube cores and graphite crystal faces. Unusual symmetries have been

observed in GPCs. Most of them are built of co-axial graphite shells. 

Cones and large nanotubes have been produced synthetically in the laboratory, and several

methods for their synthesis are known. GPCs have only been discovered in synthetic carbon mate-

rials and can be grown by CVD or hydrothermally. However, since many natural graphites have

been formed from hydrothermal deposits in nature, it would not be surprising to learn that GPCs

exist in nature as well. Large carbon nanotubes have already been observed in natural deposits along

with carbon cones. 

Cones, whiskers, and GPC can bridge the nano- and microworlds and may have numerous

applications, where sizes between nanotubes and carbon fibers are required. They may also have

interesting electronic and mechanical properties determined by their geometry. However, while

their structure has been well understood, very little is known about their properties. Properties need

to be studied before their wide-scale applications can be explored.
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7.1 INTRODUCTION 

The term “nanodiamond” is broadly used for a variety of diamond-based materials at the nanoscale
(lengths in the scale of ~1 to 100 nm), including pure-phase diamond films, diamond particles, and
their structural assemblies, such as loosely bound particle agglomerates or particles incorporated
into other material matrices. The recently fabricated one-dimensional (1-D) diamond nanorods
(DNR) and 2-D diamond nanoplates complete the set of possible dimensionalities of these struc-
tures. There is a special class of nanodiamond material called “ultrananocrystalline” diamonds
(UNCD), the basic diamond constituents whose length is of the order of a few nanometers. They are
called “ultra-nanocrystalline,” to distinguish them from other diamond-based nanostructures with
characteristic sizes above ~10 nm. Among UNCD materials, the most promising for nanotechno-
logical applications in the immediate future are UNCD particles produced by detonation of carbon
explosive materials (characteristic size of primary particles ~5 nm) developed in the former USSR
in the 1960s, and pure-phase UNCD films produced by chemical vapor deposition (CVD) (charac-
teristic size of grains 2 to 5 nm) recently developed in the Argon National Laboratory [1]. UNCD
particles and films possess unique properties, and have different niche applications. These two tech-
nologically important materials have been the focus of several recent reviews [1–4], monographs
[5–7], as well as recent nanodiamond conferences [8–10], and will be major topics of this chapter. 
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Methods for synthesizing diamond powder in the form of single particles with micro- and
nanometer sizes were developed in the beginning of the 1960s by DuPont de Nemours (USA) and
the product has been commercially available since the 1970s (MypolexTM). DuPont produced poly-
crystalline diamond particles up to 50 µm in size, using shock wave compression of carbon materi-
als (graphite, carbon black) mixed with catalyst. The size of the primary grains in the polycrystalline
particles is about 20 nm. Recently, the Mypolex polycrystalline diamond business has been acquired
from DuPont by Microdiamant AG, Switzerland, a company specializing in the micron and submi-
cron diamond market. The finest diamond fraction produced by milling followed by grading, encom-
passes the range of 0 to 50 nm with an average particle size of about 25 nm. In addition to Mypolex
polycrystalline diamond, Microdiamant AG also provides the finest fractions of particles of size
down to 0 to 50 nm processed from high-pressure high-temperature (HPHT) synthetic diamond (both
mono- and polycrystalline) as well as from natural diamond powders. The commercialization of this
nanodiamond material has matured and it has been in use for high-precision polishing applications
for a long time. An approach for producing UNCD powder with a characteristic size of primary par-
ticles of ~5 nm is the conversion of carbon-containing explosive compounds into diamond during fir-
ing of explosives in hermetic tanks. Details on the fascinating history of the discovery of the UNCD
particulate can be found in [3,5,11]. This method was initiated in Russia in the early 1960s, soon after
DuPont’s work on shock wave synthesis. A large-scale production foundry, “ALTAI,” was founded
in Russia in 1983 to commercialize the process of detonation diamond production in bulk quantities
(of the order of tons of the product per year) [5]. According to a USSR government report (1989) on
UNCD particulate production, the plan was to increase UNCD production by up to 250 million carats
per year [5]. Presently, however, the production of detonation diamond by ALTAI is limited.
Currently, there are several commercial centers in Russia, Ukraine, Byelorussia, Germany, Japan,
and China, producing UNCD particulates by explosives detonation. Although discovered several
decades ago, UNCD particles have become an object of keen interest outside of Russia only within
the last few years [8,10] as the field of nanotechnology has developed.

While developed relatively recently [1] as compared to UNCD particles, UNCD films are close to
successful commercialization. Their ultrananocrystallinity is the result of a new growth and nucleation
mechanism, which uses argon-rich plasmas instead of the hydrogen-rich plasmas normally used to
deposit microcrystalline diamond films. Ultrananocrystalline diamond films are superior in many
ways to traditional microcrystalline diamond films: they are smooth, dense, pinhole-free, phase-pure,
and can be deposited conformally on a wide variety of materials and high-aspect-ratio structures [1]. 

Diamonds with characteristic sizes encompassing several nanometers have also been synthe-
sized by other methods, particularly by chlorination of carbides [12], ion irradiation of graphite
[13], electron irradiation of carbon onions [14], and in the vapor phase in a substrate-free, low-pres-
sure, microwave-plasma CVD reactor [15]. Astronomical observations suggest that as much as 10
to 20% of the interstellar carbon is in the form of nanodiamonds[16]. The questions of when and
how a nanodiamond originates in the Cosmos remain open. 

This chapter is organized as follows: After a short section on the carbon phase diagram at the
nanoscale and theoretical predictions of nanodiamond stability, nanodiamond structures of differ-
ent dimensionalities synthesized to date will be summarized. Next, the synthesis, properties, and
applications of UNCD particles of detonation origin, which have been on the market in FSU coun-
tries for decades, UNCD films that possess very unique properties, and carbide-derived UNCD
films that are distinct by the simplicity of their production, will be discussed in more detail. These
UNCD materials are synthesized by completely different techniques and have rather different prop-
erties, providing each of them specific application niches.

7.2 STABILITY OF NANODIAMOND

It is well known that the most stable carbon phase on the macroscale is graphite and that diamond is
metastable. The energy difference between the two phases is only 0.02 eV/atom. However, because

204 Nanomaterials Handbook

Copyright 2006 by Taylor & Francis Group, LLC



of the high activation barrier for a phase transition (~0.4 eV/atom), very high temperatures and pres-
sures and the use of a catalyst are required to realize the phase transformation. At the nanoscale, how-
ever, the carbon phase diagram has to be re-considered by introducing in addition to pressure and
temperature a third parameter — cluster size [17,18]. In the expressions for the Gibbs free energy
per atom of a cluster of n atoms in a given phase, the surface energy contribution has to be added to
the bulk free energy. Estimates of the displacement of phase equilibrium lines for small carbon par-
ticles containing several hundred to several tens of thousands of atoms have been made recently
[17,18] (Figure 7.1a). The authors report better agreement with calculations for experimental shock
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pressure–volume and temperature data using “nanocarbon phase diagram” than for those obtained
with a bulk carbon equation of state. The results also suggest that carbon particles of the order of 103

to 104 atoms can exist in the liquid state at lower temperatures than bulk carbon. As a further exten-
sion of the carbon phase diagram, according to the fact that at sizes below 1.8 nm other carbon forms
such as fullerenes and onions are abundant, it has been suggested to assign the corresponding region
of the state diagram to fullerenes and onions [19], as shown schematically in Figure 7.1b. 

However, analysis of the optimized geometries of the bare nanodiamond surfaces showed that
the stability of nanocarbon species is quite complicated. Recent ab initio simulations demonstrate
that within the size range of 1 [20–22] to 3 nm for spherical clusters [23]), the crystal morphology
plays a very important role in cluster stability. While surfaces of cubic crystals exhibit structures
similar to bulk diamonds, surfaces of octahedral, cuboctahedral, and spherical clusters show a tran-
sition from sp3 to sp2 bonding. The preferential exfoliation of the (1 1 1) surfaces begins for clus-
ters in the subnanometer size range and promotes cluster transition to endo-fullerence for small
clusters (~tens of atoms) and onion-like shells with diamond cores (buckydiamond) for larger clus-
ters [20] (Figure 7.2b and Figure 7.3a). Recently, Barnard and colleagues included fullerenes,
onions, and buckydiamonds in the “traditional” analysis of the relative stability of diamond and
graphite at the nanoscale, and defined size regions of the stability of these structures [24].
According to the results in [24], as the system size for all-carbon structures is increased, the most
stable carbon form at the nanoscale changes from fullerene — to onions — to buckydiamond — to
nanodiamond — to graphite. The crossover from fullerenes to closed nanotubes has also been ana-
lyzed recently [25]. Regarding small carbon clusters, three regions of stability can be outlined [26]:
below 20 atoms, the most stable geometries are one-dimensional ring clusters; between 20 and 28
atoms, clusters with quite different types of geometry have similar energetics; for larger clusters,
fullerenes should be more stable. The hierarchy of the stabilities of carbon forms at the nanoscale
is summarized in Figure 7.4. In general, for all-carbon nanostructures, it has been demonstrated by
the highest level of sophistication computational approaches that nanodiamonds are more stable
thermodynamically than graphite when the particle size is less than 5 to 10 nm in contrast to the
macroscale where diamond is metastable. At the same time, computational methods indicate that
nanodiamond stability is restricted by the smallest sizes of ~1.9 nm, below which fullerene-related
structures are more stable.
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FIGURE 7.3 HRTEM images of a bucky-diamond formed from a UNCD particle of detonation origin (a),
spherical diamond in a carbide matrix synthesized by carbide chlorination process (b), polyhedral particle of
detonation UNCD (c), and a multiple twin particles of a presolar diamond (d). (Courtesy of T.L. Daulton,
Naval Research Laboratory.) (a: From Kuznetsov, V.L. et al., J. Appl. Phys., 86, 863, 1999; b: from Welz, S.
et al., J. Appl. Phys., 93, 4207, 2003; c: from Tyler, T. et al., Appl. Phys. Lett., 82, 2904, 2003. With permis-
sion.)
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The relative stability of different nanodiamond morphologies changes if one considers satura-
tion of the dangling bonds on a particle surface by specific functional groups on an isolated parti-
cle surface, or on the interface between a UNCD particle and the surrounding matrix if a particle is
incorporated into a matrix (as, for example, UNCD grains in CVD films, nanodiamond in agglom-
erates, etc.). Until recently, most of the experimental work dealing with nanodiamonds produced by
means of detonation described the shape of clusters as being spherical. Figure 7.3b illustrates the
perfect spherical shape of nanodiamond particles; in this case, a particle surrounded by carbide
material during synthesis by a carbide chlorination process. However, high-resolution transmission
electron microscopy (HRTEM) images of a single nanodiamond cluster on the surface of a Mo tip
clearly indicate the presence of facets on the particle surface, with the cluster resembling a polyhe-
dral shape (Figure 7.3c) [29]. In order to address the most stable shapes of the hydrogenated nan-
odiamond particles, heats of formation have been calculated for several nanodiamond series for
particles relaxed with bond order potential [30]. Results of calculations for cuboctahedral, octahe-
dral, spherical particles, and pentaparticles are illustrated in Figure 7.5. All of the series are bounded
by curves corresponding to hydrogenated octahedra and (0 0 1) 2 � 1 reconstructed cuboctahedra.
Extrapolated curves intersect the ordinate axis at a point corresponding to the heat of formation of
bulk diamond (~0.5 kcal/mol). It can be concluded that the most stable morphologies for hydro-
genated nanodiamond are octahedra, pentaparticles, and groups of spherical particles. Obviously,
there are many more series of different nanodiamond morphologies that can be constructed, which,
however, will probably be bound by the octahedra/(0 0 1) 2 � 1 reconstructed cuboctahedra curves.
In combination with the above analysis on all-carbon clusters, the hierarchy of the stabilities of
H-containing carbon forms at the nanoscale is summarized in Figure 7.4. The region of the relative
stability of different forms of hydrogenated carbon is highlighted in order to emphasize the plural-
ity of possible morphologies for nanodiamond particles that comprise this region as demonstrated
above. To make the overall scheme more quantitative, all related simulations need to be done using
the same computational approach (of ab initio) level.

7.3 TYPES OF NANODIAMOND AND METHODS OF THEIR SYNTHESIS

There are numerous reports on experimental observations of nanosized diamond, summarized
in [3]. Reported methods of nanodiamond synthesis are very diverse, involving methods such as a
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gas-phase nucleation at ambient pressure [15], chlorination of carbide material at moderate tem-
peratures [12], HPHT graphite/nanocarbon transformation within a shock wave [31,32], and carbon
condensation during explosive detonation [2].

The information on types of nanodiamonds is arranged below according to the dimensionality
of the diamond constituents. We discuss systems of increasing complexity, beginning with the zero-
dimensional structures in the form of isolated particles, going on to particles embedded within a
matrix of another material, followed by recently synthesized exotic forms of 1-D and 2-D nanodi-
amond structures. Finally, three-dimensional assemblies of diamond nanocrystals grown as thin
films or compacted from UNCD powder to preformed bulk shapes are reviewed. 

7.3.1 ZERO-DIMENSIONAL NANODIAMOND STRUCTURES

We discuss below methods of synthesis of nanodiamond particles according to the characteristic
sizes of the primary particles. We start with a discussion of nanocrystalline particles, followed by a
discussion of UNCD, and then diamond molecules. Information on the characteristic sizes of com-
mercially available isolated diamond particles is summarized in Figure 7.6. 

Isolated nanodiamond particles with sizes of several tens of nanometers may be monocrys-
talline or polycrystalline (Figure 7.6). These are obtained by processing micron-sized diamond par-
ticles, which are, in turn, a by-product of natural diamond or HPHT diamond synthesis. Synthetic
diamond with sizes below 50 µm represent the raw material for making micron and submicron dia-
mond sizes. The processing of micron-sized diamond particles to smaller fractions includes the
processes of milling, purification, and grading of the powder. Monocrystalline nanodiamond parti-
cles have rather sharp edges (Figure 7.6). 

Polycrystalline nanodiamond powder (Figure 7.6) can be processed from micron-sized poly-
crystalline diamond particles obtained by shock synthesis [32] (Figure 7.6). Under suitable condi-
tions, explosively produced shock waves can create high-pressure (~140 GPa) high-temperature
conditions in confined volumes for a sufficient duration to achieve partial conversion of graphite
into nanometer-sized diamond grains (~20 nm), which compact into micron-sized, polycrystalline
particles (Figure 7.6). In order to avoid transformation of the diamond back to graphite, copper is
mixed with graphite used in shock wave synthesis. This enables faster heat dissipation at the high
temperatures that are reached during the explosion [5]. Polycrystalline diamond particles of
micron size are more friable than monocrystalline diamond microparticles (natural or produced by
HPHT), and are widely used in fine polishing applications. It is important to note that agglomer-
ate-free suspensions of nanocrystalline diamond particles (for both mono- and polycrystalline
forms) in water and oil have been developed [33]. Some recent studies have reported that low
dynamic pressures up to 15 GPa are sufficient to produce diamond from ordered pyrolytic graphite
(with voids between particles), using planar shock waves parallel to the basal plane of the graphite
[34]. Diamond particles consisting of crystallites with grain sizes of several tens of nanometers
have been observed by high-resolution electron microscopy (HREM) in postshock samples. There
are several modifications of the shock wave process for diamond synthesis. Particularly, graphite
(or other carbonaceous materials such as carbon black, and coal, etc.) can be loaded into explo-
sives [35] vs. loading in a fixture, external to the explosives.

Primary particles of UNCD with characteristic sizes of about 5 nm (Figure 7.3 and Figure 7.6)
are obtained by the detonation of solid explosives in an inert atmosphere. This class of nanodia-
mond material is technologically important since detonation UNCD can be produced in bulk quan-
tities. The product obtained in detonation synthesis, called detonation soot, contains the diamond
phase, which is separated from soot by chemical treatment. More details on synthesis of UNCD
particles will be provided in Section 7.4.1. While it is possible to isolate the smallest UNCD par-
ticles, ~2 to 5 nm in size (Figure 7.3 and Figure 7.6), under laboratory conditions, in general,
agglomeration of the particles remains one of the most serious problems in “true” nanotechnolog-
ical applications. At the same time there are several very recent reports that suspensions of
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FIGURE 7.6 Summary of nanodiamond particles sizes and structures. (Pictures on nanocrystalline diamond
are courtesy of Microdiamant AG, Switzerland. Pictures on UNCD single particles are courtesy of T.L.
Daulton, Naval Research Laboratory. Picture of polycrystalline detonation diamond is courtesy of Alit, Kiev.
Examples of higher diamondoids from petroleum, 1 to 2 nm hydrogen-terminated diamond molecules (left to
right): rod-shaped [1 2 1 2] pentamantane C26H32, pyramid-shaped [1 (2, 3) 4] pentamantane C26H32, irregular
disc-shaped [1 2 1 3 2 1] heptamantane C30H34, octahedral [1 2 3 1 2 4 1 (2) 3] decamantane C35H36. (Graphics
courtesy of Chevron Texaco Molecular Diamond Technologies, Richmond, CA.)
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detonation UNCD particles of sizes ranging from ten to several tens of nanometers have been
developed [10]. Another interesting particulate material obtained from UNCD of detonation ori-
gin is micron-sized polycrystalline particles. This is obtained by detonation sintering using the ini-
tial UNCD powder (Figure 7.6) [7]. Owing to its more rounded form than Mypolex and
monocrystalline diamond particles, this new type of diamond particulate is expected to have dif-
ferent niche applications [7]. 

Recently, a whole family of hydrogen-terminated diamond species, ~1 to ~2 nm size, has
been discovered, literally filling the gap between adamantane molecules that are the smallest
crystals of H-terminated cubic diamond containing only ten carbon atoms, and the wide plethora
of UNCD particles with sizes more than 2 nm described above. These so-called higher diamon-
doids (number of crystal diamond cages more than 3) extracted from petroleum, are diamond mol-
ecules that are nanometer-sized rods, helices, discs, pyramids, etc. [36,37] (Figure 7.6). Their
highly rigid, well-defined, and readily derivatizable structures make them valuable molecular
building blocks for na otechnology. Certain higher diamondoids can now be produced in gram
quantities and are available through Molecular Diamond Technologies, Inc., Richmond, CA. The
exact mechanisms of the formation of these higher diamondoids in petroleum is still a mystery
[37]. So far it has not been possible to synthesize higher diamondoids. Higher diamondoid mole-
cules crystallize into a variety of crystal systems [36]. For example, depending on the isomer type,
crystals of pentamantane can be orthorhombic, triclinic, or monoclinic. Rod-shaped [1 2 1 2] pen-
tamantane molecules form orthorhombic crystals (Figure 7.7), in which they are aligned parallel
to their long axis, perpendicular to their diamond (1 1 0) lattice faces [37].

In the above section different classes of commercially available nanodiamond particles were
discussed. In the following section we will provide a brief overview of nanodiamond particles syn-
thesized at the laboratory scale. In order to systemize the currently known methods of nanodiamond
synthesis, a tentative scheme is suggested in Figure 7.8.

While a particular class of commercial nanodiamonds is obtained as a by-product of HPHT syn-
thesis, there are laboratory studies of HPHT conversion of exotic carbon forms to nanodiamond.
The HPHT process requires approximately 6 GPa pressure and 1500°C to convert graphite powder
into diamond in the presence of a catalyst. Synthesis of diamonds starting from exotic
precursor materials such as fullerenes [38] as well as carbon nanotubes [39] takes place at much
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FIGURE 7.7 Higher diamondoids are diamond molecules that can be isolated in high purity and crystallized.
Illustrated is the unit cell of [1 2 1 2] pentamantane determined by x-ray crystallography on a single
orthorhombic crystal (space group P212121). (Graphics courtesy of Chevron Texaco Molecular Diamond
Technologies, Richmond, CA.)

Copyright 2006 by Taylor & Francis Group, LLC



lower temperatures and externally applied pressures as compared to graphite. For example, the
transformation of buckyballs to diamond at high static pressure can be performed at room temper-
ature and does not require a catalyst [38]. Another group of authors reported conversion of
fullerenes into diamond under “moderate” conditions of 5.0 to 5.5 GPa and 1400°C [40]. Carbon
nanotubes have been converted to diamond at 4.5 GPa and 1300°C using NiMnCo catalyst [39]. On
the basis of HRTEM observations, the authors suggest that under HPHT conditions the tubular
structures collapse and broken graphitic shells curl up and close into spheroidal networks to elimi-
nate the dangling bonds at the edges. The high curvature of the nested graphitic shells formed, and
cross-links between the layers in the onion-like structures that are formed, lead to an increased frac-
tion of sp3 bonds, which facilitates the formation of diamond. 

We discuss below methods of nanodiamond synthesis based upon the CVD technique as well
as methods using radiation and high energetic particles.Frenklach and coworkers [42] studied
nucleation and growth of nanodiamond powder directly from the vapor phase in a substrate-free,
low-pressure, microwave-plasma CVD reactor. The particles were collected downstream of the
reaction zone on a filter within the tubular flow reactor, and subjected to wet oxidation to remove
nondiamond carbon. Homogeneous diamond nucleation took place when dichloromethane–oxygen
and trichloroethylene–oxygen mixture were used as source material. The particles formed had crys-
talline shapes with an average particle size around 50 nm. A mixture of diamond polytypes was
observed in the powder. 
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Frenklach et al. [15] also studied the effects of heteroatom addition on the nucleation of solid
carbon in a low-pressure plasma reactor. The addition of diborane (B2H6) resulted in substantial pro-
duction of diamond particles, 5 to 450 nm in diameter, under the same conditions that show no dia-
mond formation without the presence of diborane. The yield of oxidation-resistant powder
produced in boron-containing mixtures was observed to be as high as 1.3 mg/h. It was found that
nanodiamonds in the CVD residue have an abundance of linear twins and star-twin microstructures
consistent with radial (isotropic) gas-phase growth conditions. Studies of diamond nucleation
directly from an activated gas phase have important implications in revealing mechanisms of inter-
stellar dust formation.

Another example of homogeneous diamond nucleation in the gas phase is laser-induced decom-
position of C2H4 at low pressures and temperatures [43], which results in diamond powder forma-
tion with grain diameters of 6 nm to 18 µm. According to Buerki and Leutwyler [43], high-purity,
homogeneously nucleated diamond nanoparticles had spherical and faceted morphology. 

Another group of methods of nanodiamond formation include direct transformation of carbon
solids to nanodiamond. Recent experiments have shown that heavy ion or electron irradiation induces
nucleation of diamond crystallites inside concentric nested carbon fullerenes [14,44]. High-energy
electron irradiation (1.2 MeV, �1024 e/cm2; ~100 dPa) was successfully used to convert the cores of
concentric-shell graphitic onions into nanometer-size diamonds at irradiation temperatures above
900 K [14]. These experiments were performed in situ in an electron microscope, which allowed
continuous observation of the formation process. A strong compression in the interior of the onion
was inferred by the reduction observed in the spacing between adjacent concentric shells during irra-
diation. Ion beam irradiation of carbon solids also resulted in the formation of nanodiamond [44].
Irradiation with Ne� (3 MeV, 4 � 1019 cm�2; ~600 dPa) at temperatures between 700 and 1100°C
converted graphitic carbon soot into nanometer-size diamonds [44]. Again the diamonds were found
to nucleate in the cores of graphitic onions that developed under irradiation. The increased diamond
yield through this process as compared to e-beam irradiation is explained by the higher displacement
cross section, the higher energy transfer, and the higher total beam current on the specimen. Other
carbon materials can also be transformed to nanodiamond by using laser pulses, MeV electron, or
ion beams. Nanodiamond particles have been synthesized from fine particles of carbon black
exposed to intense laser irradiation [45]. Similarly, the transformation from carbon nanotubes to car-
bon onions and then to nanodiamond as a result of laser irradiation has been reported in [46].
Nanodiamond nucleation inside graphite occurs under ion irradiation at ambient temperature, when
implanted with Kr� ions (350 MeV, 6 � 1012 cm�2) [13]. The residue of the ion-irradiated graphite
was found to contain nanodiamonds with an average diameter of 7.5 nm. Another example of nan-
odiamond formation includes irradiation of highly oriented pyrolytic graphite surfaces using a highly
charged ion (HCI) [47]. In [41], multiwalled carbon nanotubes (MWCNT) were heated in a diamond
anvil cell by a laser, above 17 GPa and 2500 K. The recovered product comprised of nanosized octa-
hedral crystals (diamond) of less than 50 nm. The tubular structure completely changed to granular,
and grain sizes corresponded to the diameter of nanotubes. The grain size of the diamond suggests
that the transformation took place by direct conversion of nanotubes. This might provide a means to
control diamond size by the choice of the multiwall (carbon) nanotubes (MWNT) size. 

In contrast to the above works, transformation of spherical carbon onions to diamond by low-
temperature heat treatment at 500°C in air without electron and ion irradiation has also been
reported [48]. High-resolution transmission electron microscopy images showed that diamond par-
ticles, several tens of nanometers in diameter, co-exist with carbon onions after the heat treatment
in air. From detailed HRTEM and electron energy-loss spectroscopy studies, the authors [48] sug-
gest that sp3 sites in the onions and the presence of oxygen during the heat treatment play impor-
tant roles in transformation in the absence of irradiation.

Structural phase transformation from MWCNT to nanocrystalline diamond has been recently
achieved by posttreatment of 20 to 40-nm-diameter MWCNT samples in hydrogen plasma.
Nanocrystalline diamond particles with diameters ranging from 5 to 30 nm were embedded in an
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amorphous matrix (Figure 7.9a). It was proposed that the diamond formation and growth mecha-
nism were a consequence of the formation of sp3-bonded amorphous carbon clusters. As discussed
by Sun et al. [49], hydrogen chemisorption on the curved graphite network and energy deposition
on carbon nanotubes by continuous impingement of activated molecular or atomic hydrogen are
responsible for the formation of an amorphous carbon matrix. Similar to the role of hydrogen in
conventional CVD diamond growth, hydrogen plasma etching prevents graphite formation in the
thermally activated processes.

Nanodiamond nucleation in amorphous carbon films also takes place via the bias-enhanced
CVD method, in which the substrate is negatively biased and exposed to CVD plasma. Diamond
nuclei of 5 to 10 nm in diameter have been recently observed in amorphous carbon films grown
using bias-enhanced CVD [50]. The authors suggested a general model for diamond nucleation by
energetic species (for example, using bias-enhanced CVD or with direct ion beam bombardment).
This processs involves spontaneous bulk nucleation of a diamond embryo cluster in a dense, amor-
phous carbon hydrogenated matrix; stabilization of the cluster by favorable boundary conditions of
nucleation sites and hydrogen termination; and ion bombardment-induced growth through a prefer-
ential displacement mechanism. Formation of a dense amorphous hydrogenated carbon phase
occurs via a subimplantation process, wherein energetic carbon, hydrocarbon, and hydrogen species
bombard the surface and get incorporated into subsurface layers.

Finally, a new class of nanostructured carbon has been recently synthesized, in which nanodia-
mond particles form hybrid structures with singlewall (carbon) nanotubes (SWNTs) [51]. The depo-
sition experiments have been carried out in a hot-filament CVD reactor equipped with an apparatus
to allow the introduction of powder. The reactants were carbon powder (40 nm in diameter) and
atomic H. The Si substrate was coated by submicron catalytic Fe particles that promoted initial
growth of SWNTs. In the first stage of the growth sequence, aligned bundles of SWNT up to 15 µm
long were formed, followed by synthesis at the outer parts of the SWNTs, of well-shaped diamond
crystallites with diameters in the 20 to 100 nm range (Figure 7.9b). Terranova et al. [51] attribute the
nanodiamond nucleation and growth to the presence of an unusually high concentration of atomic H.

7.3.2 ONE-DIMENSIONAL NANODIAMOND STRUCTURES

First, aligned diamond whiskers were formed by a “top-down” approach by air plasma etching of
polycrystalline diamond films, particularly of as-grown diamond films and films with molybdenum
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FIGURE 7.9 (a) TEM image shows diamond crystallites embedded in amorphous carbon clusters and par-
tial reservation of CNT hollow structure after hydrogen plasma-treated MWCNTs. (b) Nanodiamond–carbon
nanotubes composites grown by CVD method. (a: From Sun, L.T. et al., Appl. Phys. Lett., 84, 2901, 2004; b:
from Terranova, M.L. et al., Chem. Mater., 17, 3214, 2005. With permission.)
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deposited as an etch-resistant mask [52] (Figure 7.10). In the case of the as-grown diamond films,
nanowhiskers were found to form preferentially at the grain boundaries of diamond crystals. On dry
etching of diamond films with preformed Mo deposits, well-aligned whiskers of 60 nm diameter
were formed uniformly over the entire film surface with a density of 50 µm−2.

Micron-diameter filaments formed by colloidal assemblies of UNCD particles have been
observed in [53]. After extracting and drying, the filaments were similar to glass fibers, but no
measurements of mechanical properties has been performed. Koscheev et al. [53] also succeeded in
the synthesis of submicron-diameter filaments consisting of UNCD particles, obtained by laser
ablation of pressed nanodiamond pellets. In contrast to dense filaments in colloids, every laser-
ablated fiber is a network of nanoparticle chains (Figure 7.11). Studies of the elemental composi-
tion as well as the infrared (IR) and Raman spectra of filaments confirmed that they consist of the
original nanoparticles, which still retained diamond structure. After extraction from the vacuum
chamber, the whole assembly behaved like an aerogel. In both examples of UNCD-based filaments,
the filament networks are rather tangled. 

Polycrystalline diamond nanocylinders have been grown on anodic aluminum oxide templates
using microwave plasma-assisted CVD and 50 nm nanodiamond particles as seeds [54]. Ordered
300 nm diamond nanocylinder arrays with cylinder lengths of about 5 mm are illustrated in Figure 7.12.

Most recently, monocrystalline diamond nanorods have been fabricated by Ando et al. [55]
using reactive ion etching. The HPHT synthetic single-crystal diamond substrates with (1 0 0) and
(1 1 0)-oriented surfaces were etched with oxide impurities acting as micro-masks; another mask
set consisted of arrays of Al dots. Fabricated arrays of DNR were 50 to 200 nm in diameter and sev-
eral microns in height (Figure 7.13).

Theoretical aspects of thermodynamic stability of DNR and preferable morphologies have been
investigated by Barnard [56] and are summarized in a recent review. By first principle modeling of
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FIGURE 7.10 Magnified SEM micrograph of diamond nanowhiskers 60 nm in diameter (2.5 µm across the
picture). (From Baik, E.S., Thin Solid Films, 377, 295, 2000. With permission.)
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different DNR morphologies, the role of surface hydrogenation was emphasized for reliably obtain-
ing DNR with structural properties analogous to bulk diamond. It was also theoretically predicted
that the band gaps of DNR with diameters less than ~1.8 nm are significantly smaller than bulk dia-
mond [57]. According to [57], DNR may be semimetallic or semiconducting depending on the
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FIGURE 7.11 Diamond filaments obtained by laser ablation of pressed UNCD particle pellets. (Image cour-
tesy of A. Koscheev.)

FIGURE 7.12 SEM micrographs of nanodiamond cylindrical structure. (a) Cross-sectional view of the dia-
mond cylinder membrane after dissolving the alumina template. (b) Top view of the cylinder membrane. (From
Masuda, H. et al., Adv. Mater., 13, 247, 2001. With permission.) 
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nanowire diameter, surface morphology, and degree of surface hydrogenation. Another theoretical
prediction based on literature ab initio data [58] suggests that DNR would have a brittle fracture
force and stiffness that exceeds that of carbon nanotubes for radii greater than ~1 to 3 nm, depend-
ing on the orientation of DNR. In general, it becomes evident that DNR represent an important and
viable target structure for synthesis. 

7.3.3 TWO-DIMENSIONAL NANODIAMOND STRUCTURES

Single-crystalline diamond nanoplatelets have recently been grown on polycrystalline diamond sub-
strates [59] coated with a 100-nm-thick film of nickel before deposition. Deposition was carried out
at a temperature above 1000°C in a microwave plasma CVD reactor using a 3% CH4/H2 gas mixture.
Scanning electron microscope and transmission electron microscope (TEM) micrographs revealed
that these nanoplatelets had regular shapes of triangles and parallelograms with well-faceted sur-
faces, their thickness ranging from 30 to 70 nm, and length from several hundred nanometers to a
few micrometers (Figure 7.14). The edges of the platelets are along �1 1 0� directions, with top and
bottom surfaces parallel to {1 1 1} planes. The platelet morphology suggests that they are formed by
lateral growth, although the influence of Ni on the formation of diamond nanoplatelets is unknown
[59]. This result, in combination with the results on growth of DNR discussed above, proves that the
synthesis of single-crystalline nanodiamond of desired dimensionality has become a reality.

7.3.4 THREE-DIMENSIONAL NANODIAMOND STRUCTURES

Three types of three-dimensional UNCD structures that are currently being commercialized are
UNCD films, carbide-derived diamond-structured carbon, and bulk sintered UNCD particles of det-
onation origin. The synthesis and applications of the former two materials will be discussed in more
detail in Sections 7.5 and 7.6, respectively. 

UNCD films with 2 to 5 nm grains has been synthesized in Argon National Laboratory by
Gruen and colleagues [1,60,61], using a new plasma deposition process which utilizes a high con-
tent of noble gas. Ultrananocrystalline diamond films are superior in many ways to traditional
microcrystalline diamond films: they are smooth, dense, pinhole-free, and phase-pure, and can be
conformally coated on a wide variety of materials and high-aspect-ratio structures. 

Recently, a method for the synthesis of diamond-structured carbon has been developed by
Gogotsi et al. [12]. The method is based on extracting silicon from silicon carbide or metal carbide
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FIGURE 7.13 SEM micrographs of (a) array of diamond rods fabricated by reactive ion etching and (b) sin-
gle nanorod. (From Ando, Y. et al., Diam. Rel. Mater., 13, 633, 2004. With permission.)

Copyright 2006 by Taylor & Francis Group, LLC



in chlorine-containing gases at ambient pressure and temperatures not exceeding 1000°C.
Nanocrystalline diamonds with an average crystallite size of 5 nm are formed after extraction of sil-
icon or metal from the carbide. Figure 7.3b demonstrates a diamond particle with an average size
of 5 nm, embedded in an amorphous matrix formed during chlorination of TiC [28]; the absolutely
round particle shape is worth noting. An amorphous carbon/nanodiamond structure has been
recently produced in a similar way by annealing Si-containing carbon films [62]. Carbon and sili-
con were simultaneously evaporated on amorphous carbon substrates at room temperature in a vac-
uum of 10−4 Pa. Nanodiamond grains of 1.2 nm size were detected in the as-deposited Si-containing
carbon film. Then the as-deposited films were heated at 400 to 800°C in a vacuum. At this stage,
diamond grains of 5 to 30 nm size were grown depending on the annealing temperature. The growth
of diamond and β -SiC were controllable by adjusting the heating temperature and the proportion of
Si. The role of Si as a catalyst in this process was revealed; when Ge was substituted for Si, nan-
odiamond formation was not observed. 

Another interesting bulk form of nanodiamond particles is the so-called nanodiamond compos-
ite [63], which consists of UNCD particles connected by a pyrocarbon matrix. The UNCD powder
is placed in a container of a predetermined shape, and bonded together by pyrocarbon formed by
means of methane decomposition through the entire volume of the diamond powder [63]. This
material is characterized by a high porosity (50 to 70%) and demonstrates a relatively high Young’s
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FIGURE 7.14 SEM micrographs of diamond nanoplatelets with different magnifications. (b) demonstrates
that the thickness of platelets is approximately 30 nm. (From Chen, H. and Chang, L., Diam. Rel. Mat., 13,
545, 2004. With permission.)
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modulus of 30 GPa. The reported pore size is not greater than 20 to 30 nm, with an average radius
of 4.5 nm. Owing to the high density of nanopores, the material possesses a high sorption activity,
particularly for large biomolecules (e.g., trypsin) [63]. The production of the material has been real-
ized at Skeleton Technologies, Inc., Baar, Switzerland.

In summary, a rich plethora of new methods of nanodiamond synthesis have appeared within
the last few years. 

7.4 ULTRANANOCRYSTALLINE DIAMOND PARTICULATE PRODUCED BY
EXPLOSIVE DETONATION

7.4.1 SYNTHESIS AND PROPERTIES

In the method of using energy from an explosion for diamond production, diamond clusters are
formed from carbon atoms contained within explosive molecules themselves, so only the explosive
material is used as a precursor material. A wide variety of explosive materials can be used. A typical
explosive is a mixture of TNT (2-methyl-1,3,5-trinitrobenzene) and hexogen (in the proportion 60:40)
composed of C, N, O, and H with a negative oxygen balance (i.e., with the oxygen content lower than
the stoichiometric value), so that “excess” carbon is present in the system. A negative oxygen balance
in the system is an important condition for UNCD formation. The explosion takes place in a nonox-
idizing medium (Figure 7.15) of either gas (N2, CO2, Ar, or other medium that can be under pressure)
or water (ice), called “dry” or “wet” synthesis respectively. The medium acts as a coolant. In order to
prevent the UNCD formed in the detonation wave from transforming into graphite at the high tem-
perature generated by the detonation, the cooling rate of the reaction products should be no less than
3000 K/min [5]. The initial shock from a detonator compresses the high-explosive material, heating
it and causing chemical decomposition, thereby releasing enormous amounts of energy in a fraction
of a microsecond (Figure 7.15). As the detonation wave propagates through the material it generates
high temperatures (3000 to 4000 K) and high pressures (20 to 30 GPa) which correspond to the region
of thermodynamic stability for diamond (Figure 7.16). During detonation, the free carbon coagulates
into small clusters, which grow larger by diffusion [17,18]. The product of detonation synthesis,
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FIGURE 7.15 Schematic illustration of steps of controlled detonation synthesis of nanodiamond from car-
bon-containing explosives (1). During explosion, (2) the highly dispersed carbon medium condenses from free
explosive carbon in a fraction of a microsecond. After disposal, the product has to undergo several stages of
purification. Big industrial detonation reactors are able to deliver tons of detonation diamond per month.
(Pictures are based on pictures of the detonation process. Courtesy of PlasmaChem GmbH, Mainz, Germany.)
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called detonation soot or diamond blend, contains 40 to 80 wt% of the diamond phase depending on
the detonation conditions. The carbon yield is 4 to 10% of the explosive weight.

In general, there are two major technical requirements for UNCD synthesis using explosives:
the composition of the explosives must provide the thermodynamic conditions for diamond forma-
tion, and the composition of gas atmosphere must provide the necessary quenching rate (by appro-
priate thermal capacity) to prevent diamond oxidation. The diamond yield depends to a large extent
on the explosive mixture [17]. The shape of the explosive also influences the yield: the ideal shape
is spherical but, for convenience, a cylindrical one is regularly used [5]. The relationship between
the mass of the explosives and the mass of the surrounding media also influences the yield (for
example, 5 kg of explosive requires a detonation chamber of ~11 m3 with gas media at ambient
pressure to provide the necessary quenching rate) [5]. 

In addition to UNCD, the diamond blend contains graphite-like structures (35 to 45 wt%), and
incombustible impurities (metals and their oxides — 1 to 5 wt%) [2]. Using x-ray diffraction and
small-angle x-ray scattering, it was shown that an UNCD cluster in detonation soot has a complex
structure consisting of a diamond core of about 4.3 nm in size and a shell made up of sp2-coordi-
nated carbon atoms [64]. 

UNCD purification is performed by mechanical and chemical methods. After mechanical
removal of process admixtures, the diamond-carbon powder is subjected, for example, to thermal
oxidation with nitric acid under pressure to separate the diamond phase [2]. In this method, metals
are dissolved and nondiamond carbon is oxidized simultaneously. The diamond needs to be flushed
with water after separation from the acidic media. After purification typically, powders of UNCD
can be considered as a composite consisting of different forms of carbon (80 to 89%), nitrogen
(2 to 3%), hydrogen (0.5 to 1.5%), oxygen (up to 10%) and an incombustible residue (0.5 to 8%)
[2]. The carbon phase consists of a mix of diamond (90 to 99%) and nondiamond carbon (1 to 10%).
In general, methods of UNCD purification as well as UNCD purity vary from vendor to vendor.
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The impurity content of nanodiamonds produced by detonation synthesis is higher when com-
pared with other artificial diamonds (for instance, HPHT diamonds contain no less than 96% car-
bon). Commercial products of purification have the following grades: a water suspension of
diamond and powder obtained from suspensions by drying and grinding of UNCD. To remove non-
carbon impurities, the chemically purified product is subjected in some cases to additional purifi-
cation using ion-exchange and membrane technologies. 

In general, UNCD production consists of detonation synthesis, chemical purification and acid
washing of UNCD, product conditioning, and modification of the diamond.

The properties of UNCD particles are mainly defined by their nanometer-scale sizes (4 to 6 nm in
diameter), which are in the transitional size range between macromolecules and crystalline solids. Half
of all atoms in such particles are on the surface, and therefore are unavoidably bound to adsorbed atoms,
molecules, and functional groups. These adsorbed atoms, which may exceed the number of atoms in
the diamond particle, can strongly affect the physical and chemical properties of the particles. Different
functional groups, which in principle can be attached to the diamond surface or have been detected on
UNCD particles surface, are schematically illustrated in Figure 7.17. To minimize surface energy, the
primary UNCD particles with diameters of ~4 nm form larger clusters, 20 to 30 nm in size that, in their
turn, form larger weakly bound aggregates (of an order of magnitude of hundreds of nanometers). 

Reviews [2–4] summarize a wide variety of experimental data on UNCD powder characteriza-
tion including x-ray, electronic, electron paramagnetic resonance (EPR), nuclear magnetic reso-
nance (NMR), IR, Raman, Auger, photoluminescent spectra, results of HRTEM as well as results
of other measurements. Table 7.1 shows selected properties of UNCD particulates. Note that these
are collective properties of UNCD powders. Below in this section, we provide results related to the
fundamental studies of electrical and electronic properties of UNCD particulates. Properties of det-
onation nanodiamonds related to practical aspects (e.g., purity of UNCD produced by different ven-
dors, dispersivity, stability in suspensions, maximum concentration in stable suspensions, and
controlled surface functionalization) can be found in [2,6,10,65].
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The surface and electronic properties of nanometer-sized diamond particles have been studied
by x-ray photoelectron spectroscopy (XPS) and UV photoelectron spectroscopy (UPS) [66]. In
these experiments, nanodiamonds (NdO from Table 7.2) were deposited on Si(100) substrates by
electrophoresis. According to XPS analysis, the UNCD powder did not contain any detectable
impurities except nitrogen. The N content was estimated to be 1 to 2 at%. The as-deposited UNCD
powder films showed a strong oxygen peak. After treatment in a hydrogen microwave plasma and
transfer in air to the XPS system, the nanodiamond films were found to be almost free from oxy-
gen contamination. HeI (hν � 21.2 eV) and HeII (hν � 40.8 eV) UPS measurements have been
performed on as-deposited and hydrogen plasma-treated nanodiamond films. The emission width
of the as-deposited sample was 15.0 eV with a low-energy cutoff at 3.1 eV, which results in a pos-
itive value of electron affinity of �0.7 eV, assuming the band gap is Eg � 5.5 eV. After H2 plasma
treatment, the samples showed an emission width of 15.9 eV with a very sharp, low-energy cutoff
at 2.1 eV, indicating a negative electron affinity of –0.2 eV. 

Some measurements of collective electrical characteristics of powders and suspensions are
given in Table 7.1. Gordeev et al. [67] reported a resistivity for bulk nanodiamond composites
obtained by pressing UNCD powders. The room-temperature resistivity of such UNCD composites
was 1.2 � 109 W m, consistent with the resistivity reported by Dolmatov [2] (Table 7.1).

Belobrov et al. [68] reported results of studies on UNCD powders of different surface modifi-
cations by electron paramagnetic resonance and NMR [68]. They found that the nanodiamond EPR
signal is independent of the chemical modification of the nanodiamond surface. The g-factor for
UNCD was found to be 2.0027(5) [68]. Hence they concluded that the paramagnetic properties of
nanodiamonds are determined only by the sp3 core of the diamond particle. Analyzing 13C-NMR
spectrum for nanodiamonds, the authors [68] concluded that the resonance line is asymmetric and
well decomposed into two Gaussian components. The authors interpreted the narrow line with δ �
35.1 ppm as relating to diamond carbon, and the wide line with δ � 34.2 ppm as being caused by
distortion of the tetrahedral coordination. The authors [68] concluded that only 30% of bonds in
nanodiamonds are nondistorted sp3 bonds; 70% of carbon bonds are distorted and these distorted
bonds also have sp3 hybridization. For comparison, natural jewel-quality diamonds have a charac-
teristic chemical shift δ � 50 ppm.
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TABLE 7.1

Selected Properties of Ultradispersed Diamond Based on Refs. [2,10,63]

Structure Cubic (a � 0.3573 � 0.0005 nm)
Density 3.30 g/cm3

Crystal lattice parameter 0.3562 � 0.0004 nm
Size of crystallites 2–10 nm
Average monocrystal size 4.3 nm
Size of smallest aggregates 20–50 nm
Specific surface area 300–400 m2/g 
Pore volume in powder 0.3–1 sm3/g
Density of dislocations 1.8 � 1017

Composition (at%) C (90–100); O, N, H (0–10)
Incombustible impurities (wt%) 0.2–1.4 (Fe, Cr, Si, Al, Na, Cu, Ca, Mg, Mn, Ti)
Raman frequencies 1321–1322 cm�1

Initial air oxidation temperature (depends on purity) 430°C
Initial vacuum graphitization temperature 1100–1200°C
Resistivity 7.7 � 109 Ω m
Electrophoretic surface charge �78.44 mV
Refractive index ~2.55 (at λ � 580 nm)
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Zhirnov et al. [69,70] characterized UNCD particles using field electron emission measure-
ments by depositing small amounts (0.2 µm in thickness) of UNCD on metal or silicon tips by elec-
trophoresis. In these experiments, the field emission characteristics of tips with UNCD coatings
were compared with characteristics of bare tips. The emission experiments showed that the emis-
sion characteristics differ significantly for different UNCD coating conditions. The different UNCD
coating conditions were obtained from one original UNCD powder (marked as Nd in Table 7.2)
using different physical and chemical treatments. The modifications differed in concentration of
impurities, pH of water suspension, and density as shown in Table 7.2. Table 7.2 also contains a
summary of emission characteristics for different UNCD coatings. It can be seen from Table 7.2
that all three types of nanodiamond coatings showed improvement in field emission threshold.
Additional hydrogen plasma treatment was used to modify the surface properties of emitters with
NdO and NdP1. Figures 7.18a and b show emission characteristics before and after the plasma treat-
ment. As can be seen, the effect of hydrogen plasma treatment is very different for the two types of
nanodiamond particles. The in-depth discussion of the possible influence of different surface groups
on field emission properties of nanodiamond particles is given in [71]. In general, it is concluded
that nanodiamonds purified by ozone treatment followed by hydrogen plasma modification are most
promising for field emission applications.

The smallest amount of diamond matter, which can be prepared and studied in isolation, are pri-
mary particles of UNCD. Recently Tyler et al. [29] reported a new technique for isolating individ-
ual nanodiamond particles by depositing them on sharp (radius of 10 to 50 nm) metal tips by pulsed
electrophoresis of alcohol suspensions of UNCD. Apparently, a very high electric field near the
sharp tip breaks the agglomerates, and thus it is possible to manipulate individual nanodiamond par-
ticles. The typical size of diamond nanoparticles as measured in TEM was about 3 nm (Figure 7.3c).
It should be noted that in all cases, only particles with faceted shape were observed.

Results of field emission characterization of UNCD reveal a considerable difference in emis-
sion behavior of single isolated diamond nanoparticles and multiparticle nanodiamond thin films
[29]. A substantial increase (~30%) in threshold voltage was observed for a tip capped with a sin-
gle isolated diamond nanoparticle, in comparison with the bare Mo tip (Figure 7.18c). The I–V

curves also exhibited non-Fowler–Nordheim behavior. However, after the additional deposition of
nanodiamond and the formation of a thicker nanodiamond film (~20 nm), a drastic decrease in
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TABLE 7.2

Properties of Three Types of Detonation Nanodiamond Particles Produced at Russian

Federal Research Center-All-Union Research Institute of Technical Physics, Snezhinsk,

Russia and Field Electron Emission Parameters of Corresponding Nanodiamond Coatings

Nanodiamond Type Nd NdP1 NdO

Description Standard (chromic Nd with additional acid NdP1 with additional 
acid purification) and high-temperature ozone treatment

treatment; “bottom”
fraction

Impurities O, N, H ~8–10% O, N, H ~2–4% N, O ~6%
pH of 10% water suspension 5.6–6.2 3.5–4.5 1.6–2.0
Field electron emission parameters

Change in field emission threshold, �15 �25 �15
compared to bare Si field 
emitter (%)

Change in normalized integral �37 �30 �33
transconductance compared 
to bare Si field emitter (%)
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threshold voltage (~48%) and an increase in transconductance (~115%) were observed – charac-
teristics typical of nanodiamond coated tips. The emission suppression in a structure with a single
UNCD particle can be explained on the basis of triple junction effect [72], due to the local sup-
pression of electric field at the metal–dielectric–vacuum boundary. Obviously, there are no triple
junction interfaces in coatings containing more than one monolayer of particles. 

Very interesting transformations between carbon forms at the nanoscale were discovered in the
mid-1990s. Upon annealing at temperatures between 1300 and 1800 K, nanodiamond particles
transform to carbon onions with a transformation temperature that depends upon the particle size
[73]. X-ray diffraction data show graphitic phase formation at T � 1200 K [74]. The
diamond–graphite phase transition temperature observed in UNCD (Tpt � 1200 K) is considerably
lower than the phase transition temperature of bulk single-crystal diamonds (Tpt � 1900 K). 

In summary, detonation nanodiamond particles have been investigated in great detail after their
invention 40 years ago. In most cases, it was collective properties of UNCD powders that have been
investigated; only very recently have nanodiamond particles been isolated and their structural, compo-
sitional, and electronic properties begun to be studied. Among the current active areas of research, the
most important one from the practical point of view is developing an understanding of the relationships
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between the surface chemistry of the particles, and conditions needed to maintain stable colloidal sus-
pensions of nanodiamonds of ultrahigh dispersivity (particle sizes of 5 to 30 nm). 

7.4.2 APPLICATIONS OF ULTRANANOCRYSTALLINE DIAMOND PARTICULATE

Applications of UNCD particles of detonation origin can be categorized as traditional — those on
which work has been going on for the last couple of decades; and novel — those on which work has
started only recently owing to advances in nanotechnology throughout the world. Within the novel
applications, biological applications should be considered separately due to their high specificity.
Biological applications of detonation UNCD will be discussed in Section 7.7. Technological appli-
cations of UNCD particles have been summarized in [2–7,65]; review [4] particularly provides an
extensive discussion of biological applications of UNCD particulates. The bibliographic index [9]
contains references on categorized nanodiamond applications. 

Traditional UNCD particulate applications include metal–diamond galvanic coatings, polishing
pastes and suspensions, polymer composities, lubricating oils, greases, and lubricant coolants.

Electrochemical deposition of UNCD together with metals, using standard galvanic equipment,
has been demonstrated to be useful in a variety of applications for coatings of components of trans-
portation units, tools for electronics, electrical engineering, medicine, watch, and jewelry industry
[2,6]. The advantages of adding UNCD to galvanic coatings include increase in wear resistance (2
to 13 times depending on metal); microhardness (may be up to 2 times depending on the metal); an
increase in corrosion resistance (2 to 6 times depending on the metal); decrease in porosity (pores
can be completely eliminated depending on the metal); significant decrease of friction coefficient;
considerable improvement of adhesion and cohesion; and high throwing power of the electrolyte.
According to [2,6], the service life of products is increased 2 to 10 times, even when coating thick-
nesses are decreased by a factor of 2 to 3. The strengthening effect is observed in coatings of many
metals, including silver, gold, and platinum, which are employed in electronic applications.
Particularly, UNCD is most widely used in strengthening chromium coatings deposited using an
electrolytic process. In this process, UNCD-containing additives are added to the chrome-plating
electrolyte without any modification of the standard production line. Such coatings increase the
operating life of molds, high-precision bearing surfaces and other similar components by a few
times [6]. The UNCD content in a metal coating averages 0.3 to 0.5 wt%. The amount of UNCD
consumed for a metal layer of 1 mm thickness is 0.2 g (1 carat)/m2. 

UNCD particles are being used for finishing precision polished materials for electronics, radio
engineering, optics, medical, and jewelry industries [2]. The compositions with UNCD allow one
to obtain a surface of complex geometrical form, with a relief height roughness of 2 to 8 nm.
Recently, 4 Å roughness has been achieved for polished Al2O3, and SiC surfaces using UNCD sus-
pensions (according to the Alit, Inc., Kiev, Ukraine). UNCD is employed in polishing compositions
used for the final treatment of silicon wafers in the microelectronics industry. UNCD has been also
used in the electronics industry as a component of heat-removal pastes, and compounds for chip
packaging, replacing the highly toxic beryllium oxide that has been traditionally used. The amount
of UNCD consumed for this application is 1 to 10 g/m2. 

The addition of UNCD to polymers provides an increase in their mechanical strength, wear-
resistance, and heat-aging resistance [2,6]. According to [2], highly effective coatings based on the
incorporation of UNCD into fluoroelastomers and polysiloxanes have been developed; the elastic
strength of rubbers based on polyisoprene, butadiene–styrene, butadiene–nitrile, and natural rubbers
has been considerably improved. For example, for fluoroelastomers filled with UNCD particles, the
tensile modulus at 100% elongation and the conditional rupture strength increased more than ten-
fold (from 8.5 to 92 MPa and from 15.7 to 173 MPa, respectively). In this case, the elongation
increased by a factor of 1.6 (from 280 to 480%). An increase in cross-linking is one of the mecha-
nisms to which the influence of UNCD particles on the strength properties of polymer composites
has been attributed [2]. According to [2], addition of UNCD into rubbers decreases attrition wear
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by an average of 3 to 5 times, increases rupture strength by 30%, and breaking temperature by 15%.
Epoxy adhesives, which incorporate UNCD, have high adhesion and cohesion properties. The spe-
cific consumption of UNCD or diamond blend (mix containing UNCD and significant percent of
other carbon-based products of detonation explosion) is 1 to 5 kg/1000 kg of rubber (polymer) and
1 to 5 kg/1000 m2 of polymer coating or film. 

The addition of UNCD and diamond blend to oils allows one to obtain sedimentation-stable and
environmentally safe systems with particle sizes of less than 0.5 µm [2]. According to [2], the use
of nanodiamonds in oils increases the service life of motors and transmissions, reduces friction
torque by 20 to 40%, and decreases wear of rubbed surfaces by 30 to 40%. Recently, UNCD par-
ticulates have been examined for thermal conductivity enhancement of dielectric oils [75]. It was
demonstrated that dispersion of nanodiamonds (1 wt%) in oil (XO-class) can increase the overall
thermal conductivity of cooling oils those, e.g., for use in power transformers by over 25% [75].
The specific consumption of UNCD or diamond blend in oils is 0.01 to 0.2 kg/1000 kg of oil [2]. 

Novel UNCD niche applications developed recently [10,65] include UNCD for systems of mag-
netic recording, as adsorbents of a new type, as components in the production of diamond ceram-
ics and molds made of diamond-containing materials, as coatings in field emission devices, in
heterogeneous and electrochemical catalysis, and in proton-conducting nanocomposite membranes
in fuel cells applications. UNCDs have also been employed for seeding substrates used in the CVD
growth of diamond films. Dry UNCD is known to absorb and retain water in amounts that are four
times the weight of the UNCD. This allows its use as an inert solid water absorber in materials like
magnetic carriers, whose quality is determined by the residual water content.

In systems of magnetic recording, UNCD is used as an antifriction additive and as a physical
modifier for ferro-lacquer coating of magnetic tapes and disks, and also as an additive to solutions
for electrochemical deposition of composite magneto-recording tapes to improve the properties of
magnetic recording devices [76]. The addition of UNCD decreases ferro-magnetic grain size, thus
allowing an increase in recording density while reducing abrasive wear and friction coefficient.

Carbon-containing adsorbents are widely used in various industries such as medicine and phar-
macology. The most abundant of them are activated coals and graphitized thermal carbon black.
Synthetic diamonds, particularly submicron diamond composites as well as sintered UNCDs repre-
sent a new class of carbon-containing adsorbents [77], characterized by chemical inertness and high
strength. Another beneficial effect is the possibility of using the adsorbent repeatedly, by modify-
ing and recovering the diamond surface.

A very interesting application of nanodiamonds for advanced information processing is the gen-
eration of light sources that are able to emit individual photons on demand. While nanodiamond
particles of nondetonation origin have been reported by Beveratos et al. [78,79], nothing prevents
the use of nanodiamond of different origins in this application. Beveratos et al. investigated the
quantum properties of the light emitted by diamond nanocrystals containing a single nitrogen-
vacancy color center [78]. The typical size of diamond particles used in these experiments was
40 nm. According to the authors, there are several very important optical properties of diamond
nanocrystals, which contribute to their usefulness as individual photon light sources. First, the sub-
wavelength size of these nanocrystals renders refraction irrelevant. A nanocrystal can be regarded
as a point light source. Second, the very small volume of diamond excited by the pump light yields
very small background light. This is very important for single-photon sources. By exciting nanodi-
amond crystals using a YAG laser (λ � 532 nm), the authors were able to observe fluorescence with
almost background-free photon antibunching from single nitrogen-vacancy centers in diamond
nanocrystals at room temperature. The excited state lifetime in the bulk is tb � 11.6 ns. The meas-
ured lifetime in the nanocrystals was 25 ns. The authors argue that this lifetime modification is a
quantum electrodynamic effect. In a later paper by Beveratos et al. [78], a full implementation of a
quantum cryptography protocol using a stream of single photon pulses generated by a stable and
efficient source operating at room temperature has been reported. The quantum bit error rate was
less than 4.6% and the secure bit rate was 7700 bits/sec. The overall performances of the system
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were reported to be at a stage where single photons have a measurable advantage over an equiva-
lent system based on attenuated light pulses.

In summary, there is striking evidence that niche applications for nanodiamonds, particularly
nanodiamonds of detonation origin which are a commercial product, are expanding significantly. A
big advantage of nanodiamonds of detonation origin is their affordability due to low cost, and the
well-developed infrastructure for the scale-up production. 

7.5 ULTRANANOCRYSTALLINE DIAMOND FILMS PRODUCED BY
CHEMICAL VAPOR DEPOSITION

Ultrananocrystalline diamond films with 2 to 5 nm grains (both H-containing and H-free) have been
recently synthesized in the Argonne National Laboratory, Illinois, USA, by Gruen and colleagues
[1,60,69,79], using a microwave plasma-assisted chemical vapor deposition process. The UNCD
thin films were synthesized using argon-rich plasmas instead of the hydrogen-rich plasmas nor-
mally used to deposit microcrystalline diamond. By adjusting the noble gas:hydrogen ratio in the
gas mixture, a continuous transition from micro- to nanocrystallinity was achieved. The controlled,
continuous transition from the micro- to nanoscale is a unique feature of the method [1]. 

The use of small amounts of carbon-containing source gases (C60, CH4, C2H2) along with argon
leads to the formation of C2-dimers, which is the growth species for all UNCD thin films. The
nanocrystallinity is the result of a new growth and nucleation mechanism, which involves the inser-
tion of C2 into the π bonds of the nonhydrogenated reconstructed (1 0 0) surface of diamond. Then,
unattached carbon atoms react with other C2 molecules from the gas phase to nucleate new diamond
crystallites [1,80]. This results in an extremely high, heterogeneous nucleation rate (1010 cm−2sec−1,
which is 106 times higher than from conventional CH4/H2 plasmas). The UNCD grown from C2 pre-
cursors consists of ultrasmall (2 to 5 nm) grains and atomically sharp grain boundaries. Up to 10% of
the total carbon in the nanocrystalline films is located within the 2 to 4 atom-wide grain boundaries.
Because the grain boundary carbon is π bonded, the mechanical, electrical, and optical properties of
nanocrystalline diamond particles are profoundly altered. More subtle control of the properties 
of UNCD films can be accomplished via the addition of supplementary gases to the plasma (N2, H2,
B2H6, PH3) and changes in the growth conditions (biasing, power). For instance, the addition of hydro-
gen leads to highly insulating films with large columnar grains. Adding nitrogen leads to the forma-
tion of CN in addition to C2 in the plasma. The presence of CN results in decreased renucleation rates
during growth, which leads to larger grains and grain boundary widths. 

Ultrananocrystalline diamond films are superior in many ways to traditional microcrystalline
diamond films: they are smooth, dense, pinhole free, and phase-pure, and can be conformally
coated on a wide variety of materials and high-aspect-ratio structures [1]. The set of unique prop-
erties include mechanical (high hardness ~100 GPa, and Young’s modulus ~960 GPa), tribological
(extremely low friction ~0.01), transport (tunable electrical conductivity, high thermal conductiv-
ity), electrochemical (wide working potential window), and electron emission (low, stable thresh-
old voltage). 

In studies of UNCD-coated flat substrates and microtip arrays for cold cathodes applications
[1,81], consistently low threshold fields (1 to 2 V/µm) and current densities of 4 � 10�4 A/cm2 at 4
V/mm has been achieved using thin films of UNCD grown from C60 – 80% Ar – 20% H2
microwave plasmas [1].

Ultrananocrystalline diamond is slightly p-type as it grows [82]. As nitrogen is added, this mate-
rial becomes n-type, with a very shallow activation energy. The origin of this conductivity is related
to disorders and π bonding at the grain boundaries, which introduce states within the gap and band
tails, resulting in high carrier concentrations and low mobilites. Ultrananocrystalline diamond par-
ticles have been grown with the incorporation of nitrogen up to 8 � 1020 atoms/cm3 by the addition
of nitrogen to plasmas during the CVD growth of diamond films [81]. This is the highest carrier con-
centration seen for any n-type diamond material to date, resulting in several orders of magnitude
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increase in UNCD conductivity. This has promising applications in heterojunction electronic
devices. The maximum conductivity measured was 400 Ω�1cm�1 for 20% N2 in the gas phase [82].
Recently, high-temperature operation of a heterostructure diode utilizing n-type UNCD as an elec-
trode has been demonstrated [82]. 

UNCD electrodes exhibit a wide working potential window, a low background current, and a
high degree of electrochemical activity for redox systems. These results, in combination with the
biocompatibility properties of UNCD, could lead to the application of UNCD electrodes for nerve
stimulation [1].

UNCDs have been considered for a variety of applications including micro-electro-mechanical
systems (MEMS) and moving mechanical assembly (MMA) devices, surface acoustic wave devices,
biosensors and electrochemical sensors, coatings for field emission arrays, photonic and radio fre-
quency (RF) switching, and neural prostheses. Particularly, in the future, MEMS applications that
involve significant rolling or sliding contact (MEMS MMAs) will require the use of new materials
with significantly improved mechanical and tribological properties, and the ability to perform in harsh
environments. Since the feature resolution in polycrystalline MEMS is limited by grain size, the use
of MEMS made by conventional CVD diamond methods is limited. In addition, the conventional
CVD diamond films have large grain size (~1 µm), high internal stress, poor inter-granular adhesion,
and rough surfaces (rms ~1 mm). Diamond-like coatings, generally grown by physical vapor deposi-
tion, cannot cover high-aspect-ratio features conformally for applications such as MEMS, and require
high-temperature postdeposition processing to relieve stress, which compromises their mechanical
properties. UNCD coatings possess morphological and mechanical properties that are ideally suited
for MEMS applications in general, and MMA use in particular [1,82]. The roughness of the film is
about 20 to 40 nm and the friction coefficient can be as low as 0.01. The surfaces are very smooth
(rms ~30 to 40 nm) and the hardness is as high as ~100 GPa. As compared to Si-based MEMS, the
brittle fracture strength is 23 times that of Si, and the projected wear life of MEMS MMAs from dia-
mond is 10,000 times greater than that of Si MMAs. The group from the Argonne National
Laboratory have demonstrated three dimensional MEMS structures fabricated from UNCD material,
including cantilevers and multilevel devices, acting as precursors to microbearings and gears. 

Although discovered very recently, UNCD films have found a surprisingly wide range of niche
applications. In many cases, prototype devices have been demonstrated.

7.6 CARBIDE-DERIVED DIAMOND-STRUCTURED CARBON

Recently, a completely different method, distinct by its simplicity, from what has been discussed in
the previous two sections, has been developed for the synthesis of diamond-structured carbon in
bulk quantities [12,28]. The method developed by Gogotsi et al is based on extracting silicon from
silicon carbide or metal carbide, using chlorine-containing gases at ambient pressure and tempera-
tures not exceeding 1000°C. Nanocrystalline diamond particles with an average crystallite size of 5
nm are formed, as is illustrated in Figure 7.3b for a diamond nanocrystal embedded in amorphous
carbon in carbide-derived carbon produced by chlorination of TiC [28]. 

Following continued heat treatment at low hydrogen content, a typical film microstructure
obtained by chlorination of SiC consists of a nanocrystalline diamond layer several microns thick
near the SiC–carbon interface, followed by a region of diamond nanocrystals surrounded by carbon
onions and disordered carbon. The third, closest to the surface layer, consists of carbon onions, as
well as curved graphite sheets, some planar graphite, and porous and disordered amorphous carbon
[12]. Initially, for stable conversion of silicon carbide into the diamond phase, the presence of
hydrogen in the gas mixture was considered essential to saturate dangling bonds on the surface of
the diamond particles [12]. Nanocrystalline diamond films grown up to 50 µm thick at high hydro-
gen content has been demonstrated [84]. However, later, large nanocrystalline diamond areas were
found in some regions of SiC samples treated in pure chlorine with no hydrogen [28]. The fact that
hydrogen is not essential for the growth of diamonds using the carbide chlorination process outside
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its range of thermodynamic stability is consistent with the conditions necessary for diamond syn-
thesis from fullerene [1] or during codeposition of carbon and Si [62].

The specific feature of diamond-structured carbon is multiple diamond structures including
cubic, hexagonal (londsdalite) structures, as well as a variety of other diamond polytypes [12,28].
It is also possible to vary the pore size from angstroms to a few nanometers, depending on the car-
bide precursor type leading to the growth of nanoporous carbon or nanoporous diamond [12,83]. 

In principle, chlorination of carbides for the production of carbon-based materials and particu-
larly, nanoporous carbon, is a relatively mature technology that has been commercialized (see, for
example, http://www.skeleton-technologies.com). However, the synthesis of nanocrystalline dia-
monds by this technique [12] is a recent achievement. Coatings of diamond-structured carbon pro-
duced by this route show hardness values in excess of 50 GPa and Young’s moduli up to 800 GPa. 

Carbide-derived carbon and diamond coatings show excellent tribological behavior in both room
air and dry nitrogen, and are at the stage of commercialization for tribological applications, particularly
as nanodiamond coatings for SiC dynamic seals for water pumps [84]. The coatings are self-lubricat-
ing with remarkably low friction coefficients which can be tailored by altering the reaction parameters,
and show no measurable wear. Favorable tribological properties of carbide-derived nanodiamond make
it a potential candidate for applications in the manufacture of different types of prosthesis [84].

Conformal coatings produced by selective etching can be useful in MEMS applications where
very thin and uniform coatings are required. In addition, permeability of films produced by chlori-
nation of SiC and an extremely narrow pore size distribution in carbide-derived carbon provide
effective molecular sieves, high-surface area electrodes and other applications, where vapor-
deposited diamond films cannot be applied. The large-scale, solid-state synthesis of technical dia-
monds at ambient pressure and moderate temperatures with no plasma activation can provide
diamond materials at low cost for a variety of high-volume applications such as brake pads, where
diamond could not be used previously because of its cost. 

7.7 MEDICAL AND BIOLOGICAL APPLICATIONS OF NANODIAMOND

All major forms of carbon at the nanoscale (fullerenes, nanotubes, and nanodiamond — both par-
ticulate and films) appear to be valuable resources for biomedical applications [85]. In the mid-1990s
it was demonstrated that fullerene compounds have biological activity, and their potential as thera-
peutic products for the treatment of several diseases has been reported. As a result, a private bio-
pharmaceutical company, C Sixty Inc., Houston, TX, was created, with a primary focus on the
discovery and the development of a new class of therapeutics based on the fullerene molecule. At 7.2
Å in diameter, C60 is similar in size to steroid hormones or peptide α-helices, and thus fullerene
compounds are ideal molecules to serve as ligands for enzymes and receptors [86]. In the last few
years, a number of useful fullerene-based applications have been reported, including therapeutics
such as antiviral agents and anticancer drugs, as biosensors for diagnostic applications [87,88], as a
protective agent against iron-induced oxidative stress [89], and as an in vitro antibacterial agent [90].
Fullerenes have also been demonstrated to be useful in DNA-templated assemblies of
inorganic–organic building blocks [91]. 

The exploration of buckytubes in biomedical applications is also underway. Multiwall carbon
nanotubes have been used for the immobilization of proteins, enzymes, and oligonucleotides
[92–94]. Significant progress has been made in the last few years in the effort to overcome some of
the fundamental and technical barriers toward bioapplications, especially with regard to issues con-
cerning the aqueous solubility, and biocompatibility of carbon nanotubes, modifications of carbon
nanotubes with various biological and bioactive species, and on the design and fabrication of pro-
totype biosensors. A comprehensive review of the advances in this fast-moving research field has
been recently published by Lin et al. [95]. 

CVD diamond films (both conventional and UNCD) have been suggested as an ideal platform
for future biochips and biosensors because of their superior mechanical, thermal, and chemical
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properties as compared to glass, silicon, and gold surfaces [96]. Outstanding biocompatibility of
diamond films and micron-sized particles with living cells has been demonstrated, and related
research is summarized in [85]. The immobilization of biomolecules on diamond for the fabrication
of integrated biochips and sensors requires surface activation processing such as sequential plasma
treatment, amination, and carboxylation steps [98,99] in order to form covalent linkages to amino-
or phosphate-modified DNA. The electrochemical deposition of polyaniline (PANI)/polyimide
(PAA) conducting polymer layer on boron-doped diamond film has also been reported [97]. The
PANI/PAA thin film provides freely accessible carboxylic groups that have high chemical speci-
ficity in the covalent immobilization of oligonucleotides. Recently, Yang et al. [96] used photo-
chemical methods to create a homogeneous layer of amine groups on nanocrystalline and UNCD
films, which served as binding sites for DNA attachment. By comparing DNA-modified ultra- and
nanocrystalline diamond films with other commonly used surfaces for biological modification, such
as gold, silicon, glass and glassy carbon, Yang et al. [96] concluded that diamond is unique in many
ways: its ability to achieve very high stability while, gold–thiol bonds for example, are very sus-
ceptible to oxidation, leading to solubilization of the attached layers; chemically modified surfaces
involving Si–O linkages degrade under basic conditions; both crystalline silicon and SiO2 surfaces
are susceptible to amine-induced degradation because oxidation of silicon is catalyzed by amines.
It was also emphasized [97] that nanodiamond surfaces possess superior sensitivity while also being
compatible with microelectronics processing technologies.

Nanocrystalline diamond coatings on suitable substrates are promising materials for medical
implants, cardiovascular surgery, and for coating of certain components of artificial heart valves,
due to their extremely high chemical inertness, smoothness of the surface, and good adhesion of the
coatings to the substrate [100]. Nanocrystalline diamond coating (reported grain size ~10 nm)
deposited by radio-frequency plasma chemical vapor deposition (RF-PCVD) of methane with nitro-
gen on millimeter-sized steel implants demonstrated excellent biocompatibility and biostability in
situations where the implant had been inserted to tissue and bones for up to 52 weeks [100].

The first biomedical applications of UNCD particulate was reported by Kossovsky et al. [101],
where nanodiamond was used for immobilization of antigens. Nanodiamond was chosen because
of requirements of high surface area, high surface energy, and nontoxicity, as compared, for exam-
ple, with toxic tin oxide particles. General Electric, Inc. (GE) powder of blocky 5 to 10 nm parti-
cles was treated with cellobiose (4 to 6 nm layer) following adsorption of antigen mussel adhesive
protein (MAP) by dialysis. The resulting colloidal system of nanodiamond/cellobiose/MAP aggre-
gates of 300 nm in size was used as antigen delivery vehicles for prolonged production of antibody.

An extensive set of experiments on biological activity of UNCD particles and their potential
applications has been carried out by Puzyr et al. [102–107]. Reference [102] demonstrates the pos-
sibility of preparation of materials composed of particles with significantly different chemical struc-
ture and physical properties, using protein molecules as a cross-linking agent. Particularly
promising for design of new composites biomaterials is the nanodiamond–protein–Al2O3 complex,
where UNCD particles and δ-Al2O3 were used as building blocks and protein as cross-linking
agents.. In the first stage, a recombinant apoobelin (a light-emitting protein) was adsorbed on nan-
odiamond particles, and in the second stage, the nanodiamond–protein complex was adsorbed onto
the δ-Al2O3 particles. As an extension of that work, obelin–nanodiamond particle complexes were
immobilized on a plane aluminum oxide structure [103], which allowed them to devise a biolumi-
nescent test system to record calcium ions, as an alternative to the well-known methods of calcium
measurement performed within the volume of the reaction mixture. Importantly, biological activity
of apoobelin in the composites was retained even for a dry plate, so that the analyzed solution can
be placed on a dry plate. It is claimed that the designed plane luminescent sensors (biochips) are
capable of operating under “extraordinary” conditions [103]. For example, prolonged space mis-
sions are known to promote decalcination of human bone tissue. The express method of analysis
that does not require any solution other than the one under analysis, eliminates the problem of work-
ing with a variety of liquids under microgravity and makes it much easier to obtain information on
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the dynamics of calcium ions in physiological liquids (saliva, urine, blood, or tears). Recently, a
luminescent biochip prototype for use in bioluminescent analysis has been designed, whose main
element consists of detonation UNCD particles functionalized with light-emitting proteins such as
bacterial luciferase and obelin [107]. It was demonstrated that, in these structures, the enzyme
retains the catalytic activity. 

Detonation nanodiamond has also been used for the separation and purification of recombinant
apoobelin and recombinant luciferase from bacterial cells of Escherichia coli [105] in bulk. It has
been demonstrated that the application of nanodiamonds simplifies the procedures for purifying the
proteins, decreases the time of their separation to 30 to 40 min (as compared to conventional meth-
ods which take several days), eliminates the necessity of using special chromatographic equipment,
and makes it possible to prepare high-purity apoobelin and luciferase materials with protein yields
of 35 to 45% and 45 to 60%, respectively. As possible mechanisms of interaction of proteins with
particles surfaces formation of S–S bridges, coordination bonds, or multiple points interaction of a
protein molecule with different functional groups on a particle surface was considered [105].

Puzyr et al. [104] performed a study of the effects of UNCDs on human white and red blood
cells in vitro. Experiments were carried out using seven different samples of detonation UNCD puri-
fied from by-products of explosion-induced synthesis by different methods and obtained from dif-
ferent vendors. Two parameters were used to understand the effects of nanodiamond particles on
white blood cells: (1) the kinetics of generation of active oxygen species (AOS) and (2) the cell via-
bility. The kinetics of AOS generation was measured using the chemiluminescence luminol reaction
(CLR), and cell viability was tested by staining with a trypan blue solution. It was observed that the
detonation UNCD had a damaging effect on both white cells and erythrocytes [104]. The results of
the study suggest that nanodiamond particles in whole blood interact with white blood cells and
activate AOS generation in these cells. On the other hand, there was almost no correlation between
the physicochemical characteristics of the nanodiamond samples used in the study and their effects
on the whole blood CLR kinetics. It was concluded [104] that the active functional groups that are
exposed on the surface of nanoparticles, rather than their diamond core, are the decisive factor of
the UNCDinduced effect on cells. On the other hand, experiments performed by a group from
Poland [108] demonstrated that detonation UNCD increases blood cells survivability in systems
with high concentration of free radicals as compared to nanodiamond particles synthesized by other
means. Definitely, this important area requires more work to be done to reveal the mechanisms of
interaction of UNCD with blood cells as well as other types of cells. Figure 7.19 is a TEM micro-
graph of an ultrathin section of a mammalian cell, demonstrating results of incubation of modified
UNCD with a cell. White arrows highlight places where presumably UNCD particles penetrated the
cell membrane. This is an important fact demonstrating that, in principle, UNCD particles (at least
modified UNCD [106]) can serve as delivery vehicles for different substances into cells. Also,
UNCD particulates have been specifically modified with the ultimate goal of adapting them to bio-
logical investigations [106]. Powders of modified nanodiamonds are characterized by a high col-
loidal stability of the particles, virtually independent of particle concentration. They form stable
hydrosols on simple addition of water, and do not need ultrasonic dispersion. After repeated
removal of the dispersive medium and subsequent addition of water to the dry, modified nanodia-
mond powder, again a stable hydrosol can be obtained. The use of highly stable colloidal solutions
of modified UNCD in biological investigations (buffer solutions, culture media, physiological liq-
uids), and for achieving a uniform distribution of nanoparticles in an agar gel, has been demon-
strated. It was also reported [106] that organosols with modified UNCD possess high colloidal
stability over a wide range of temperatures, namely, from the boiling point to the freezing point of
the dispersive medium. After freezing and melting, the organosol retains the colloidal stability. 

Another group active in the development of biological and medical applications of UNCDs is
the team led by Dolmatov [2]. In preliminary experiments on animals with Erlich carcinoma, and
several clinical tests on terminally ill cancer patients, the research team [109] found that treatment
with aqueous suspensions of nanodiamonds resulted in improvement of the overall condition of the
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patients, normalization of gastrointestinal function, decrease in the intoxication and, in some cases,
reduction of the tumor size [2,109]. However, no detailed mechanism-of-action studies have been
conducted so far. According to Dolmatov et al. [2,109], UNCD can be considered as a potential
medical agent (not just drug-delivery agent) in oncology, gastroenterology, and vascular disease,
and an efficient remedy for the after-effects of burns, in skin diseases, and intoxication. The char-
acteristics of UNCDs which make them suitable for medical applications are the anomalously high
adsorption capacity, high specific surface areas, abundance of free electrons on the surface (a mul-
tiple radical donor), nanoscale size, significant amount of oxygen-containing functional groups on
the surface, chemically inert cores, and hydrophobicity of the surface [2]. According to Dolmatov
[2], owing to their high adsorption capacities, UNCDs exhibit extremely high absorbing/bonding
activities with respect to pathogenic viruses, microbes, and bacteria. The absorbing/bonding may be
selective to particular drugs that can enhance the drugs’ activity. According to [2,109], UNCDs
exhibit no carcinogenic or mutagenic properties and are not toxic. 

While the preliminary results, particularly in oncology, are encouraging [109], a very limited
amount of research has been conducted so far on the pharmacological effects of UNCD, and extensive
fundamental studies will be required before a clear understanding of the benefits can be developed.

7.8 CONCLUSION

Nanodiamond particles have very diverse structures at the nanoscale, ranging from individual clus-
ters to high-purity films, can be produced by very diverse techniques such as the detonation explo-
sives method, low-pressure CVD, and the chlorination of carbides. Different types of nanodiamond
are at varying stages of commercialization. Production of nanodiamond particulates for polishing
applications, obtained by fractioning and grinding of micron-sized monocrystalline and polycrys-
talline particles is a very mature technology. The purity of nanodiamond for polishing applications
is not as critical as it is for other applications, so the specifications for nanodiamond quality in this
application is more relaxed. The recently developed process of depositing UNCD films with very
unique properties is at the very early stage of commercialization. The process of producing UNCD
films by the carbide-derivation process is distinct due to its simplicity and is being rapidly imple-
mented in some market niches because of the existing infrastructure for producing carbide films.
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FIGURE 7.19 TEM micrograph of an ultrathin section of a mammalian cell, demonstrating results of incu-
bation of modified UNCD with a cell. (Courtesy of A.P. Puzyr, O.A. Mogilnaya, and V.S. Bondar.)
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It is interesting that before nanotechnology became widely popular, there is a long history of
application of detonation UCND in traditional areas such as in polymer composites and polishing
compounds, as additions to lubricants and in solutions for galvanic coatings, in the countries of the
former Soviet Union. 

UNCDs can be easily produced in tons quantities however, it is very hard to produce UNCD
completely free of contamination due to the incombustible impurities (metals, nonmetals, and their
oxides), which are located in inter-particle areas within agglomerates of UNCD particles. High
purity of UNCD is not required, however, for the traditional applications mentioned above.
Depending on the application, technologies developed earlier for UNCD purification, surface mod-
ification as well as generation of aggregate-free UNCD suspensions, are now being scaled up for
industrial use. Application-specific modification of UNCDs is underway. It should be emphasized
that developing an understanding of the relationship between the complex structure of the surface
of UNCDs and their physical properties is an area of very active research. Especially important,
although very challenging, is developing an understanding of the properties of individual nanodia-
mond particles. Regarding novel applications of UNCD, we have pointed out that biomedical appli-
cations is an area of research that is just beginning to emerge.

In conclusion, nanocrystalline diamond with wide diversity of forms, is a rapidly developing
area from both the point of view of fundamental research as well as the current perspective of appli-
cation in many areas of nanotechnology.
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ABSTRACT

This chapter gives a comprehensive overview of various nanostructured carbon materials produced
from carbides by selective etching in halogens, molten salts, and supercritical water, as well as by
vacuum decomposition. Both experimental results and thermodynamic modeling of carbon forma-
tion are provided. Amorphous and nanocrystalline graphitic carbon, nanotubes, fullerene-like struc-
tures, carbon onions, nanocrystalline diamond, and ordered graphite can be produced by selective
etching or decomposition of metal carbides. The discussed method of carbon synthesis offers
unique control over carbon microstructure and porosity at the nanoscale, thus allowing optimization
of material properties for improved performance in advanced applications. These applications
include hydrogen and methane storage media, electrodes in electrochemical energy-storage sys-
tems, tribological coatings, sorbents, and catalyst supports, among others.

8.1 INTRODUCTION

Carbon is a very special element. It plays a dominant role in the chemistry of all living organisms
and is considered to be the only truly biocompatible material in all its forms. Carbon is the back-
bone of all organic substances and a whole class of materials — polymers — is based on carbon
compounds. Being the sixth most common element in the universe, it is present in most of the things
that surround us. In addition, carbon is the only element that has a major monthly scientific journal
named after it — Carbon, published by Elsevier Science. This journal publishes papers dealing with
carbon materials only: mainly amorphous carbons, graphite, diamond, fullerene-like structures, and
nanotubes, which have numerous practical applications. Moreover, some of the carbon allotropes,
diamond and fullerene, have journals dedicated to them as well (Diamond and Related Materials,
Fullerene Science and Technology, and others).

There has been a new wave of interest in carbon materials caused by the recent “nano-” revolution,
which has affected all science and engineering fields. Many nanotechnology papers are devoted to car-
bon-based nanostructures. Not only nanotubes and fullerenes but also nanodiamond, nanographite, car-
bon onions, and nanoporous carbons are steadily attracting increasing attention [1–7]. Biocompatibility
of carbons may provide them a unique place in medical applications of nanotechnology [3,8–11].

The range of mechanical, optical, and electrical properties that carbon materials can provide
is amazing. For example, diamond is one of the hardest materials known (microhardness of
�100 GPa) and is used to make cutting tools and abrasives, while graphite is one of the softest
materials (microhardness is about 1 GPa) and is used as a solid lubricant. While diamond is an opti-
cally transparent material, being a wide-band-gap semiconductor, graphite is not transparent, being
a good electric conductor. The recently discovered carbon nanotubes (CNTs) are considered to be
the strongest fibers known. Depending on their crystallographic structure, CNTs may have the con-
ductivity of copper (metallic single-wall nanotubes) or silicon (semiconducting single-wall nan-
otubes). In addition to the known carbon allotropes, amorphous or disordered carbons form a whole
new class of materials for which all properties, such as electrical conductivity, hardness, wear resist-
ance, gas permeability, optical transparency, and many others can be finely tuned by controlling the
sp2/sp3 carbon ratio, porosity/density, size, and ordering of nanocrystals, and inclusions of various
allotropic forms of carbon and other elements.

There are many ways to produce carbon materials. Very high temperatures are typically
required for the synthesis of ordered graphite because of a very low mobility of carbon atoms in its
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covalently bonded layers. Diamond is produced either at high pressures or by using plasma and
other high-energy activation techniques. Many carbon nanostructures such as fullerenes, carbon
onions, and nanotubes can be produced by vaporization of graphite (e.g., by electric current, laser
heating, explosion, plasma, etc.) in the presence of an inert quenching gas. Chemical vapor deposi-
tion (CVD) is currently a common method for the synthesis of thin and thick films of disordered
graphitic carbon, diamond, and nanotubes. Many porous and disordered carbons, including carbon
fibers and activated carbons, are made by thermal decomposition of organic compounds.

The age of nanotechnology requires new methods that enable engineers to control the growth
of carbon materials at the atomic level, provide a better control over the structure of carbon mate-
rials as well as capability to produce selectively novel carbon structures such as nanotubes, onions,
nanocrystalline diamond, or nanoporous carbon with a narrow pore-size distribution for gas stor-
age, batteries, supercapacitors, and other applications.

Selective etching of carbides is considered to be a promising technique for the synthesis of var-
ious carbon structures [12]. Carbon produced by extraction of metals from metal carbides (MeCs)
is called carbide-derived carbon (CDC). Leaching in supercritical water, high-temperature treat-
ment in halogens, vacuum decomposition, and other methods can be used to remove metals from
carbides, producing carbon coatings or bulk and powdered carbon. The linear reaction kinetics,
which were demonstrated for chlorination of both bulk-sintered polycrystalline SiC [13] and single-
crystalline SiC nanowhiskers [14], allow transformation to any depth, until the complete particle or
component is converted into carbon. Carbide-derived carbon demonstrates a variety of carbon
phases depending on experimental conditions. Amorphous and nanocrystalline graphitic carbon
[15], nanotubes [16], fullerene-like structures [17], carbon onions [17,18], nanocrystalline diamond
[19,20], and ordered graphite [21] have been reported. Thus, this method allows the synthesis of
almost all carbon allotropes. Since the metal carbide lattice is used as a template and metal is
extracted layer-by-layer, atomic-level control can be achieved in the synthesis process and the struc-
ture of the carbon can be templated by the carbide structure, with an opportunity for further struc-
ture modification by controlling the temperature, composition of the environment, and other process
variables. An important advantage of the CDC process over the CVD or the PVD process for coat-
ing synthesis is that the transformation is conformal and does not lead to a change in the carbide
sample size and shape. This may be of particular importance in nanotechnology when nanometer-
range accuracy must be achieved.

Significant progress in CDC synthesis has been achieved over the past decade and a review of
the synthesis has been published [22]. However, during the last few years, a significantly better
understanding of the mechanisms involved in CDC formation has been achieved and better control
over CDC properties has been developed. This chapter presents an up-to-date summary of the work
done in this exciting area, which shows various approaches to CDC synthesis (leaching by super-
critical water, halogens, salts, and decomposition in vacuum), analyzes similarities and differences
between different techniques, and describes the variety of structures produced, their applications as
well as the potential of the method for producing new carbon structures with required properties.

8.2 SELECTIVE ETCHING OF CARBIDES BY HALOGENS

8.2.1 CHLORINATION OF CARBIDES FOR PRODUCTION OF CHLORIDES

A manufacturing process based on the reaction of silicon carbide with chlorine gas was reported in
1918 for the first time [23]. Hutchins patented a method for the production of silicon tetrachloride
using the reaction 

SiC � 2Cl2 � SiCl4 � C (8.1)

The reaction was conducted by passing dry chlorine over silicon carbide heated to a temperature of
1000°C or above. The main product of the reaction, silicon tetrachloride vapor, passed through the
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outlet pipe into a condenser. Residual carbon was disposed of. A development of this method was
patented in 1956 [24]. In order to remove carbon without cooling off the reactor, air was periodi-
cally blown through it to burn the carbon waste. This method was widely used until the 1960s, when
the availability of large quantities of inexpensive Si manufactured for the semiconductor industry
led to the replacement of SiC with Si in SiCl4 production.

Treatment of other MeCs in chlorine gas has been used to produce corresponding chlorides.
Therefore, kinetics of chlorination of titanium and niobium carbides [25] and zirconium carbide
[26] were studied. The reactions 

MeC � x/2Cl2 � MeClx � C (8.2)

(where x � 4 when Me � Ti, Zr; and x � 5 when Me � Nb) were conducted in a quartz-tube flow
reactor in the temperature range 600 to 800°C in the case of TiC and NbC, and 450 to 950°C in the
case of ZrC. Samples were produced by hot-pressing the carbide powders. The rates of the reactions
were controlled by measuring the weight loss and the amount of chlorides. Carbon that formed on
the surface of the samples in the course of the reaction was considered to be porous graphite or car-
bonaceous “cinder.” This layer did not affect the reaction rate at 400°C but at higher temperatures
the diffusion resistance was considerable. In the case of niobium carbide, the chlorination rate at
600°C was higher than at 800°C. This phenomenon was attributed to the increased adhesion of the
carbon layer to the carbide surface, but our recent work shows that it should primarily be attributed
to changes in the CDC structure. For some carbides, the mechanism of the interaction with chlorine
and the composition of reaction products may change with temperature. Therefore, it is important
to consider the thermodynamics of the reactions of carbides with halogens.

8.2.2 THERMODYNAMIC SIMULATIONS

Thermodynamic simulations can be utilized to estimate the effect of various process parameters on
CDC formation and help in choosing the optimum synthesis conditions [27]. Such simulations were
performed on a number of carbides [28–32]. The Gibbs free energy minimization program (such as
FactSage or ChemSage from GTT Technologies, Germany) was employed to estimate the equilibrium
amounts of reaction species as a function of the chlorination temperature for different amounts of
chlorine. The calculations were always done for a closed system with a constant total pressure of
1 atm. The gas phase was considered to be a mixture of ideal gases, and the solid phase was treated
as a mechanical mixture of compounds with unit activities. It was found that carbon formation is pos-
sible by the halogenation of SiC, TiC, ZrC, V2C, NbC, Nb2C, TaC, Ta2C, Cr3C2, Mo2C, MoC, W2C,
WC, BaC2, CaC2, SrC2, Al4C3, B4C, Fe3C, Ti3SiC2, and Ti2AlC. We will use the designation “MeC
CDC” for carbon produced from a metal carbide (MeC) by selective removal of the metal.

Figure 8.1 shows an example of the thermodynamic calculations discussed with regard to the
formation of carbon from ZrC for different amounts of initial Cl2 content. Low content of Cl2 in the
reaction mixture limits the CDC conversion efficiency and the reaction products contain a consid-
erable amount of untransformed carbide (Figure 8.1a). Adding more Cl2 into the system results in
the complete conversion of ZrC into ZrCl4, CCl4, and C. Different temperature ranges can be dis-
tinguished. In the low-temperature range (range I), no CDC synthesis is thermodynamically possi-
ble under equilibrium conditions due to the preferential formation of CCl4 over solid C. The
medium-temperature range (range II) corresponds to the formation of both CDC and CCl4. As can
be seen from Figure 8.1, increasing the temperature leads to a higher CDC yield. In the high-
temperature region (range III), no loss of carbon as CCl4 is observed. Each range depends on the
amount of Cl2 used in the calculation. Range II, for example, changed from ~50–700°C to
~350–800°C and to ~450–870°C when the amount of Cl2 changed from 3 to 5 and to 10 mol,
respectively, while the amount of ZrC was kept constant (1 mol). The thermodynamic simulations
suggest an optimum Cl2/ZrC ratio, where maximum carbon yield is achieved over a large tempera-
ture range. Adding too much or too little Cl2 will affect the temperature range yielding maximum
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carbon. Undesirable formation of solid zirconium chloride is expected at temperatures below 300
to 350°C, depending on the initial Cl2 amount.

Figure 8.2 shows equilibrium compositions for TiC/Cl2 and SiC/Cl2 systems (1:5 molar ratio) at
ambient pressure. In both cases, no formation of solid chlorides is predicted and CDC forms in high
yield at above 600°C. We have also conducted thermodynamic simulations for interactions of a vari-
ety of carbides with other halogens such as F and I and halogen-containing gases such as HCl and
HF (data not shown), and confirmed the possibility of CDC formation in nonchlorine environments.

The thermodynamic calculations provide information about a closed system in equilibrium. The
experimental set-up used for CDC synthesis is in most cases an open system, where gaseous reac-
tion products are continuously removed with a gas flow, and the actual product composition may be
determined by the kinetics of the process. However, the results obtained provide general guidelines
for the experimental design. They show that selective removal of metals is possible by using small
amounts of Cl2, as well as suggesting that a moderate amount of Cl2 is the key to efficient CDC syn-
thesis. Excess Cl2 can be used at high temperatures, when CCl4 is unstable to accelerate the process.

8.2.3 HISTORIC OVERVIEW OF CARBIDE-DERIVED CARBON STUDIES

Carbide-derived carbon did not attract major attention from researchers until 1959, when Mohun [15]
introduced “a fourth class of amorphous carbons” along with the three known ones (hard carbons,
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FIGURE 8.1 Example of thermodynamic analysis for zirconium carbide chlorination: equilibrium amount
of species vs. chlorination temperature for 1 mol (a), 3 mol (b), 5 mol (c), and 10 mol (d) of Cl2 (From Dash,
R.K. et al., Synthesis, structure and porosity analysis of microporous and mesoporous carbon derived from zir-
conium carbide, Microporous and Mesoporous Mater., 86, 50–57, 2005. Generally, three temperature ranges
can be distinguished: range-I with no CDC formation predicted due to high stability of CCl4 at low tempera-
tures, range-II corresponding to the increase of CDC amount with temperature, and range-III is where CDC
efficiently forms due to the higher stabilities of gaseous ZrCl4 and solid C compared to CCl4. Each range
clearly depends on the amount of Cl2 in the system. Formation of solid ZrCl4 is expected at temperatures below
300°C. Incomplete reaction takes place in case of insufficient Cl2 amount.
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soft carbons, and carbon black). The term “mineral carbons” was proposed for carbons formed by
the chlorination of inorganic carbides to distinguish them from carbons of organic origin. Unlike
organic carbon, which also includes substantial quantities of hydrogen and other elements, CDC was
claimed to be real elemental amorphous carbon. Chlorination of silicon, aluminum, boron, titanium,
zirconium carbides, and zirconium carbonitride was carried out in the temperature range from 150
for ZrC ⋅ ZrN to 1650°C for SiC in chlorine flow. Reactor tubes were made of quartz or mullite and
were provided with an external electric heater. Owing to the strong exothermic effect of the reaction
and the substantial size of the samples (20 to 250 g), temperature of the sample was rather difficult
to control. After the chlorination process was completed, carbon samples were cooled in an atmos-
phere of chlorine or dry nitrogen and treated to remove the residual chlorine.

Mohun extended his study and eventually patented the new materials and the processes of their
production [33,34]. Figure 8.3 shows some sorption properties of SiC CDC reported in these patents
as a function of chlorination temperature and the cooling environment. Vapor adsorption capacity of
the CDC generally peaked at some intermediate chlorinated temperatures and decreased when the
processing temperature increased to 1650°C, possibly due to the graphitization of the CDC and the
corresponding decrease of the specific surface area (SSA, surface area of material per unit weight)
as we know from our experiments. Vapor adsorption also noticeably increased when samples were
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FIGURE 8.2 Examples of thermodynamic analysis for chlorination of TiC (a) and SiC (b) in 5 mol of Cl2,
demonstrating efficient formation of CDC at above 600°C.
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cooled in N2 rather than in Cl2, demonstrating the importance of the dechlorination procedure. The
patents also give a detailed description of all the methods employed for the dechlorination of the
CDC samples. The techniques described include heating in static air, heating in gas stream (air,
nitrogen, water vapor, and carbon dioxide), vacuum dechlorination, and wet dechlorination with the
use of various washing solutions. Chlorine content in the samples was controlled by weight loss dur-
ing dechlorination, and measuring the pH of the aqueous suspension. It was found that the flow of
nitrogen or other gases over the sample heated at 150°C at atmospheric pressure provided rapid and
complete dechlorination. Of considerable importance are the chlorides, which remain trapped in the
carbon when reaction is complete. It was shown that they are readily removed by any cyclic fluctu-
ation in temperature or pressure carried out at the same time as dechlorination. Another interesting
property of CDCs discovered in the studies was the absence of measurable paramagnetic electron
spin absorption. This distinguishes CDCs from organic chars in which free radicals are trapped dur-
ing carbonization of organic matter.

The chlorination set-up used in most of the CDC experiments is a common set-up for treatment
of the solid samples in the gas flow at elevated temperatures. Figure 8.4 shows a version of the
experimental apparatus.

8.2.4 KINETICS OF HALOGENATION OF CARBIDES

The kinetics of CDC formation has been studied for various carbides. In 1960, Kirillova et al. [25]
investigated the chlorination of bulk TiC and NbC and observed a linear increase in the CDC layer
thickness with time, suggesting that the transformation rate is not controlled by the diffusion of
gases. The chlorination rates were determined, and activation energies of CDC synthesis in the 400
to 800°C range were found to be 50 and 38 kJ/mol for TiC CDC and NbC CDC, respectively. The
chlorination kinetics of a lower zirconium carbide was discussed in the Ph.D. dissertation of
Vasilenko [35] in 1956. Experiments were carried out in the 400 to 800°C range on bulk and pow-
der samples. It was shown that CDC synthesis follows linear reaction kinetics and that the chlori-
nation temperature has only a small influence on the CDC synthesis rate.

In 1964, Kuriakose and Murgrave published the results of their studies on the fluorination of
bulk ZrC and HfC in the 300 to 900°C range [36,37]. They determined the activation energies of
the fluorination to be 92 kJ/mol and observed a constant fluorination rate with time. In 1966
Orekhov et al. [26] performed in-depth studies of chlorination kinetics of bulk ZrC in the 450 to
950°C range. The activation energy of the chlorination was found to increase from ~67 to
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FIGURE 8.3 Adsorption capacity of SiC CDC cooled in Cl2 as a function of chlorination temperature: vapor
adsorption (a) and adsorption from solution (b). A maximum adsorption at intermediate temperature was
observed. Dechlorination of SiC CDC prepared at 1050°C by purging N2 through it resulted in a noticeable
increase of the vapor adsorption capacity.
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~121 kJ/mol with an increase in the chlorination temperature. Chlorination rates were determined
for various temperatures and Cl2 gas velocities. The increase of CDC thickness was linear with time
for relatively thin coatings (�500 µm). However, for thicker CDC layers, the diffusion became the
limiting factor of the transformation rate, resulting in a parabolic dependence of the CDC thickness
over time. More recent studies of the halogenation of various carbides (see, e.g., [38]) generally
confirmed the linear transformation kinetics of bulk polycrystalline carbides to CDC, which allows
easy and precise control over the coating thickness, desirable for most of the applications. Recent
transmission electron microscopy (TEM) studies on the chlorination of SiC nanowhiskers [14]
revealed linear kinetics for CDC transformation of single-crystalline carbides starting from the ini-
tial stage, when a nanometer-thick coating is formed.

8.2.5 CONSERVATION OF SHAPE

As mentioned in the introduction, halogenation of carbides results in a conformal transformation.
Conservation of shape during the CDC synthesis had been observed in macro and microscopic
objects [38,39] for a long time. However, most studies were conducted on powders, fibers, and bulk
samples, and until very recently [14], it was not known how precisely the carbon formed could fol-
low the original shape of the carbide crystal. In addition, it was not known if the stresses existing
at the interface between CDC and the substrate might destroy nanoscale objects having a high
aspect ratio (e.g., components of SiC-based microelectromechanical systems [MEMS], during the
transformation). Our recent TEM studies [14] provided direct nanoscale observations of all stages
of the CDC transformation (Figure 8.5). They revealed that no matter what the final structure of the
transformed carbon or what metal extraction method was employed, a complex shape of a carbide
nano-object could be preserved.

8.2.6 NANOPOROUS STRUCTURE AND ADSORPTION PROPERTIES

8.2.6.1 Pore Formation

Selective removal of metals from MeCs generally results in the formation of porous carbon with a
density lower than that of graphite. The size of pores in the CDC is influenced by the distribution
of carbon atoms in the initial carbide, the CDC’s atomic structure, the amounts of chlorides and
chlorine trapped in the CDC, the size of the chloride molecule, the presence of catalytic particles,
and the effect of optional post-treatments, such as activation, or mild oxidation.

Porous structure and molecular sieve properties of CDC were first investigated by Boehm and
Warnecke [40] in 1975. Carbon samples were prepared by treating tantalum and silicon carbides in

246 Nanomaterials Handbook

2

1 Flowmeters 
2 Resistance furnace 
3 Quartz reaction tube 
4 Quartz boat with sample 
5 Sulfuric acid 

Ar  Cl2
HCl 

43

1
5

FIGURE 8.4 Typical experimental set-ups used for the chlorination of carbides.
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chlorine flow at 500 and 900°C, respectively. The completeness of the reaction was confirmed by the
disappearance of the x-ray diffraction (XRD) peaks of the original carbides. The CDC samples pro-
duced from TaC were additionally heat-treated at various temperatures. Sorption isotherms (the quan-
tity of the gas adsorbed onto or desorbed from the solid adsorbent surface at a constant temperature
in the range of equilibrium vapor pressures) of CDCs were measured for N2 at �196°C, for CO2 at
0°C, and for a variety of organic adsorptives at 25°C. All isotherms were of Type I in the Brunauer
classification, which indicated the nanoporous structure of the CDC samples. There was a peak in N2

uptake for CDC from TaC after heat treatment at 1450°C. The low sorption capacity of the CDC pre-
pared at 500°C was explained by the presence of tantalum pentachloride, which blocked a consider-
able part of the pore volume. However, our experience shows that a very small pore size can also limit
the applicability of sorption techniques for the analysis of CDC produced from transition MeCs at
∼500°C. The maximum pore volume accessible to N2 in CDC after heat treatment at 1450°C was
0.644 cm3/g, which is in excellent agreement with the theoretically calculated pore volume value of
0.645 cm3/g. Evaluation of the CO2 isotherms of the CDCs heat-treated in the range 500 to 1100°C
gave a maximum pore volume of 0.273 cm3/g, indicating that not all the pores were accessible to
larger CO2 molecules. Adsorption of organic vapors (benzene, tetrachloromethane, toluene, and
α-pinene) demonstrated strong molecular sieve effects for CDC from TaC heat-treated above 1500°C.
CDC from SiC post-treated in hydrogen at 800°C was proven to be suitable for gas chromatography.
It was possible to separate low-molecular weight gases with its use. For example, O2, N2, CO, and
CO2 could be separated with a 1 m column at 30°C and CH4, C2H2, C2H4, and C2H6 at 100°C.
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FIGURE 8.5 Transmission electron microscopy micrographs of SiC whiskers at different stages of the trans-
formation to carbon: (a) initial: as-received SiC whisker, (b) intermediate: carbon coating on a SiC whisker,
and (c) final: completely transformed to amorphous carbon. (From Cambaz, Z.G. et al., Conservation of shape
during formation of carbide-derived carbon on silicon carbide nano-whiskers, J. Am. Ceram. Soc., 2005, in
press.) The whiskers were treated in Cl2 at 700°C (b) and 1200°C (c).
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The porous structure and adsorption properties of CDC from silicon carbide and carbides of
transition metals of IV to VI groups were studied by Fedorov et al. [41–44] in the early 1980s. Three
forms of SiC (green and black α-SiC and β-SiC, temperature is not indicated) [41]; TiC in the tem-
perature range 500 to 1100°C [42]; ZrC, HfC, VC, NbC, WC, Cr3C2, Mo2C, B4C, and UC at 700°C
[43] were treated in chlorine gas flow in the quartz-tube reactor. Vapors of bromine and iodine,
besides chlorine gas, were used for etching zirconium carbide [44]. Completeness of the reaction
was controlled by the weight loss during the process and by the carbide contents in the sample. The
porous structure of the CDCs obtained was studied by a combination of pycnometric, mercury-
porosimetric, and sorption methods. Theoretical values of the apparent density δ were calculated
assuming that no shrinkage of the samples occurred during the chlorination process (confirmed by
electron microscopy), using the following formula:

δ � dA (8.3)

where d is carbide density and A is the mass fraction of carbon in the carbide. Theoretical total pore vol-
ume VΣ was calculated on the basis of pycnometric density of carbon (dC � 2.00 g/cm3) by the formula

VΣ � � (8.4)

It was found that the theoretical δ and VΣ values are generally in satisfactory agreement with exper-
imental data taking into account the porosity of the initial carbide granules.

According to the IUPAC definition, porosity in solids is classified by pore size [45]:

1. pores with widths exceeding about 50 nm are called macropores;
2. pores of widths between 2 and 50 nm are called mesopores;
3. pores with widths not exceeding about 2 nm are called micropores.

As currently accepted, we use the term nanopores for the pores of �2 nm, which reflects their
actual size more appropriately.

Sorption analysis was carried out with the use of benzene vapor as an adsorptive agent.
Isotherms were generally of Type I in the Brunauer classification that characterizes these carbons
as nanoporous adsorbents. The sole exception was Mo2C CDC, which developed mesopore volume.
This was explained by the larger distances between the carbon atoms in Mo2C compared to the
other transition MeCs, and the correspondingly smaller density of Mo2C CDC. Our experience
shows that the pore-size distribution may also be affected by many other parameters, including the
CDC microstructure, which, in turn, depends on the carbide and the temperature of its chlorination.
The isotherms were evaluated using Dubinin’s theory of volume filling of nanopores [46,47]. The
characteristic energy of adsorption, which is the principal parameter of nanoporous structure of
CDCs was at the level of the values for the best activated carbons.

A mechanism of nanopore formation in carbon materials produced by the interaction of car-
bides with chlorine was proposed in [48]. In essence, this theory is as follows: a series of nonlinear
chemical reactions proceed in the course of a chemical interaction between chlorine and carbide. If
the external parameters, the component fluxes, and the diffusion rates satisfy certain relations, the
self-organization process can occur. This process results in the creation of a periodic nanoporous
structure in the carbon material formed. A mathematical model was proposed, the main character-
istics of the process were calculated, and the restrictions on the parameters at which the formation
of the porous structure becomes possible were found.

8.2.6.2 Effect of the Chlorination Temperature

Temperature dependence of the pore-size distribution, BET specific surface area (SBET) [216], and
microstructure of Ti3SiC2, Ti2AlC, B4C, ZrC, and SiC CDCs were studied in the range of 200 to 1200°C

1
�
dC

1
�
δ
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[30,31,49–52]. Samples were prepared in a horizontal tube furnace (Figure 8.4). After chlorination, the
samples were purged with Ar for ∼15 min at the chlorination temperature and then cooled down in an
Ar atmosphere. A combination of TEM, Raman spectroscopy, and XRD was employed for the analy-
sis of carbon microstructure. Pore structure was studied using Ar or CH3Cl sorption, or small-angle x-
ray scattering (SAXS). It was discovered that chlorination temperature might control the pore structure
and the pore size with sub-angstrom accuracy. Figure 8.6 shows the differential pore-size distributions
for Ti3SiC2 CDC and the dependence of the pore size on the processing temperature. Low-temperature
chlorination resulted in very uniform pores [49]. Pore-size distribution for these CDCs was narrower
than that of single-walled carbon nanotubes (SWCNT) and activated carbons, and comparable to that
of zeolites. Increasing CDC synthesis temperature generally leads to pore enlargement and eventually
(above 1100°C in case of Ti3SiC2 CDC) to a broader distribution of pore sizes. Similar dependences
were demonstrated for CDCs produced from other carbides. Figure 8.7 and Figure 8.8 show the differ-
ential pore-size distribution of Ti2AlC CDC and ZrC CDC in the temperature range 400 to 1200°C.

The observed changes in the pore structure are inherently connected to the changes in the
microstructure of the CDCs. Uniform, relatively small pores formed during chlorination at lower
temperatures were found to be associated with the amorphous structure of the CDCs, while less uni-
form and generally larger pores formed at higher synthesis temperatures were linked to graphitic
ribbon network structure (see Figure 8.7 and Figure 8.8).

SBET as a function of synthesis temperature of the as-prepared CDCs generally follows a “bell-
shape” curve (Figure 8.9). Samples prepared at low temperature are of amorphous structure, have
pores filled with considerable amounts of trapped chlorine and chlorides, and thus show a small
effective SBET. It is also possible that some of the pores are too small to be fully accessible to N2 or
Ar molecules used for SBET measurement. As CDC processing temperature increases, the size of
pores in the CDC increases as well. This allows chloride molecules to be removed from the pores
more efficiently, and the effective SBET to be increased. In addition, high processing temperatures
increase the diffusion rates of gases (chlorides, chlorine, Ar, etc.) into and out of pores, thus con-
tributing to the CDC cleaning efficiency and the corresponding increase in an accessible CDC sur-
face area. However, above a certain temperature, multiwalled graphitic structures start forming in
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FIGURE 8.6 Pore-size distributions of Ti3SiC2 CDC showing uniform pore size when produced at low tem-
peratures (From Gogotsi, Y. et al., Nanoporous carbide-derived carbon with tunable pore size, Nature Mater.,
2, 591–594, 2003.). The calculations were performed using the Horvath–Kawazoe method and assuming a slit
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CDC. The area between the walls in such structures is generally not accessible to N2 and Ar, as the
interwall spacing is generally close to interplanar spacing in graphite (0.335 nm), which is too small
for N2 or Ar to fit in between. As such, formation of a substantial amount of well-organized multi-
walled graphite ribbons in CDC may lower its SBET value. The optimum synthesis temperature for
large SBET CDC would correspond to the conditions when all of the pores formed in the CDC are
open; large enough to be accessible to inert gases and free from contaminants, while the amount of
multiwalled graphite ribbons in the CDC is limited.

The temperature of graphite formation in CDC seems to depend strongly on the initial carbide,
its purity, presence of catalyst particles, and halogen chosen. SiC CDC, for example, shows very
limited formation of graphite ribbons even at 1200°C synthesis temperature and its SBET does not
decrease substantially at temperatures below 1200°C (Figure 8.9). In contrast, Dimovski et al. [21]
observed the formation of planar microcrystalline graphite during the CDC synthesis from Fe3C at
1200°C. It was suggested that above the eutectic temperature in the Fe–Fe3C system (1130°C) a liq-
uid phase formed, which was further supersaturated with carbon due to the removal of Fe upon
interaction with Cl2, and that graphite crystals nucleated and grew from this melt. It should also be
mentioned that significant graphitization was observed even at lower temperatures (above 600°C).
The catalytic effect of iron played a significant role in the phenomena observed.

Temperature dependence of Al4C3 CDC structure was reported in [53,54]. The nitrogen sorption
isotherm of a low-temperature Al4C3 CDC (300°C) was of a type I in the Brunauer classification,
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indicating that this sample had a nanoporous structure. High-resolution transmission electron
microscopy (HRTEM) revealed the amorphous structure of the material. However, CDCs produced at
500 to 900°C demonstrated considerable graphitization, as confirmed by both HRTEM and XRD, and
their sorption isotherms were of a type IV, which indicates the presence of mesopores [45]. The aver-
age pore size was calculated according to the Barrett Joyner Halenda (BJH) theory [55] and the SBET

values of Al4C3 CDC were plotted as a function of chlorination temperature in Figure 8.10. The large
SBET of Al4C3 CDC synthesized at 300°C is probably related to the efficient removal of the chlorides
and the relatively large pores fully accessible to N2. Upon increasing the processing temperature, SBET

steadily decreased as a result of CDC graphitization. It is necessary to note that the presence of
condensed AlCl3, which has a melting point of 192°C, can affect the pore structure of this CDC.

Temperature dependence of the pore structure of TiC CDC was investigated in [56]. As in some
of the previous studies, TiC CDC sample chlorinated at a lower temperature demonstrated an appar-
ent density higher than the theoretical value. The presence of TiCl4 in a significant part of the pore
volume provided a possible explanation. Samples produced in the 700 to 1100°C range showed vir-
tually equal values of total pore volume, while their pore-size distributions were different. Volume
occupied by mesopores increased with increasing chlorination temperature as a result of the order-
ing of turbostratic carbon structures. Figure 8.11 shows the mesopore volume measured by means
of benzene adsorption and mercury porosimetry as a function of the synthesis temperature. The dif-
ferences in the mesopore volume obtained by these two techniques are explained by the failure of
mercury porosimetry to detect pores of equivalent radius below 3 nm. CDC produced at 1100°C
evidently had some mesopores of less than 3 nm in equivalent size.

8.2.6.3 Effect of the Carbide Structure

The distribution of carbon atoms within carbides may differ substantially even when densities of the
corresponding CDCs are similar. The carbide microstructure discussed may have a strong influence
on the microstructure of the CDC produced and thus on its pore shape and pore size. Figure 8.12
shows a layered C structure in a hexagonal Ti3SiC2 and a uniform distribution of C in a cubic SiC
(3C polytype), while Figure 8.13 compares the microstructure of the CDCs obtained at 1200°C.
It is clearly seen that under the same processing conditions, CDC obtained from Ti3SiC2 consists of
a disordered network of graphite ribbons (Figure 8.13a), whereas CDC from SiC shows an
amorphous structure (Figure 8.13b).
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FIGURE 8.10 The BET-specific surface area (a) and the calculated average pore size using the BJH theory
(b) of Al4C3 CDC as a function of chlorination temperature. (From Leis, J. et al., Carbon nanostructures pro-
duced by chlorinating aluminium carbide, Carbon, 39, 2043–2048, 2001.) A sharp decrease in the surface area
and increase of the pore size value occur at �500°C as a result of low-temperature formation of graphitic
structures in such material. It is believed that formation of these structures was facilitated by the presence of
transition metal impurities in the Al4C3.
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adsorbents from titanium carbide, Z. Prikladnoi Khimii, 55, 46–50, 1982 [in Russian].). Inability of mercury
porosimetry to detect pores smaller than 3 nm resulted in considerable difference in the mesopore volume
measured in the material processed at 1100°C.
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FIGURE 8.13 High-resolution TEM of CDC produced at 1200°C from Ti3SiC2 (a) and SiC (b) at 1200°C.
(From Yushin, G. et al., Synthesis of nanoporous carbide-derived carbon by chlorination of titanium silicon
carbide, Carbon, 43, 2075–2082, 2005; Gogotsi, Y. et al., Effect of synthesis temperature on structure and
properties of nanoporous carbon derived from silicon carbide, Carbon, 2006, in press.)
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8.2.6.4 Effect of Catalysts on the Surface Area and Microstructure of CDC

The influence of 3d-transition metal catalysts on the temperature dependence of the microstruc-
ture and SBET of TiC CDC was studied in [57]. Titanium carbide powder samples were chlorinated
for 1 h in the temperature range 400 to 1200°C. Pure TiC samples as well as TiC with an added
mixture of Co, Ni, and Fe chlorides (~73 mg of each chloride per gram of TiC) were converted
into CDC. SBET was calculated from the data of N2 sorption at �196°C (Figure 8.14a); micropore
volume was determined by measuring dynamic benzene adsorption at room temperature (Figure
8.14b). The SBET temperature dependence followed the expected bell-like curve, where the trapped
chlorides lowered the accessible surface area in samples processed at low temperatures, and
graphitization of carbon with the formation of multiwalled graphite structures limited the surface
area of the material formed at higher temperatures. The slow increase in the micropore volume
with an increase in chlorination temperature could be explained by mild oxidation or structural
change during the CDC synthesis. The effect of metal catalysts was not significant at temperatures
below 700°C. But at higher temperatures, the catalysts strongly increased the graphitization degree
and correspondingly lowered the SBET value. Judging from the SBET values and XRD spectra, TiC
sample chlorinated at 900°C in the presence of catalysts showed a higher degree of graphitization
(thickness of graphitic structures in the 0 0 2 direction) than the pure TiC sample chlorinated at
1200°C.

8.2.6.5 Effect of a Halogen

The influence of the nature of reacting halogens on the porous structure of CDC was demon-
strated in [44]. In that study, ZrC CDC was synthesized by treatment in chlorine, bromine, and
iodine at 800°C. Equal values of the total pore volume were found by measuring benzene adsorp-
tion in all the samples. At the same time, their sorption capacities for halogens differed signifi-
cantly. The highest capacities for bromine vapor and iodine adsorption were observed in the case
of the CDC sample prepared by bromination and iodination, respectively. This was considered
evidence that the porous structure of CDC was affected by the size of the halogen and evolving
zirconium tetrahalogenide molecules as well as by surface termination of CDC produced using
different halogens.
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FIGURE 8.14 The BET-specific surface area (a) and the pore volume (b) of TiC CDC as a function of pro-
cessing temperature, showing the effect of the metal chloride catalysts present in TiC before the synthesis
(From Leis, J. et al., Catalytic effect of metals of the iron subgroup on the chlorination of titanium carbide to
form nanostructural carbon, Carbon, 40, 1559–1564, 2002.). Graphitization at lower temperature caused by
the catalysts resulted in the decrease of the surface area and pore volume at temperatures above 700°C. The
catalyst mixture consisted of CoCl2, NiCl2, and FeCl3 solutions in ethanol with a final content of 73 mg of each
chloride per gram of carbide.
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8.2.6.6 Effect of the Initial Carbide Porosity

Carbide-derived carbons from carbide single crystals do not possess macroporosity, unlike carbons pro-
duced from porous sintered samples of carbides having initial porosity of 6 to 16% (by vol.). This
means that the original macropore volume of sintered carbides does not change during the chlorination
process and can be controlled by controlling the porosity of carbides. Kukushkina et al. [58,59] studied
the influence of the initial porosity in polycrystalline carbides on the porosity of the corresponding
CDC. The chlorine treatment of the dense polycrystalline carbides (SiC, TiC, HfC, and ZrC) at 600 to
1100°C resulted in completely nanoporous CDCs, similar to the CDCs produced from single crystals,
with the experimental values of apparent density and total pore volume in good agreement with the the-
oretically expected ones. The chlorination of polycrystalline SiC with various initial porosities revealed
a linear relationship between the total pore volume of the synthesized CDC and the initial pore volume.

Total volume and characteristic dimensions of meso- and nanopores can be predicted and
achieved by the selection of proper binary or ternary carbides or carbide mixtures, and variation of
the chlorination process parameters. This statement is illustrated with an example of the CDC pro-
duced from TiC and HfC solid solutions of variable composition. Linear dependence of the total
pore volume measured by benzene adsorption on the composition is shown in Figure 8.15.

The above considerations allow simple calculations to be used for the evaluation of the total
pore volume in CDC [60]:

VV � d(1 � ε0)� � � � (8.5)

where VV is the total volume of pores per total material volume (cm3/cm3), ε0 is the relative pore
volume of the initial carbide, α is the fractional conversion of the chlorination reaction, MC and M
are the molecular masses of carbon and the carbide, respectively, and d and dC are the densities of
carbon and the carbide, respectively.

8.2.6.7 CDC Composites

Fedorov et al. [61] and later Gordeev et al. [62–64] offered a method for production of nanoporous
carbon bodies of any shape having sufficient mechanical strength and open pores. The method con-
sists of forming an intermediate blank of MeC having porosity in the range of 30 to 50% (by vol.)
in the desired shape (e.g., by sintering). The blank is then impregnated with carbon as a binder by
exposure to a gaseous hydrocarbon mixture at a temperature exceeding the decomposition temper-
ature of hydrocarbons (700 to 1000°C) until the mass of the blank increases by 10 to 25% due to
formation of pyrocarbon. The blank is then treated in chlorine at 900 to 1100°C. A nanoporous
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FIGURE 8.15 Pore volume of CDC produced from solid solution of Ti1�xHfxC as a function of composition
showing a linear dependence (From Kukushkina, et al., Parameters of the porous structure of carbon produced
by thermochemical treatment of nanoporous carbides, Russ. J. Appl. Chem., 69, 620–622, 1996).
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structure is formed after the removal of volatile chlorides of carbide-forming elements according to
Equation (8.2). As a version of the method, the blank made of silicon carbide may be impregnated
with liquid silicon. Then the hydrocarbon mixture interacts with the liquid silicon to form a sec-
ondary silicon carbide. It was shown that macroporosity that developed in the course of formation
of the carbide–pyrocarbon composite remained unchanged after thermochemical treatment in chlo-
rine [61]. The influence of pyrocarbon content on the porous structure and physical properties,
including resistivity, heat conductivity, and compression strength, were systematically studied for
the SiC CDC–pyrocarbon composites [65].

8.2.7 ANALYSIS OF CDC STRUCTURE

As discussed to some extent in the previous subsections, CDCs of different hybridization, microstruc-
ture, density, and porosity can be produced by chlorination. Since the structure of CDC has a strong
effect on its mechanical, electrical, and sorption properties, it is important to review the studies on the
structure of CDCs obtained from various carbides under various experimental conditions.

8.2.7.1 Graphitization and Detection of Nanocrystals

By using the Scherrer equation and the FWHM of the carbon peaks, the average thickness of the
graphite crystals in [0 0 2] (Lc) and [1 0 0] (La) directions could be estimated. Although the use of
the Scherrer equation for the estimation of the crystallite size in carbons with a low degree of order-
ing has been demonstrated to provide adequate results [66], one should realize that the values
obtained might be affected by the short-range order in the amorphous material, as well as by the
irregularity and distortion of the crystalline structure. Nevertheless, qualitatively, XRD is clearly
capable of providing valuable information on the CDC structure even when the CDC is produced
at low temperatures and is disordered.

Mohun [15,33,34] used XRD to determine the degree of graphitization and the average size of
graphite crystallites in CDC produced from a variety of carbides. As in most other studies, signifi-
cant graphitization was observed only in samples obtained at higher temperatures. Unfortunately,
he did not publish systematic results on the changes of XRD patterns of CDC produced from dif-
ferent carbides as a function of the chlorination temperature. However, he reported the general
dependencies and some random data for CDC. For instance, he determined the thickness of graphite
crystallites (Lc) in SiC CDC at the highest investigated temperature of 1650°C (2.5 h) to be ~4 nm.
Mohun was the first to point out that graphitization degree also depends on the duration of the chlo-
rination process: CDC samples produced at 1050°C (24 h) and 825°C (630 h) demonstrated the
same graphitization degree. As such, graphitization was clearly determined to be a kinetically con-
trolled process. CDC samples produced at low temperatures were completely amorphous and
showed absolutely no diffraction pattern when chlorinated for 24 h.

The structure of SiC CDC was investigated by XRD in another early work [67]. CDC for that
study was produced in the course of neutron activation analysis of silicon carbide [68]. β-SiC was
treated in the chlorine gas flow in the quartz tube reactor at 1200 to 1250°C. Some samples were
slowly cooled after the chlorination and stored for several months prior to the XRD measurement.
Debye–Scherrer films of these samples showed only the diffuse rings typical for amorphous sub-
stances. Another sample of CDC, which was subjected to XRD was fresh (2 days old) and had been
rapidly cooled after chlorination in a stream of cold nitrogen. In this case, Debye–Scherrer films
showed in addition to the diffuse rings, a number of spotty lines, most of which were identified as
β-SiC. In the first case, the samples were easy to break with the touch of fingertips, while the
quenched samples were hard and brittle. It was noted that the size and shape of the bodies did not
change during the reaction.

La and Lc values for the heat-treated TaC CDC and SiC CDC were calculated from the corre-
sponding XRD patterns in [40]. The La values were larger than for conventional activated carbons
treated to the same temperatures. In contrast, the Lc dimensions were very low as presented in
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Figure 8.16, indicating the formation of thin and wide graphitic structure. In the case of TaC CDC,
distinct graphite reflexes became apparent after heat treatment at 1700°C (see Figure 8.16), while
temperatures above 2000°C were needed for pronounced graphite peaks to appear in diffraction 
patterns of SiC CDC samples. The authors suggested that as-prepared CDC from SiC and TaC 
consisted of disordered bent graphene layers with very little parallel stacking. We performed the
analysis of similar samples by TEM in our laboratory and confirmed a low degree of ordering in
as-prepared SiC CDC. After heat treatment, the diameter of the coherently scattering segments of
the layers clearly increased and, in consequence, the mesopore volume increased as well. The open
structure began to collapse at 1500°C for TaC CDC; the stacks of carbon layers grew in height and
the distance between these stacks decreased to that of the ordered graphite. In the case of TaC CDC,
the pore volume decreased to nearly zero at 1900°C, and the layers aligned to the perfect graphite
structure at 2800°C.

Formation of carbon films and carbon-rich surface layers was repeatedly observed in the course
of investigating high-temperature corrosion of SiC-based ceramics in mixed oxygen–chlorine envi-
ronments [69–75] and during etching of SiC surfaces with chlorine and fluorine-containing gases for
electronic device fabrication [76–79]. Study of the properties and the structure of carbon was not the
object of the cited studies; moreover its formation was frequently considered to be undesirable.

Further investigations of CDC structure were reported in a number of papers by Gordeev et al.
[48,80–84]. X-ray scattering studies of the structure of CDC prepared at 700 to 1000°C from
6H-SiC single crystals, polycrystalline α-SiC and polycrystalline SiC, TiC, and Mo2C were con-
ducted. The angular dependences of the scattering intensity obtained were treated as a result of scat-
tering from nanoparticles of different size. By unfolding the experimental curves into components
corresponding to particles with different gyration radii Rg, scattering distribution functions with
respect to gyration radius were calculated. Samples prepared from different carbides differed in the
degree of nanoparticle uniformity. The most uniform in size were the nanoparticles in the samples
prepared from SiC. The size of the particles was found to depend on the carbide source (and possi-
bly purity) as well as on its crystallinity. In CDC produced from polycrystalline SiC, the average Rg

was �0.6 nm, while in CDC from α-SiC and 6H-SiC single crystals, most of the particles had
Rg ≈ 1.0 to 1.2 nm [80]. A possible cause of the larger particle formation in the case of single crys-
tals is their lower chlorination rate and consequently longer time of treatment. In the report [81],
irrespective of the type of the starting carbide, particles with Rg ≈ 0.5 nm made up the largest frac-
tion in porous carbon. In other studies [82], nanoparticles in CDC produced from different carbides
varied in size. A study of the temperature dependences of the electrical resistivity, Hall coefficient,
and thermoelectromotive force in the temperature range 1.5 to 300 K for the materials characterized
by SAXS in [82] showed that the structural units responsible for the character of charge transport in
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these materials were carbon nanoclusters of 1 to 3 nm in size [84]. SiC CDC produced from
powders with various particle sizes (8 to 10, 180 to 200, and 800 to 1000 µm) was analyzed by XRD
and SAXS [83], and it was shown that the mean size and number of nanoparticles (presumably
graphite nanostructures) increases with increasing particle size. Possibly longer times required for
carbonization of coarser grains were responsible for the higher graphitization degree observed. The
XRD and SAXS data on the CDC structure from [80–82] were revised and later summarized with
confirmation from the HRTEM images in [85]. It is noticeable that besides amorphous and partially
graphitized carbon, some diamond nanocrystallites were detected in the CDC from SiC [85].

Carbon coatings on silicon carbide powders and monolithic specimens produced by treatment
in diluted chlorine and chlorine–hydrogen mixtures were examined by Gogotsi and McNallan in
a series of works [12,13,19,28,86–89]. The β-SiC powder was treated in the Cl2 (2 to 3.5%)–H2

(0 to 2%)–balance Ar gas mixtures in the temperature range 500 to 1000°C at ambient pressure
[28,86,87]. Experiments were continued for 5 to 72 h depending on the material. The progress of
the reactions conducted at 800°C was monitored by thermogravimetric analysis. The mass
decreases approximately linearly with time, approaching a minimum value, which is dependent
on the ratio of chlorine to hydrogen. Gas mixtures that were low in hydrogen produced the high-
est reaction rates. Uniform amorphous carbon or nanocrystalline graphite films were produced by
treatment in Cl2–Ar media as shown by XRD, Raman spectroscopy, and TEM. In the Raman
spectra, D and G bands of disordered graphite were observed. From the relative intensities of
these bands, the size (La) of the graphite crystallites was evaluated to be 2 to 4 nm. As the tem-
perature of the treatment increases, the size of these crystallites and the thickness of the film
formed after a fixed period of exposure increase. BET SSAs of carbon layers were calculated
using the results of N2 or Ar sorption measurements and taking into account the presence of unre-
acted silicon carbide. High values of surface area (Figure 8.9) provide the evidence that
nanoporous CDC was produced.

Raman spectra of CDC prepared from polycrystalline α-SiC and TiC [90] support a cluster
structure of nanoporous carbon and size quantization of the electronic and vibrational spectra in car-
bon nanoclusters. The presence of fragments of strained cubic or hexagonal diamond was observed
in a number of cases.

Chlorination of SiC fibers was also studied [91,92]. Fibers from polymer precursors
are nanoscale mixtures of SiC, carbon, and SiCxOy. Their chlorination can be conducted at 400°C and
above, thus well below the temperatures necessary to produce CDC on SiC crystals or micropowders.

8.2.7.2 Carbon Nanostructures

It has been previously discussed that the major part of the CDC structure generally consists either
of amorphous (highly disordered) nanoporous carbon or a porous network of graphite ribbons.
However, recent TEM studies revealed the formation of various carbon nanostructures, including
nanodiamond, carbon onions, nanotubes, barrel-like particles, and fullerene-like structures during
the chlorination of carbides (Figure 8.17).

Studies performed by Gogotsi et al. [12,13,19,88] revealed that addition of hydrogen into the
reaction mixture of Cl2–Ar used for chlorination of carbides not only reduced the reaction rate but
also influenced the composition and properties of the products. The sharp diamond band at
∼1330 cm�1 was observed in the Raman spectra of the powder treated in 2.6% Cl2–1.3% H2–Ar at
950°C, and diamond regions were clearly visible under an optical microscope. Other bands, which
may correspond to crystallized and amorphous diamond, were present in the Raman spectra as well.
Thus, hydrogen plays a significant role in the formation of diamond by stabilizing dangling bonds
of cubic diamond formed from β-SiC upon extraction of silicon. Chlorination of monolithic sintered
and CVD samples of α- and β-SiC under the conditions described above [28] resulted in the for-
mation of gray and translucent areas in thin section films in cases of low Cl2/H2 ratios in the reac-
tion mixture [12,13,19,88]. These films probably acted as a diffusion barrier and prevented further
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reaction. Lattice fringing (Figure 8.17d), electron diffraction patterns, and electron energy-loss
spectroscopy (EELS) confirmed the formation of nanocrystalline diamond-structured carbon. The
analysis of Raman spectra supported the presence of sp3 bonding, which is also confirmed by a very
high hardness (up to 50 GPa) and Young’s modulus (up to 600 GPa) of these coatings. CDC coat-
ings produced by treatment in chlorine or chlorine–hydrogen mixtures at Cl2/H2 � 2:1 consisted of
a loosely attached, powdery top carbon layer with a dense, highly disordered, adherent amorphous
or nanocrystalline layer below it. The adherent layers were shown to be composed of a mixture of
graphitic and diamond-structured carbon [19] or highly disordered sp2 carbon [13]. The thickness
of the carbon layer increased linearly during the process. Because the kinetics is linear, the con-
trolling factor of the reaction is not the diffusion of reactant species through the growing carbon
layer.

Detailed HRTEM study of diamond crystals, produced by treatment of SiC in the gas mixtures
of 1 to 3.5% Cl2 and 0 to 2% H2–Ar at 1000°C, showed local epitaxial growth of diamond on the
SiC surface [93]. It has been shown that the presence of hydrogen in the environment is not required
for diamond synthesis. However, hydrogen can stabilize the nanocrystals and lead to an increased
diamond content in CDC. If no hydrogen is added, diamond nanocrystals transform to graphitic car-
bon, forming carbon onions and other curved graphitic structures. Diamond formation is also
favored by low temperature of synthesis providing moderate carbon mobility. This result is in
accordance with the x-ray photoelectron spectra of CDC from SiC, TiC, and ZrC produced at var-
ious temperatures [94]. It was shown that the degree of sp3 hybridization increases as the tempera-
ture of the process is reduced from 1100 to 350°C.

When Danishevskii et al. [95] studied the effects of preparation conditions on nanodiamond for-
mation during chlorination of SiC they observed that smaller SiC grains generally lead to smaller
sized diamond. When SiC precursor contained pyrocarbon, the formation of diamond was hindered.
The researchers suggested that the fast propagation velocity of the reaction front and the corre-
spondingly strong nonequilibrium conditions favor diamond nucleation.
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Theoretical studies of graphite and diamond growth on the (1 0 0 0) Si-surface of 6H-SiC were
carried out using molecular dynamics simulation [12,96]. It was shown that very high lattice strains
do not allow continuous growth of diamond on SiC, and fragmentation occurs leading to nanocrys-
talline material. Small diamond clusters on SiC are predicted to have a good adhesion to the sub-
strate and maintain sp3 coordination of carbon atoms in the cluster. Transmission electron
microscopy studies [19] proved that SiC was converted to sp3 carbon, and formation of crystalline
diamond-structured carbon occurred from disordered Si-depleted SiC within nanometers of the
SiC/C interface. Growth of larger crystals of diamond-structured carbon was probably the result of
coalescence of continuous nanocrystalline regions. The presence of hydrogen helps to maintain sp3

hybridization of carbon, stabilizing the dangling bonds.
Carbon onions in CDC were first observed during the chlorination of titanium carbide [97] near

particle edges. These structures with concentric spherical graphitic shells were observed to have
outer diameters in the range 15 to 35 nm. The distance between graphitic planes in the shells was
0.34 nm, slightly larger than the interplanar distance in graphite. As a comparison, HRTEM images
of CDC from SiC produced at 1000°C did not indicate onion-like shells. However, our work showed
the formation of carbon onions in CDC produced from SiC [19]. The mechanism of their formation
via diamond nanoparticles is described in [98]. High-resolution TEM images of carbon onions and
other carbon shells found in CDC are presented in Figures 8.17d, e, and h.

It is interesting to note that according to Boehm [99], CNTs were first observed in 1972, dur-
ing the TEM analysis of SiC CDC. Boehm observed multiwall CNTs and carbon onions only occa-
sionally in CDCs, and concluded that these structures were present in SiC before the chlorination.
However, we believe that nanotube synthesis may have occurred during the CDC production
(Figure 8.17g). Gogotsi et al. [19,100] reported the formation of carbon onions and CNT in SiC
CDC formed at 1000–1200°C. Weltz [98] observed CNT and carbon onions in CDC produced from
SiC and TiC at similar temperatures. Hoffman et al. [50] observed the formation of short CNT on
the surface of Ti2AlC CDC particles formed at ~800°C. Higher temperatures resulted in the forma-
tion of graphite ribbon networks and amorphous carbon. No tubular graphitic structures were found
in these samples. The CDC produced at 600°C consisted only of porous amorphous carbon. Similar
curved graphitic structures with characteristics similar to short CNT or elongated carbon onions
were observed in the CDC produced from Ti3SiC2 at 800°C [31]. A considerable amount of amor-
phous and turbostratic carbon was also present in this sample.

Similar multiwall nanostructures, called “nano-barrels” were also observed in CDCs produced
from Al4C3 [101–103]. The CDC from Al4C3 produced at 700°C consisted, to a large part (~80%),
of barrel-like multiwall nanoparticles and nanotubes. The sample chlorinated at 900°C was prima-
rily turbostratic carbon forming randomly oriented band-like graphitic lamellae and large sheets.
The observed nanobarrels were considered to be intermediates between empty onion-like particles
and multiwall nanotubes and patented as a “nanotubular carbon material” [101]. We observed nano-
barrels in CDC produced from other carbides, including TiC and SiC (Figure 8.17h), however, the
yield was noticeably smaller than that observed in Al4C3 CDC.

The mechanisms governing the growth of various nanostructures during chlorination of car-
bides are not yet clear. A catalytic effect of impurities present in carbides [102], metals, or metal
chlorides might play a significant role in nanostructure formation. Carbide structure and optimum
temperature regime also seem to be important parameters for the selective synthesis of various
nanostructures. Further investigation is needed to clarify the phenomena observed.

8.3 SELECTIVE ETCHING OF CARBIDES BY MELTS AND
SUPERCRITICAL WATER

8.3.1 REACTION OF CALCIUM CARBIDE WITH INORGANIC SALTS

Salt-like carbides react at elevated temperatures with a number of reagents, resulting in the forma-
tion of carbon formation along with other reaction products [104]. The few reports there are on this
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carbide-thermal process and the resulting carbon material have all been devoted to calcium carbide
reactions with metal salts [105–111]. Generally, the process can be considered as the high-temper-
ature exchange reaction of calcium carbide and metal salt producing a calcium salt and a new unsta-
ble salt-like carbide, decomposing to give free metal and carbon [110].

This method was first applied for the production of macrocrystalline graphite with the use of mag-
nesium chloride [105]. The process included the following exchange and decomposition reactions:

CaC2 � MgCl2 � MgC2 � CaCl2 (8.6)

2MgC2 � Mg2C3 � C (8.7)

Mg2C3 � 2Mg � 3C (8.8)

The reaction mixture was heated to 600 to 1275°C for 1 to 5 h. The best yield and quality of
graphite were achieved in the range 950 to 1200°C. After removal of the unreacted carbides and
salts and amorphous carbon the yield was up to 85%. X-ray diffraction showed that both graphitic
and turbostratic carbon were present in the product. It is important to note that since CaCl2 has a
high melting point of 772°C and low vapor pressure, pure CDC cannot be produced by chlorina-
tion of CaC2.

The porous structure and adsorption properties of the CDC material prepared by the carbide-
thermal process were first studied by Fedorov et al. [106]. Reaction of calcium carbide with sodium
chloride according to the overall equation

CaC2 � 2NaCl � 2C � 2Na � CaCl2 (8.9)

was conducted in the temperature range 400 to 900°C and resulted in a sorption-active carbon mate-
rial. Parameters of the porous structure were determined by measuring benzene sorption isotherms.
Carbonaceous materials from CaC2 had an extensive and variable mesopore volume of up to
0.63 cm3/g, but a relatively low specific surface area (below 330 m2/g) compared to the CDC pro-
duced by chlorination of carbides.

Measurements of the yield of free carbon for various CaC2/NaCl ratios in the initial mixture
showed that two routes of reaction are possible at 900°C [109]. Decomposition of CaC2 catalyzed
by chloride takes place at low CaC2/NaCl ratios (1:0.03–1.2 eq.). Reaction (8.9) proceeds at higher
CaC2/NaCl ratios.

The technique of producing CDC adsorbents from CaC2 includes the following steps: mixing
of the initial components with the particle size of 100 to 300 µm in the ratio 1:(1–3); compaction at
5 to 40 MPa; and thermal treatment at 600 to 1000°C in the inert gas medium, followed by cleans-
ing in water or acid, drying, and crushing. These sorbents can be used as soil detoxicants, gas dry-
ing agents, chemical adsorbents, and catalysts [111].

8.3.2 HYDROTHERMAL LEACHING OF CARBIDES

8.3.2.1 Thermodynamic Analysis

Thermodynamic stability of a number of MeCs under hydrothermal conditions has been analyzed
[27]. The possible reaction routes and products were predicted using Gibbs energy minimization.
Thermodynamic calculations were conducted in the temperature range from 300 to 1000°C and
pressures in the range between 2 and 200 MPa for the MxC–nH2O(g) system, where n � 2 and 10,
and x � Si, Ti, Ta, Nb, W, and B. The following idealization was used to carry out these calcula-
tions: hydrothermal fluid is treated as steam, solid phase is a mechanical mixture of compounds
with unit activities, and gas phase is a mixture of ideal gases. Also kinetic factors and effects such
as pH were not taken into consideration.
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The analysis indicated that carbon, MeOx, CH4, CO2, CO, and H2 are the main products of
hydrothermal reactions in the temperature range of the study and principal reactions in the
MxC–nH2O(g) system can be written as follows:

x /2 MeC � xH2O � Mex/2Ox � x /2 CH4 (8.10)

MeC � (x � 1)H2O � MeOx � CO � (x � 1)H2 (8.11)

MeC � (x � 2)H2O � MeOx � CO2 � (x � 2)H2 (8.12)

MeC � xH2O � MeOx � C � xH2 (8.13)

MeOx � nH2O � MeOx ⋅nH2O (8.14)

Thermodynamic calculations show that the formation of carbon on the surface of SiC depends cru-
cially on the H2O/SiC ratio and three regimes can be identified. At low H2O/SiC ratios (regime 1),
both carbon and silica are deposited on the surface. At intermediate H2O/SiC ratios (regime 2), car-
bon and silica are formed. Silica is dissolved in water according to Equation (8.14). Thus, reaction
(8.13) tends to move further to the right. At higher H2O/SiC ratios (regime 3), since they dissolve
in the excess water, neither carbon nor silica precipitates.

It was shown that the yield of methane, which is unstable at high temperatures, decreases with
temperature and thus the yield of elemental carbon, which is produced due to instability of CH4

increases. Higher pressures led to a slight increase in stability of methane and, accordingly to a
lower yield of carbon.

The behavior of TaC, TiC, and NbC is very similar to that of SiC. Tantalum carbide seems to
be more stable at low water contents. Carbon formation was calculated for TaC at temperatures
�700°C and only at relatively low pressures. However, it is important to remember that most metal
oxides, unlike silica, cannot be easily dissolved in supercritical water. Thus, a mixture of carbon and
metal oxide (or hydroxide) is produced. The behavior calculated for WC is somewhat different as
compared with previously discussed carbides. A lower carbide W2C and a number of stable oxides
exist. Free carbon is predicted to form only at the lower temperatures. Boron carbide is the only car-
bide from the group studied that is not predicted to convert to free carbon under hydrothermal con-
ditions. The present calculations provide some general guidelines and, as will be shown, are
generally in good agreement with experimental results.

The formation of carbon-rich layers on the surface of carbides was repeatedly detected in the
course of investigations on controlled oxidation of HfC [112–117], ZrC [116–121], and TiC
[115,117] at low pressures of oxygen (0.02 to 16 kPa). These layers contained up to 25 at% of car-
bon in addition to metal oxides and oxicarbides. As characterized by Raman spectroscopy, this car-
bon was mainly amorphous. In some cases, formation of carbon in the form of hexagonal diamonds
was reported [118].

8.3.2.2 Experimental Results

Formation of carbon from carbides after hydrothermal treatment was first reported by Gogotsi and
Yoshimura in 1994 [87,122–125]. This phenomenon was observed in the course of corrosion stud-
ies of amorphous SiC (Tyranno) fibers at 300 to 800°C and about 100 MPa. Tyranno is a type of
silicon carbide fiber containing titanium and oxygen, made by pyrolysis of an organometallic poly-
mer precursor. It consists of SiC nanocrystals, which are connected by Si–O–C and Ti–O (Ti–C–O)
interlayers and can be considered as an amorphous SiOxCy matrix with nanometer-size β-SiC inclu-
sions. The outer surface of the fibers treated at temperatures up to 450°C remained smooth and
almost featureless. Auger electron spectroscopy depth analysis of the surface layer showed that a
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carbon layer containing traces of silicon was formed [123]. The thickness of this layer varied from
10 to 20 nm to 1 to 2 µm. Raman spectra of the fibers showed a band of graphite (G) and a disor-
der-induced band (D), thus confirming the formation of amorphous or nanocrystalline carbon [122].
The crystallites were of very small grain size and sp2 C–C bonds dominated.

Formation of amorphous carbon has been reported on the surface of Tyranno fibers after
hydrothermal treatment at 300 to 400°C and 100 MPa [87,91,126,127]; CVD-SiC fibers after treat-
ment at 400 to 700°C and 200 MPa [128]; α- and β-SiC platelets, whiskers, and powders at 600 to
800°C [27,87,126,127,129]. Some amounts of disordered diamond as well as graphite and amor-
phous carbon were found on the surface of α- and β-SiC powder and single crystals after treatment
at 300 to 800°C and 100 to 500 MPa [130–134]. The hydrothermal method was also found to be
suitable for preparation of CDC from other carbides including WC, TaC, NbC, and TiC at 500 to
750°C and 100 to 170 MPa [27].

8.4 THERMAL DECOMPOSITION OF CARBIDES

It is known that silicon carbide and many other carbides decompose at high temperatures [104].
This thermal decomposition in vacuum or inert environment is accompanied by the formation of
carbon and preferential evaporation of the carbide-forming element due to the low vapor pressure
of graphite at elevated temperatures compared to that of most metals.

A consideration of transport processes leading to the formation of carbon during the thermal
decomposition of SiC was attempted by Motzfeldt and Steinmo [135]. Vapor pressure over the
SiC(s)–C(s) was studied by means of Knudsen effusion method for three different orifice sizes. It
was found that surface diffusion is of great importance in the process. The overall process was visu-
alized in the following way: The outermost layer of the SiC crystal loses silicon by evaporation
from the surface, and a layer of microporous carbon is left. A gradient in silicon is established
through this layer and silicon from the interior moves through it by surface diffusion and then evap-
orates from the surface. One can find indirect evidence of silicon surface migration during the sili-
con carbide decomposition in the report [136] published in 1970.

8.4.1 CARBON STRUCTURE AND CONSERVATION OF SHAPE

The first documented observation of carbon formation after heat treatment of SiC in vacuum at
temperatures up to 2000°C was published in 1960 [67]. As in the case of CDC prepared by chlo-
rination of silicon carbide, the size and shape of the large particles did not change noticeably after
the treatment. The same phenomenon was observed in 1963 in the course of the study of SiC dis-
sociation [137].

Several attempts to investigate the structure of carbon obtained by decomposition of silicon
carbide have been reported. An X-ray diffraction study was conducted by Badami [138,139].
Single crystals of α-SiC (6H) were heated in a vacuum (10�5 Torr) at 2050–2280°C for 1 h. The
sample produced by heating to 2050°C had undergone only partial decomposition as demon-
strated by its diffraction pattern. On the basis of an examination of various parts of the samples
produced at 2050°C, the author concluded that the carbon produced consisted of a matrix of tur-
bostratic carbon with strong preferred orientation of the carbon layers parallel and perpendicular
to the layers of silicon carbide and graphite nanocrystals having a common c axis and axial sym-
metry about it. Samples produced at 2280°C exhibited a gradually changing structure. The outer
layers of carbon consisted mainly of crystalline graphite with small amount of turbostratic
graphite. Deeper inside the sample, there was turbostratic graphite and, finally, completely dis-
ordered carbon. Higher levels of graphite ordering at the particle surface could be explained by
surface diffusion and effectively longer time of carbon annealing. Silicon atoms migrating from
inside the particles to the surface may also provide an additional transport mechanism for the
reorganization of carbon atoms.
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Selected area electron diffraction was used to investigate the decomposition of single-crystal
β-SiC whiskers [140]. Whiskers, averaging about 300 nm in diameter, were heated to about 2400°C
at 10�6 Torr for 2 to 3 min. In spite of such a high temperature, whiskers were found at various stages
of decomposition. Graphite crystallites about 10 nm or less in diameter, were observed at the outer
surface of the partially decomposed whiskers. It was concluded on the basis of selected area diffrac-
tion patterns that the crystallites were grown with their basal planes tangential to the whisker surface.

It should be mentioned that, in our experience, the level of decomposition depends not only on
temperature but also on the position of a microcrystal (SiC particle or whisker) in a sample holder.
Particles from the outer layer transform at a higher rate, possibly due to the gradient in pressure and
composition of the residual gas across the sample holder inside the vacuum chamber. As a result, a
thicker layer of particles may lead to the retarded decomposition. 

In recent electron microscopy studies of β-SiC whiskers annealed in vacuum (10�5 Torr) at
1700–2000°C, conservation of shape during carbide decomposition has been shown [14]. We
observed that at lower temperatures the shape of the whiskers does not change considerably.
However, we found some distortion of the sharp features at the surface of nanoobjects at higher tem-
peratures. Figure 8.18 shows graphitic CDC structures obtained by annealing of SiC whiskers in
vacuum. Similar to the CDC processes described previously, the whiskers annealed at 1700°C
retained their original shape as shown in both SEM (Figure 8.18a) and TEM (Figure 8.18c) micro-
graphs. When we increased the vacuum treatment temperature to 2000°C, all SiC transformed to
well-ordered graphitic carbon. The same cross-sectional shape was found by TEM studies (Figure
8.18d). SEM investigations (Figure 8.18b) revealed that the general hexagonal cross-section was
preserved; however, the edges of the hexagonal platelets were not straight any more, and a wrinkled
graphitic structure was formed.

Later research on SiC surfaces at elevated temperatures was triggered by the demand of the
electronics industry for the development of good metal-semiconductor contacts and thus the need
to perfect a procedure for producing atomically clean SiC crystal surface [141]. These studies were
mainly conducted on (0 0 0 1) (Si) and (0 0 0 1�) (C) faces of 6H and (1 1 1) (Si-) and (1��1��1�) (C-)
faces of 3C SiC.

Bommen et al. [142] studied thermal decomposition of Si and C faces of 6H SiC crystals in vac-
uum (10�10 Torr) by low-energy electron diffraction (LEED) and Auger electron spectroscopy
(AES). They observed the formation of a graphite monolayer at temperatures as low as 800°C. On
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FIGURE 8.18 Scanning electron microscopy (a, b) and TEM (c, d) images of the whiskers obtained by
annealing of SiC whiskers in vacuum at 1700°C (a, c) and 2000°C (b, d) for 30 min. (From Cambaz, Z.G.
et al., Conservation of shape during formation of carbide-derived carbon on silicon carbide nano-whiskers, J.
Am. Ceram. Soc., 2005, in press.) The insets in (c) and (d) show HRTEM of the surface of the whiskers
annealed at 1700°C and 2000°C, respectively, revealing highly ordered graphite structures.
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the Si face, this monolayer is monocrystalline with the unit cell rotated 30° with respect to the SiC
unit cell. On the C face, this layer was polycrystalline with no preferred orientation. These results
agree well with the ellipsometry [143], scanning probe microscopy (SPM) [144–146], angle-
resolved inverse photoemission spectroscopy (KRIPS) [147], and EELS [148,149] studies as well
as with further LEED [144,147,150–155] investigations performed by other research groups, who
studied surface reconstruction on the (0 0 0 1) and (0 0 0 1�) surfaces of SiC crystals at high tem-
peratures. It was also shown that the rate of carbon layer growth on the carbon face is higher than
that on the Si face. Bonzo et al. [156] and Muehlhoff et al. [148] performed a detailed study of the
surface graphitization of SiC in vacuum (10�9 Torr) as a function of temperature by using X-ray
photoelectron spectroscopy (XPS) and AES techniques. A short annealing time of 5 min at 300 to
1400 K was chosen for their studies. Four temperature ranges were distinguished. At temperatures
below 900 K (range I), no evidence for carbon segregation was found on either SiC face. At tem-
peratures between 900 and 1100 K (range II), carbon segregation occurred on the C face of SiC and
the amount of carbon formed in the surface layer increased slightly with temperature from 1 to 1.3
C/Si ratio. At temperatures between 1100 and 1300 K (range III), carbon also formed only on the
C face of SiC but the C/Si ratio did not vary with temperature. Above 1300 K (range IV), strong
graphitization took place on both SiC faces with the C face showing a higher rate of carbon growth.
However, due to a short annealing time and moderate experimental temperatures (�1400 K), the
thickness of the graphite layer was limited to below 1 nm.

Iijima [157] studied the decomposition of silicon carbide under electron beam irradiation in
1982. Small flakes of 6H SiC were irradiated with the electron beam at a pressure of 10�6 Torr. The
decomposition was controlled to some extent by halting the irradiation after a short exposure to the
beam. Electron diffraction patterns showed a gradual disappearance of the SiC reflections and
graphitzation of the sample at the same time. The preferred orientation of graphite was similar to
the data of the XRD by Badami [138]. However, the decomposition did not completely preserve the
particle shape, as shown by electron micrographs. Many ordered graphite bands and no regions of
amorphous or turbostratic carbon were recognized in these micrographs. Images of the interface
between SiC and graphite clearly showed the topotaxial mechanism of the reaction.

The only published source on the thermal decomposition of carbides other than SiC is the report
by Foster et al. [158]. Decomposition of aluminum carbide at 2400°C and atmospheric pressure for
2 h in argon resulted in the formation of graphite crystals with a low c-spacing (0.33545 nm), chem-
ical purity, large size, and the general absence of cleavage and twinning.

8.4.2 SYNTHESIS OF CARBON NANOTUBES AND CARBON ONIONS

A new interest in the thermal decomposition of SiC arose in 1997 when Kusunoki et al.
[16,159–164] discovered growth of self-organized carbon nanotube (CNT) films during the decom-
position of SiC. In contrast to the more conventional CVD growth technique, this technique allows
the formation of highly aligned nanotubes and no catalyst is required for the CNT development.
Moreover, selective preparation of CNTs of the zigzag type is possible [163]. To the best of our
knowledge, this is currently the only method that permits preparation of CNTs of the same chiral-
ity. Other methods, such as arc-discharge, laser evaporation, and CVD, usually result in zigzag,
armchair, and chiral tubes coexisting in the products.

Initial studies were conducted on β-SiC particles heated to 1700°C at 10�9 Torr for a few min-
utes in a TEM equipped with a YAG laser-heating holder [16]. Overlapped CNT with caps of 2 to
5 nm oriented along the [1 1 1] direction on [1��1��1�] surface plane of β-SiC single crystal were
observed on the heated samples. Further research of this group was focused on the production of
large-area continuous films or membranes of aligned and interconnected CNT [159,162,165]
(Figure 8.19) and on understanding the mechanisms governing the CNT growth [160,161,164].

It was found that resistive heating of SiC in vacuum also results in CNT formation and thus laser
heating is not essential for successful growth. More important conditions for the growth seem to be
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the orientation and face of SiC crystals, level of vacuum, crystal morphology, and heating rate. A
remarkable difference between the carbon structures formed on (0 0 0 1) (Si) and (0 0 0 1�) (C) faces
of a 6H-SiC single crystal was found [161,162]. While CNT growth was observed under various
experimental conditions on the C-face, only flat graphite sheets parallel to the surface were found on
the Si-face. Similar face dependence was observed in β-SiC (1 1 1) films [165]. When the structure
of the uppermost layers of SiC was changed by using laser irradiation, the structure of the carbon
formed changed dramatically [164]. Porous amorphous carbon layer formed on both the
C- and Si-faces during the vacuum annealing of the irradiated areas of the sample, while CNT and
thin ordered graphite formed on the nonmodified areas of the C- and Si-terminated faces, respec-
tively. Clearly, atomic structure of the very top SiC surface is a key factor that governs the structure
of the CDC formed. The observed segregation of oxygen at the interface between the CNT film and
SiC plane led Kusunoki [160] to suggest that residual oxygen in the vacuum chamber may play an
important role in the formation of CNTs. Lower CNT growth rate in higher vacuum [160] supported
this hypothesis. Further HRTEM analyses of various stages of CNT formation allowed the authors
to propose a model, which consisted of three stages. At temperatures above 1000°C (stage I), several
graphite sheets are formed parallel to the (0 0 0 1)SiC plane. At a temperature of ~1300°C (stage II),
carbon nanocaps are formed by generation of bubbles of SiO gas. At stage III, the graphite sheets
stand up and CNTs grow toward the interior of the SiC crystal. Possibly, stronger bonding of graphite
layer to the Si-face of SiC prohibits formation of nanocaps, and thus further CNT growth.

Interestingly, in a later study by Derycke et al. [166] using scanning tunneling microscopy (STM)
and atomic force microscopy (AFM), CNTs were found on an Si face of partially decomposed 6H SiC
wafers. Samples were rapidly heated in ultra-high vacuum (�10�9 Torr) to 1650°C by passing a DC
current through them, and maintained at this temperature for 15 min. Scanning tunneling microscopy
and AFM images clearly showed highly ordered SWNT networks on and below the surface with their
axes parallel to it. The nanotubes had a very narrow size distribution in the 1.2–1.6 nm range.

The initial growth process of CNT from SiC was also investigated in situ by time-resolved
HRTEM [167]. The sample of 3C SiC single crystal was slowly heated to 1360°C at ~10�9 Torr.
Dynamic observation was conducted at a time resolution of 1/60 sec. Two types of CNTs were
observed with diameters 0.8 and 1.5 nm. It was shown that first amorphous carbon was formed and
then it crystallized to graphene sheets parallel to the (1 1 1) plane. Carbon nanotubes were formed
by the lift of a part of the graphene sheet along the [1 1 1] direction.

The influence of SiC morphology on the CDC structure is worth a separate discussion.
Kusunoki et al. [160] investigated the interface between the CNT film and C-face SiC (Figure 8.20).
As previously discussed, all graphite (0 0 0 2) planes are perpendicular to the (0 0 0 1) plane of SiC
(CNTs grow perpendicular to the basal planes of SiC). However, on a step of SiC, graphite sheets
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FIGURE 8.19 Transmission electron microscopy images of a CNT film grown by thermal decomposition of
the C-face of 6H-SiC. Cross-sectional TEM micrograph (a) and plain-view HRTEM image (b). (From
Kusunoki, M. et al., Formation of self-aligned carbon nanotube films by surface decomposition of silicon car-
bide, Phil. Mag. Lett., 79, 153–161, 1999. Courtesy of Dr. M. Kusunoki of Japan Fine Ceramic Center.)
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lie down and become oriented parallel to the SiC basal planes, which suppresses CNT formation.
During our investigation of β-SiC whiskers grown along the [1 1 1] direction and annealed in a vac-
uum using a resistive heater, we generally did not observe CNT formation on the tip of the whiskers
as we initially expected. Only occasionally when the tip of the whisker was broken and a suffi-
ciently large flat area of the C-face SiC basal plane was exposed to the vacuum during the anneal-
ing, some large multiwall CNT-like structures were produced (Figure 8.21). As one may notice, due
to the irregular shape of the whisker, its relatively small diameter and thus strong effect of the edges,
the shape of the nanotubes is highly distorted and the average wall thickness of the formed struc-
tures noticeably exceeds that of CNTs obtained by Kusunoki et al. (Figure 8.19). Possibly, CNT for-
mation from the irregularly shaped SiC particles reported earlier [16] could be explained by the
rapid heating of the particles by laser as compared to regular heating at a rate of 1–15°C/min by
using a graphite-resistive heater. Since planar graphite structures are more thermodynamically sta-
ble than CNTs, nonequilibrium processes may favor CNT growth. The relatively large size of the
SiC particles as compared to the whiskers may also play a role in CNT formation.

The possibility of the transformation of SiC to nanotubes on larger SiC particles by means of
rapid heating of the particles in a vacuum resistance furnace was also investigated [168]. Silicon
carbide powder was heated to 1600 to 1700°C within 5 min, kept for another 10 to 15 min at high
temperatures and then cooled to room temperature. Dense layers of elongated carbon structures
(possibly MWCNTs), typically 20 to 50 nm in diameter and up to 1 µm in length, were observed
on the surface of 40% of the SiC powder. Unfortunately, no TEM analysis was performed on the
CDC produced to reveal its microstructure.

Botti et al. [169] reported catalyst-free formation of SWCNT by rapid laser annealing of cold-
pressed pellets of silicon carbide nanoparticles. The size of the nanoparticles varied from 30 to
70 nm, while the pellets were 13 mm in diameter and 3 mm in thickness. A defocused (10 mm)
beam of the CO2 laser with a power of 80 W irradiated SiC samples for 5 min in low vacuum (10�3

Torr), was used, achieving temperatures of 1050°C. CDC was produced in the form of CNT bun-
dles 60 to 80 nm in diameter. Raman spectroscopy suggested the presence of SWCNT in the bun-
dles. However, it is important to note that double- or triple-walled CNT, similar to the ones reported
by Kusunoki, can also produce radial breathing modes (RBM) in Raman spectra.

The same research group reported the formation of CNT by laser heating of amorphous SiC
film in vacuum (10�4 Torr) [170]. The 300-nm-thin SiC films were grown on HF-etched Si wafer
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FIGURE 8.20 Cross-sectional HRTEM images of the interface between CDC film and C-face SiC annealed
for 30 min at 1700–2000°C in vacuum, showing the effect of morphology on the orientation of graphite
(0 0 0 2) planes relative to the (0 0 0 1) planes of SiC (From Kusunoki, M. et al., Formation of self-aligned car-
bon nanotube films by surface decomposition of silicon carbide, Phil. Mag. Lett., 79, 153–161, 1999.). In case
of a flat SiC surface, all graphite (0 0 0 2) planes grow perpendicular to the SiC basal plane (a) while at an SiC
step, graphite sheets lie down gradually, and on a large area, graphite sheets are oriented parallel to the SiC
basal plane (b). (Courtesy of Dr. M. Kusunoki of Japan Fine Ceramic Center.)
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by CVD from disilane and acetylene. By using a CO2 laser, the amorphous films were heated to 950
or 1050°C and maintained at these temperatures for 90 and 30 min, respectively. The resultant CDC
in the form of nanofilaments consisted of SWCNT and MWCNT. The diameter of the nanotube
bundles increased from 14 to 20 to 30 to 50 nm when the synthesis temperature increased from 950
to 1050°C. Samples processed at higher temperature were more ordered, but distribution of tube
diameters was similar at both temperatures, as observed by Raman spectroscopy.

Gorelik et al. [171] produced carbon onions from amorphous silicon carbide using a single shot
of a KrF laser (pulse duration 25 nm, energy density 800 mJ/cm2, wavelength 248 nm). The tem-
perature of the surface layer during the laser shot was estimated from numerical calculations to
reach ∼4000 K. Amorphous SiC films were produced either by laser ablation from a sintered SiC
target or by ion implantation (Ge ions) into 6H-SiC. No difference of the CDC/SiC structure formed
after laser irradiation of either type of substrate was detected. In each case, the irradiation resulted
in the material crystallizing into the nanocrystalline cubic (β) structure of SiC in the near-surface
region down to 50 to 100 nm and formation of ∼10 nm carbonaceous (CDC) layer at the very sur-
face due to the preferential evaporation of Si from the surface. The size of SiC crystals ranged from
5 to 50 nm with larger crystals situated at the surface and smaller crystals at the interface between
the crystallized and unaffected material. Carbon onions were observed both inside the polycrys-
talline SiC region and inside the carbonaceous surface layer. However, onions formed inside the SiC
region were larger and less defective, suggesting different formation mechanisms.

Lower temperatures of crystalline silicon carbide decomposition may be required to form CNTs
in the presence of metal catalysts [172]. The metal-coated substrates of polycrystalline SiC were
heated to 1000 to 1200°C at 10�2 Torr in a vacuum electric furnace. As a result, in the case of Pt,
Ni, Co, Rh, and PtPd, carbon tubular nanostructures (tubes and fibers) grew at 1200°C. The SEM
observation revealed that the synthesized structures range from 100 nm to 10 µm in length.
According to TEM images, the synthesized CNTs are multiwalled, ranging from 2 to 10 nm in
diameter. Most of the tubular structures included a metal particle at the tip. The growth mechanism
is thought to be similar to a CVD process.

We have shown previously that SiC whiskers generally decompose during high-temperature
vacuum annealing into irregular porous graphitic structures (Figure 8.18). However, when SiC
whiskers were synthesized using a Fe(CO)5 catalyst with a considerable amount of Fe left in the
whisker tip, we observed transformation of an SiC whisker into a single multiwalled carbon nan-
otube (MWCNT) (Figure 8.22). At the tip of the CNT, one may see a hollow onion-like struc-
ture, where a catalyst particle was presumably located prior to evaporation. The presence of
metal has been reported to enhance SiC graphitization [173]. We assume that decomposition of
the whisker started from the tip and continued along the whisker growth axis, leading to the
CNT formation.
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FIGURE 8.21 Tip of a broken SiC whisker annealed in vacuum at 1700°C for 30 min: TEM (a) and HRTEM
of the framed section of the whisker (b), demonstrating growing MWCNT-like structures.
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8.5 APPLICATIONS

It has already been mentioned that CDC has a variety of applications including molecular sieves,
sorbents for gas chromatography, soil detoxification, dehumidification, and catalysis. This section
describes other potential applications of CDC in more detail.

8.5.1 SUPERCAPACITORS

Supercapacitors, which are also called ultracapacitors or electrical double-layer capacitors, are
rechargeable devices for electrical energy storage. They are poised to begin displacing batteries in
applications where high power and low weight are essential. As batteries rely on slow rate-deter-
mining chemical reactions, they lack the ability to supply quick power bursts. In addition, chemi-
cal reactions in batteries contribute to 20 to 25% of the charging energy being lost. Most high-power
batteries offer limited lifetime, require narrow temperature window for efficient operation, and are
not environmentally friendly. Supercapacitors offering long-cycle life (�100,000 cycles), high effi-
ciency (�90%), and fast charging/discharging are competitive alternatives to batteries for such
applications as personal electronic devices, mobile telecommunications, back-up power storage,
peak power sources for hybrid electric, electric and traditional vehicles, among others [174–178].

A supercapacitor consists of two porous electrodes with high surface area separated by an ion-
conducting membrane. Energy is stored as a charge separation in a thin double layer at the interface
between the electrode and the electrolyte. To increase energy storage, the electrodes in a superca-
pacitor should have as high a surface area accessible to the electrolyte as possible. Till date, vari-
ous carbon materials have been used as electrodes in double-layer capacitors, including activated
carbons, carbon fiber composites, and CNT. The main disadvantage of high surface area activated
carbons used in supercapacitors is their wide pore-size distribution. A large fraction of the pores is
too small to permit the electrolyte ions to freely diffuse in and out of pores, so that only a fraction
of the total surface area is utilized to form a double layer (Figure 8.23). The presence of very small
pores also increases the electrode resistance. Very large pores that are present in activated carbons
are not so efficient for energy storage. Electrodes made from carbon fibers and CNT also suffer
from a wide pore-size distribution. In the ideal case, the electrode material should have a narrow
pore-size distribution with an average pore size tailored to suit the electrolyte used.

CDC produced by halogenation of carbides is an attractive material for supercapacitor elec-
trodes. Among the advantages of CDC, high specific surface area and controlled pore size distribu-
tion (Figure 8.7 and Figure 8.8) are the most important. By choosing an appropriate precursor,
synthesis conditions, and by using various post-treatments (e.g., activation), one can design CDCs
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FIGURE 8.22 Two SiC whiskers transformed into two MWCNTs during 1700°C annealing for 30 min in
vacuum: TEM (a) and HRTEM of the framed section of the CNT (b). SiC whiskers were synthesized using
Fe(CO)5 catalyst and had a considerable amount of Fe impurities left in the tips.
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with pore size tuned for the most efficient electrode performance. Two approaches to the design of
CDC electrode bodies have been proposed. The first one suggests production of CDC–pyrocarbon
composites that offer an increased mechanical strength [63,64,179]. This method was employed for
preparation of supercapacitor electrodes with specific capacitance of up to 39 F/cm3 in aqueous
electrolyte [180–182]. The second approach is conventional: CDC powder is mixed with an appro-
priate binder and then formed into a 100 to 400-µm-thick film [183–190]. Specific capacitance val-
ues above 140 F/g (in case of organic electrolyte) and above 250 F/g (in the case of aqueous
electrolyte) have been demonstrated. These values are considerably higher than those achieved with
most activated carbons and CNT-based electrodes (20–100 F/g) [191]. Additional optimization of
the CDC structure should further improve its electrochemical performance.

8.5.2 HYDROGEN STORAGE

The success of any future hydrogen economy depends, in large part, on our ability to develop inex-
pensive high-tech materials with sufficiently high hydrogen-storage capacity. Many types of materi-
als have been tried or suggested for use as hydrogen-storage media. These include nano-materials,
high-surface-area materials, synthetic metals, and chemical and metal hydrides. There are presently
three generic routes known for the storage of hydrogen in materials; namely (1) physisorption as in
the case of many porous carbon and zeolite materials, (2) chemisorption as in hydrogen storage in
metal hydrides, and finally (3) chemical reaction such as complex metal hydrides and chemical
hydrides. The sorption process typically requires highly porous materials to maximize the surface
area available for hydrogen sorption to occur and to allow for easy uptake and release of hydrogen
from the material. Among different types of hydrogen-storage materials discussed above, the carbon-
based materials have received considerable attention. This is mainly due to carbon’s lightweight and
low cost, its large abundance in nature, its nontoxic behavior (compared to metal hydrides), and high
SBET [192]. It is intuitive to suggest that hydrogen adsorption on porous carbon materials with simi-
lar structure should depend linearly on its specific surface area. This concept has been further gen-
eralized to include even dissimilar carbons [193]. However, in our experience, other parameters
of nanoporous carbons, including their pore size, surface chemistry, and structure, may play a vital
role in improved hydrogen (or any other gas) adsorption. We observed that CDC with SBET under
1400 m2/g adsorbed twice as much hydrogen as other porous carbons with SBET of over 2000 m2/g.

Compared to other carbons, CDCs offer independent control over pore shape, pore size, surface
area, surface termination, and microstructure of carbon. As such, CDCs can be tuned for maximum
sorption of a given gas (e.g., hydrogen).

Gordeev et al. [194,195] evaluated hydrogen sorption by some CDC at high temperatures of 300
to 700°C and both high (above 90 atm) and low (below 0.1 atm) pressures using the method of ther-
modesorption spectrometry. Hydrogenation at elevated temperatures leads to chemisorption of
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hydrogen. Thermodesorption spectra registered in the temperature range up to 1500°C consisted of
several phases. The desorption peaks observed at 500 to 550°C and 800 to 850°C were attributed to
the hydrogen adsorbed on dangling carbon bonds and graphite-like carbon surfaces, respectively.
The apparent activation energy and heat of sorption were estimated. It was also shown that doping
the CDC samples with 0.5 wt% of palladium increased hydrogen uptake about 2.5 times.

Johansson et al. [196] were the first to study the low-temperature hydrogen uptake by CDC.
Nanoporous CDC was prepared from Al4C3 and SiC by chlorination and hydrogen sorption was
measured at �196, �78, and 27°C. At liquid nitrogen temperatures and pressure of ∼100 atm, the
CDC demonstrated hydrogen uptake of up to 4.1 wt%.

Our preliminary testing has shown that at �196°C and 1 atm, CDC samples exhibit H2 storage
capacity up to 3 wt%, which is one of the highest reported for carbon materials. Interestingly, the
SSA of these samples was only 1400 m2/g. Further optimization of CDC structure and an increase
in the SSA to 3000 m2/g may allow the H2 uptake of above 6 wt%.

8.5.3 METHANE STORAGE

The use of natural gas (methane) as an automotive fuel offers considerable advantages, including
reduced emission, lower maintenance, and most importantly lower fuel cost relative to gasoline.
Moreover, the worldwide reserves of natural gas considerably exceed the oil reserves and thus nat-
ural gas may offer a solution when oil wells run dry. However, in order to compete with gasoline
now (and offer comparable driving distance for vehicles before refueling) advanced methane stor-
age units with large volumetric and gravimetric methane storage capacity need to be developed.
Storing natural gas in a compressed form has the disadvantage of high cost of high-pressure cylin-
ders needed to provide adequate methane storage capacity in a reasonably small volume. The use
of inexpensive carbon adsorbent materials may allow the storage of considerable amounts of natu-
ral gas at relatively low pressure (�40 bar), making it more attractive for practical use.

Similar to hydrogen–storage applications, CDC can be optimized to adsorb a large quantity of
methane. We performed preliminary experiments on a selected CDC prepared from SiC and having
SSA of 1200 m2/g and pore size of 0.82 nm [52], which is close to the theoretically calculated ideal
pore size of 0.74 nm for high methane uptake [197]. This CDC outperforms commercially available
activated carbons, offering 2.8 wt% methane storage at room temperature and atmospheric (≈1 bar)
pressure. Pressurizing methane to 40 atm generally increases the porous carbon sorption capacity
10 to 20 times [198–200].

8.5.4 LITHIUM-ION BATTERIES

The lithium battery industry is rapidly expanding. Presently, it represents the largest segment of the
portable battery business, dominating the cell phone, camera, and laptop and notebook computer
power source market sections. The first lithium batteries had metallic lithium as negative electrodes
(anode, the source of lithium). However, it was found to produce dendrites, growing during the bat-
tery operation and inducing short circuits. Thus, metallic lithium anodes are not used any longer.
Graphite is considered a good material for anodes in lithium-ion batteries as it may intercalate a
considerable amount of lithium at low potential. One Li ion per six C atoms (LiC6) can be reached,
which corresponds to a theoretical reversible specific capacity of 372 Ah/kg. Higher capacity val-
ues have been obtained for less ordered carbons [201–203], where two types of Li ions contribute
to the charge transfer: intercalated Li and quasimetallic Li. Quasimetallic Li, occupying the
nanopores, is responsible for very good reversible capacity at very low voltages [202]. Disorganized
carbons may offer a longer life cycle and faster charging/discharging rates as compared to graphite,
where Li ions have to diffuse a long distance between the closed-spaced graphene layers, leading
to fast material degradation. It should be noted, however, that some issues, including relatively large
irreversible capacity, still need to be resolved. Additionally, further increase in the reversible Li
insertion amount by electrochemistry is highly desirable.
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CDC can be prepared at a controlled level of ordering and porosity and thus may be an ideal
material for systematic studies of the influence of these parameters on reversible Li insertion
degree, ionic conductivity, lifetime, etc. These studies should allow fabrication of advanced Li-ion
batteries with high specific power and energy density, longer lifetime, and higher efficiency.

A preliminary study has been performed on CDCs prepared from SiC, TiC, and Mo2C [204,
205]. Bulk CDC samples were lithiated over the temperature range 30–200°C. Concentration pro-
files of Li in CDCs were measured using the nuclear reaction 7Li(p,a)4He. Diffusion coefficients
obtained were in the range 10�9–10�7 cm2/sec and dependent on the pore size and the diffusion
process duration. A mechanism for the process proposed on this basis is mainly Li diffusion along
pore walls and Li accumulation in pores followed by the formation of metal clusters [204].

8.5.5 PT CATALYST ON CDC SUPPORT

Platinum supported on carbon (Pt/C) is widely used as a catalyst for hydrogenation and oxidation
reactions. The porous structure of the carbon support is of primary importance in the catalyst per-
formance. CDC provides an advantage of a narrow pore-size distribution and variable pore diame-
ters. Pt/C catalysts are usually prepared by adsorption of platinum-containing species from the
solution on the selected carbon material followed by the reduction of the platinum compound to
metal state (see, e.g., [206]). This method is applicable to CDC. A novel one-stage method for
preparation of Pt/C catalysts from SiC was proposed by McNallan and Gogotsi [207,208]. Silicon
carbide ceramics were treated in Cl2–H2–Ar gas mixtures according to the technique described in
the reports [28,86,87]. Additionally, metallic platinum was present in the reaction zone in the form
of foil or wire. In this case, Pt particles were dispersed in the produced material forming interlay-
ers in the carbon layer. The proposed mechanism of the process begins with platinum transport to
the SiC/C interface via the gas phase in the form of triplatinum trichloride. Then Pt3Cl3 reacts with
Si from the SiC resulting in Pt and SiCl4.

8.5.6 TRIBOLOGICAL COATINGS

Metal carbides are widely used in a variety of machining and sliding contact applications. Despite
their high corrosion and wear resistance, these materials are not lubricious. A novel process for the
formation of a low-friction carbon layer on the SiC surface was recently introduced [13,88].
Tribological characterization of the CDC-coated silicon carbide ceramics was carried out in [209].
Sintered α-SiC and CVD β-SiC specimens were treated in Cl2–H2–Ar mixtures of various compo-
sitions at temperatures from 700 to 1000°C and ambient pressure. Tribological tests consisting of
measuring the friction coefficients and wear rates by means of standard ball-on-disk method were
performed. It was observed that the produced articles had friction coefficients seven times lower
than the untreated SiC. The friction coefficients of ∼0.1 were almost independent of the type of ini-
tial material and parameters of the ball-on-disk test including contact load and sliding speed. As evi-
denced by the wear track features, the primary deformation process appears to be plastic flow of the
carbon layer, resulting in smooth surface as the wear process progresses.

Further work [210–212] confirmed good tribological properties of CDC coatings in humid envi-
ronment (air or water) but it also revealed that CDC shows a remarkably low friction coefficient
(�0.03) with minimal wear in dry (nitrogen or vacuum) ambient. This behavior is unlike that of
graphite and other sp2 modifications of carbon, where the presence of water vapors is required for
lubricity and long-time stability of the coatings. The presence of carbon onions and termination of
dangling carbon bonds with hydrogen can explain the excellent performance of CDC in dry atmos-
pheres. Potential applications of CDC coatings (with or without lubricants) include bearings, SiC-
based MEMS, and dynamic seals of water pumps, to name a few.

CDC coatings on SiC fibers could be used to improve pull-out behavior and damage tolerance in
composite materials [92,213]. Moreover, CDC can be used as a sacrificial layer for the formation of
BN and Al–O–N coatings, which offer better oxidation resistance than carbon [214,215]. These
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novel methods of coating synthesis by carbothermal nitridation consist of several steps. First CDC
layer is produced on SiC fibers, then CDC is infiltrated with either boric acid (for BN formation) or
aluminum chloride solution (for Al–O–N formation), and finally samples are treated in ammonia at
atmospheric pressure and elevated temperatures to produce BN (or Al–O–N) coatings. The interme-
diate CDC layer helps to build a strong bonding between the fiber and coating. Formation of BN
coatings did not result in any degradation in tensile strength of the SiC fibers. Synthesis of Al–O–N
coatings led to more than 65% improvement in the tensile strength and a threefold increase in the
Weibull modulus for the fiber with 200 nm coating compared to those for the as-received fibers. The
coated fiber exceeds the strength of all other small-diameter SiC fibers reported in literature.

8.6 CONCLUSIONS

The synthesis of almost all known carbon structures including amorphous and nanocrystalline
graphitic carbon, graphite ribbons, CNTs, carbon onions, nanodiamond, and ordered graphite is
possible by the extraction of metals from carbides. In addition, CDC synthesis allows formation of
highly porous carbon materials with good mechanical properties. Microstructure, pore size, pore
shape, and surface termination of nanoporous CDC can be precisely controlled by the process
parameters and the composition and structure of the initial carbide precursor. As such, the process
allows optimization of nanoporous CDC for various applications.

Thermodynamic analysis shows the possibility of carbon synthesis from almost any carbide under
appropriate process conditions (temperature, pressure, and etchant). While more experimental data
have been obtained on SiC, about 20 other carbides have been successfully used to produce CDC.

Along with conventional applications for porous carbon as sorbents, new applications are
enabled by tailorable structure and porosity of CDC. Tests performed to investigate the hydrogen
and methane storage capabilities of CDC revealed that CDC could outperform the entire spectrum
of commercial porous carbons and most of the other novel carbon materials. As such, CDC is a very
promising material for numerous energy-related applications. CDC as a storage medium of active
chlorine may be used for various sanitization purposes. Tribological testing of CDC coatings in
humid and dry (nitrogen or vacuum) ambient showed the low friction coefficient and high mechan-
ical stability of this material. Carbothermal nitridation of CDC coatings allows formation of well-
adhered oxidation-resistant nitride coatings on SiC. Preliminary results on the performance of CDC
as electrodes in supercapacitors or Li-ion batteries are also very promising. However, for most of
the applications discussed, more research needs to be done in order to understand the mechanisms
behind the interaction of CDC with gases, liquids, and organic molecules and to improve further the
performance of CDC.
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ABSTRACT

Within the last 10 years, inorganic single-crystalline semiconducting nanowires (NWs), functional-

oxide NWs have emerged as one of the most important nanostructured-material platforms. These
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nanomaterials have enabled fundamental investigations of the size and shape dependence on phys-

ical, optical, electronic, magnetic, mechanical, and functional properties. Moreover, these hierar-

chal nanostructures are the building blocks for the development of a range of new devices and

materials applications in several fields including electronics, photonics, sensing, photovoltaics, and

thermoelectric power. In this chapter, we review methods of producing these inorganic nanostruc-

tures, and highlight some of the widening array of nanowire (NW) and other one-dimensional 

(1-D) materials. We also discuss some of the recent progress in the chara-cterization of some of the

more unique structural, mechanical, thermal, electronic, optical, and other functional properties of

semiconducting and oxide NWs and related nanostructures. Finally, we highlight important appli-

cation areas, and we discuss current levels of understanding with respect to modeling of the size-

and shape-dependent properties of these single-component and hierarchal 1-D nanostructures.

9.1 INTRODUCTION

Fundamental understanding, control, and application of the rich variation in the properties

of nanoscaled crystalline solids with size and shape remain central themes at the frontier of

nanomaterials research. For example, insights into the size-induced depression of melting temper-

ature [1], and on solid–solid phase transitions, temperatures, and pressures [2,3] gained from stud-

ies of low-dimensional materials have important implications for the development of new process

routes for material synthesis and of new nanostructural topologies. The altered and often unusual

behavior of electronic carriers confined to within one dimension in materials with altered or unique

electronic-band structures [4] has enabled new classes of electronic logic, memory, and sensing

devices. Twelve years following their introduction, the technological and commercial impact

of chemically synthesized semiconducting quantum dots (QDs) [5] as “artificial atoms” continues

to grow.

The technology sectors in which advances in nanomaterials research are expected to contribute

significantly are diverse: drug delivery, medical therapies, medical testing and diagnostics, imaging

and sensing, electronics, computing logic and architecture, telecommunications, transportation,

information storage, thermal management, energy conversion and storage, and manufacturing. The

transfer of nanoscience from the research laboratory to practical applications will be aided in part

by (1) progress in bridging length scales between micro- or mesoscopic materials and molecular

systems, and an improved understanding of the origin of size evolution of properties, (2) engineer-

ing functional and adaptable surfaces for the interfacing of inorganic-functional materials and bio-

logical systems at the nanoscale, (3) providing a high level of connectivity within nanostructured

systems, and (4) providing addressability of nanoscaled components — whether by mechanical,

electrical, optical, or other means. Inorganic nanowires and related nanostructures produced by so-

called “bottom-up” synthesis methods have emerged as important building blocks within nan-

otechnology for addressing these challenges. With nanowires (NWs) and segmented NWs,

finite-size effects can be realized in the radial and axial dimensions without the loss of connectiv-

ity. Considerable progress has been achieved in the development of (1) a large and growing library

of nanowire (NW) materials systems, (2) methods that yield structures with control of diameter,

length, shape, composition, and hierarchal complexity, (3) improved techniques for probing their

properties, (4) effective methods of controlling their assembly, and (5) application of computational

methods for predicting properties in nanostructures.

This chapter is organized into five sections. In Section 9.2, we review the methods and likely mech-

anisms for growth of 1-D single-crystalline inorganic nanostructures, and highlight some members of

the array of 1-D nanomaterials that have been produced. In Section 9.3, we discuss recent progress in

realizing more advanced nanostructures, including ongoing efforts in controlling the diameter, shape,

topology, and spatial modulation of composition in axial and radial directions. We also briefly discuss

branched and hierarchal nanostructures, nanobelts, nanosprings, and other nanostructures. In Section

9.4, we survey experimental work to date in characterizing selected properties that are unique to these
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1-D nanomaterials. We also identify selected applications. Finally, in Section 9.5, we conclude with  a

brief outlook for 1-D semiconductor and oxide-nanostructure material technology.

An important clarification is warranted: the phrase “one-dimensional” nanostructure is ambigu-

ous; structures may be regarded as 1-D with respect to the behavior of one or more elementary exci-

tations — e.g., electronic carriers, phonons, or photons — as distinguished from two- or

zero-dimensional (0-D) structures. Specifically, this would involve the comparison of a relevant

length scale, e.g., the Fermi wavelength, excitonic radius, coherence length, or scattering length,

with the NW diameter. Alternatively, an even more stringent use of 1-D is reserved for cases in

which fluctuations in an order parameter prevent the long-range order necessary to support the exis-

tence of a phase transition. In this chapter, the term 1-D is used to indicate that the diameters of the

structures are all �100 nm, and that the length-to-diameter aspect ratio is significantly greater than

unity. Given the importance of crystalline quality, for example, on electronic carrier mobility, and

its effect on overall electronic device characteristics and performance, and that grain boundaries

typically have a deleterious effect on many electronic, photonic, and other functional properties, we

focus our discussion here primarily on single-crystalline NWs.

The NW research and development landscape is vast: a search of the keywords “nanowires” and

“semiconductor” and “nanowires” and “oxide” produced well over 2400 publications over the last

12 years. (Included were synonyms for nanowire, e.g., nanowhiskers, nanofibers, and nanorods.)

Figure 9.1 shows the rapid growth in annual number of publications for each. In early 2004, one

estimate [6] placed the number of groups actively engaged in research and development of NW

materials and devices at ~100. Recently, comprehensive reviews of inorganic NWs have been pre-

sented [7,8].

9.2 STRATEGIES FOR THE SYNTHESIS OF 1-D NANOSTRUCTURES

Common to the synthesis or deposition of bulk and nanocrystalline solids — whether from the liq-

uid or vapor phase — are the concepts of nucleation and growth. Nucleation of the solid phase on

a surface or in solution, by definition involves the initial formation of clusters of atoms due to super-

saturation and subsequent precipitation of a selected elemental species or compound. Viewing
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synthesis of nanostructures as the early stage of bulk crystal growth, it should be emphasized that

in contrast to 0-D (sphere-like) and 2-D growth, the formation of 1-D structures is far less likely to

occur in the absence of a symmetry-breaking event, of interfacial strain between the substrate and

the nuclei, or of differences among crystallographic surfaces that can lead to strongly anisotropic

growth rates.

Some 1-D nanostructured materials may be grown using methods in which there is inherent

growth rate anisotropy to the crystalline structure. However, for other technologically important

materials (e.g., Si, GaAs) crystalline structure alone often does not typically provide the necessary

driving force to overcome more energetically favorable growth modes. Thus, a central challenge in

the rational synthesis of 1-D nanostructured materials is to employ growth conditions, which

employ a symmetry-breaking feature. Additionally, for some applications and fundamental studies,

methods that permit dislocation and twin-free structures or precise control of diameter and length,

and size dispersion may be important. In some situations, methods that produce periodic or nonpe-

riodic arrays of aligned nanostructures may be desired. Finally, the need to adapt a process for other

material systems or compositions to carry out growths at lower temperatures, to have compatibility

with existing processes, and adaptability for multi-component architectures, may also be important

considerations.

The methods of synthesizing single-crystalline 1-D nanostructured materials from the bottom-

up may be classified into those that employ inherent crystalline anisotropy, those that exploit a

metal nanocluster catalyst to facilitate 1-D growth, those that rely on templates, and those that rely

on kinetic control and capping agents. Specifically, kinetic control is gained by monomer concen-

tration or by multiple surfactants, bringing about conditions that strongly favor anisotropic growth.

Though not discussed here, self- or directed-assembly of 0-D nanostructures into 1-D nanostruc-

tures, and size reduction of 1-D structures are additional process routes. Alternatively, one can clas-

sify the strategies into chemical solution-based syntheses, and those via vapor condensation routes

(e.g., by solid source evaporation), by metallorganic-vapor phase, by thermal means (e.g., sublima-

tion), or by laser ablation.

9.2.1 METAL NANOCLUSTERS: FACILITATING 1-D GROWTH

Vapor–liquid–solid (VLS) growth refers to a deposition route involving the condensation of species

from the vapor phase onto a miscible liquid, followed by supersaturation of a species and its sub-

sequent precipitation, forming the solid phase. Though VLS growth is commonly used for the syn-

thesis of NWs, an understanding of the conditions for whisker growth via VLS methods was

developed several decades ago by Wagner [9]. For more than two decades, 1-D semiconductor

nanostructures were realized by subtractive or top-down methods: narrow mesas were etched from

thin films, or structures produced by vicinal growth on selected steps were used in device configu-

rations in which electrostatic potential applied to electrodes was used to provide adjustable degrees

of confinement of electronic carriers to narrow channels within a planar 2-D electron or hole gas.

Though the top-down approaches are technologically significant and robust, the lower limits of

diameter or width are often restricted by the limits imposed by lithographic patterning techniques

(e.g., electron-beam lithography, typically ~20 nm), by film removal, or by direct writing tech-

niques (e.g., focused-ion beam). Following the early work of Wagner and Ellis [9], Hiruma et al.

[10] produced free-standing, single-crystalline GaAs NWs with diameters as small as 10 nm via

metallorganic vapor-phase epitaxy (MOVPE) on SiO2-patterned substrates. In 1992, the same group

showed that metal nanocluster droplets selectively catalyze NW growth, demonstrating the synthe-

sis of InAs NWs [11]. A brief review of early GaAs and InAs nanowhisker growth was also pre-

sented by these authors [12]. We note that the first synthesis of silicon nanowires (Si NWs) was

reported by Yu et al. [13]; the authors used thermal evaporation, specifically the sublimation of hot-

pressed targets containing Si and Fe in flowing Ar at 1200°C at ~100 torr. This relatively simple

method produced NWs with diameters of ~15 nm, with lengths reaching tens of microns. However,
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it was the 1998 publication by Morales and Lieber [14], of a generalizable strategy for synthesiz-

ing high-quality single-crystalline NWs via laser ablation-produced nanocluster catalyst and reac-

tant that stimulated enormous interest in the synthesis, characterization and application of

semiconductor and oxide NW and other 1-D nanostructures.

Today, two of the most common methods of producing high-quality elemental and binary semi-

conductor NWs are condensation of laser-ablation-produced reactant and flowing of gaseous precur-

sors (or a combination thereof), with a carrier gas in vacuum and at elevated temperature, such that

selective adsorption onto substrate-bound metal nanocluster catalyst particles is promoted. In practice,

metal nanoclusters can be in the form of colloidal nanocrystals (NCs) dispersed on the substrate or by

deposition of an ultrathin film followed by an elevated thermal treatment in an inert atmosphere, to

promote the formation of nanoscale islands. In the case of growth via laser ablation [14], nanocluster

catalysts can also be formed by ablating target material that includes the catalyst metal. The require-

ment for the needed symmetry-breaking at the nanoscale for a given gas-phase species may be satis-

fied by a combination of appropriately chosen metal nanocluster species, temperature, and partial

pressures. Following condensation and supersaturation of the adsorbate in the metal droplets, a nucle-

ation event occurs, producing an interface between the precursor component and the catalyst alloy, and

excess atoms from the precursor precipitate from the melt and crystallize as NW material. Under con-

ditions that suppress the thermal decomposition of the precursor and the resulting uncatalyzed depo-

sition, subsequent growth is strongly favored at the interface of the nanodroplet and crystal, forming

the basis for the desired shape-anisotropic growth mode. In practice, the NW synthesis via metal-nan-

ocluster catalyst routes can be achieved using some of the same methods that are used to deposit thin

films: i.e., via laser ablation of a source target, via decomposition of flowing gaseous precursors (or

both), by metallorganic chemical vapor deposition (MOCVD), or thermal decomposition and evapo-

ration of a source material. In general, the selection of metal catalyst is guided by the requirement that

it forms a miscible liquid phase with the NW components, and that the metal in the solid phase can-

not be more thermodynamically stable than the NW material.

Specifically, the conditions that permit growth of NWs can be understood in terms of the

Gibbs–Thomson effect. If the chemical potentials of the relevant bulk-solid phase, NW-solid phase,

and vapor-phase precursor component are denoted by µbulk, µwire, and µvapor, the differences in chem-

ical potential ∆µwire � µwire � µvapor and ∆µbulk � µbulk � µvapor will determine whether NW growth

can (∆µwire � 0) or cannot (∆µwire � 0) occur. In addition, ∆µwire � ∆µbulk � 4Ωα/d, where Ω, α,
and d denote the atomic volume, specific surface energy, and the nanocluster diameter, respectively.

Two effects should be noted: (1) for a fixed negative value of ∆µbulk, there exists a minimum for d in

order to satisfy the condition for growth (∆µwire � 0), and (2) this minimum for d can be altered by

increasing the partial pressure of the vapor phase during growth, resulting in a larger negative value

for ∆µbulk. However, an increase in the partial pressure of the precursor gas can lead to defects in the

NW product. In addition, heating of nanocluster-catalyst particles can lead to agglomeration, effec-

tively increasing d and lowering the required minimum vapor pressure at which growth can occur.

9.2.2 LASER-ASSISTED METAL-CATALYZED NANOWIRE GROWTH

In laser-assisted metal-catalyzed nanowire growth (LCG) [14], laser ablation of a target containing

the desired NW material(s) provides the source; the process is based, in part, on pulsed laser depo-

sition (PLD), a common route for producing a wide variety of different classes of inorganic thin-film

materials. The LCG method involves the flowing of an inert or carrier gas through a furnace, and the

use of a laser-ablation target and of a growth substrate with metal nanocluster-catalyst particles.

Alternatively, the catalyst material may be contained within the target, and may be prepared by sin-

tering appropriate components. In general, laser wavelengths λe for LCG are chosen so that the opti-

cal absorption depth is shallow in order to maximize the effect of heating over a relatively small

volume. Often, for growth of semiconductor NWs, an Nd:YAG (λe � 1064 nm, or frequency dou-

bled or tripled) or an excimer laser (e.g., ArF, KrF, or XeF) is used. Ablation targets are typically

One-Dimensional Semiconductor and Oxide Nanostructures 287

Copyright 2006 by Taylor & Francis Group, LLC



placed at the upstream end, and in cases where heating of the target is needed, within the hot zone.

Alternatively, if the required selected NW growth and furnace temperature is higher than the melt-

ing point of the target, targets are placed just outside the furnace.

The LCG method is a highly versatile route for obtaining a wide range of NW materials —

many materials can be prepared via laser ablation. It is also attractive in that the laser ablation route

eliminates the need for gaseous precursors, many of which are toxic and, in some cases, also

pyrophoric. Many of the target materials are widely available or can be prepared, for example, by

sintering of particle components. Moreover, the method can be used in conjunction with a vapor

deposition process to yield NWs having solid solutions and periodic segments of different compo-

sition [15,16]. Finally, as suggested by Duan and Lieber [17], LCG methods can be pursued as a

synthesis route even in the absence of detailed phase diagrams. Despite its versatility, a shortcom-

ing of the LCG method for the growth of semiconducting NWs (when used alone) is that the tar-

gets themselves typically must contain all of the components required for the NW. This limits the

ability to control the introduction of dopants or other dilute impurities during growth, or the ability

to adjust the composition. Moreover, to date, precise control of diameter, diameter dispersion, and

synthesis of ultranarrow (below ~10 nm) NWs has not been demonstrated with LCG.

9.2.3 METAL-CATALYZED VAPOR–LIQUID–SOLID GROWTH

Chemical precursors may also be supplied in the gaseous phase for the growth of NWs via chemi-

cal vapor deposition (CVD), or VLS growth with metal nanocluster catalyst particles. Growth

systems vary in their degree of complexity, but in their simplest forms consist a vacuum furnace or

growth chamber at controlled and elevated temperature, into which gaseous precursors or bubbled-

liquid-phase precursors and carrier gases are flowed at controlled mass flow rates.

Access to temperature–composition and temperature–pseudobinary phase diagrams can be

extremely helpful (if not indispensable) in the design of a metal-catalyzed NW growth process. The

conditions which favor NW growth over noncatalyzed deposition are determined from tempera-

ture–composition phase diagrams, and judicious tuning of the temperature and partial pressures

through mass-flow rate(s), and background pressure is essential in achieving diameter selectivity

and narrow diameter dispersion. In Figure 9.2, a representative schematic phase diagram for Ge–Au

is shown; at the eutectoid temperature, the metal NC forms a miscible liquid alloy with the precur-

sor. A basic schematic of the stages of the VLS mechanism is also shown in Figure 9.2. With suffi-

cient partial pressure of the precursor, selection of temperatures just above the eutectoid enables

precipitation from the alloy melt and thus nucleation of the NW. Wu and Yang [18] reported on 

in situ TEM studies of Ge and Si NW syntheses. The authors observed distinct nucleation and

growth phases, and provided the direct evidence that for elemental NWs, the synthesis proceeds by

the VLS mechanism. Though Wu and Yang observed secondary nucleation events during the earli-

est stages of NW growth for some of the alloy droplets, they report that sustained NW growth from

a droplet generally proceeds along one direction.

The state of the art in small NW-diameter metal-catalyzed vapor-liquid-solid growth

(MCG) growth is perhaps best represented in Si NWs approaching molecular scale as reported by

Wu and coworkers [19] (Figure 9.3). The authors also report that large-diameter (20 to 30 nm)

NWs grow principally along �111�, whereas smallest diameter NWs (�10 nm) grow along �110�,
with an intermediate range of diameters (10 to 20 nm) exhibiting �112�, reflecting important size-

dependent differences in the surface energetics. The presence of these planes is explained by the

following: during nucleation of NWs from eutectic droplets, the lowest energy growth plane is

expected to be the �111� solid–liquid interface, leading to the initial formation of crystal planes.

While �111� planes form initially, a �110� NW forms during axial elongation during unidirectional

growth. When additional �111� nucleation sites form on the droplet, they drive growth towards a

new plane with lower energy, the �110�. The final direction �112� occurs as a so-called “transi-

tional” plane between the �111� and �110� NWs, because the �112� plane is a step plane between

�111� and �110�.
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Some NW materials, such as those of Group III–V materials, can be prepared via MOVPE

[12,20,21], in which deposition is carried out via the vapor phase, produced from bubbling of liq-

uid-phase precursors. Like LCG, MOVPE enables access to a broader range of inorganic binary and

ternary semiconductor materials and oxides than would be possible with gaseous sources alone.
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FIGURE 9.3 High-resolution transmission electron microscopy images of SiNWs with diameters of (a) 13.2,

(b) 5.7, and (c) 3.5 nm. SiNWs were grown from 10-, 5-, and 2-nm gold nanoclusters catalysts, respectively.

The scale bar is 5 nm in each panel. The NW growth axes are indicated by white arrows. (From Wu, Y. et al.,

Nano Lett., 4, 433–436 (2004). With permission.)
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Using MOVPE and chemical beam epitaxy (CBE), researchers from Lund University have demon-

strated precise control of composition in the growth of III–V NWs, approaching monolayer sharp-

ness in axial modulation [21–24]. A representative TEM image of an axially modulated InP–InA

interface is shown in Figure 9.4. We also note that molecular beam epitaxy (MBE) has been used

to synthesize high-quality semiconducting NWs [25]. Finally, NW synthesis by sublimation of solid

sources has been used to produce Si NWs having diameters of ~15 nm [13], and, for example,

nitrogen-doped GaN [26], AlN [27], and GaP [28] NWs. In what follows, we briefly review recent

evidence for a different growth mechanism for the synthesis of metal nanocluster-catalyzed binary

and other compound semiconductor NWs.

9.2.4 VAPOR–SOLID–SOLID GROWTH

As discussed above, the prevailing view of the mechanism of metal nanocluster-catalyzed NW growth

for both elemental and binary semiconductor NWs has been the VLS route. Though this mechanism

has been shown to be operative for metal-catalyzed elemental NW synthesis, such as Si and Ge, there

have been a number of reports for the formation of NWs on metal nanocluster-catalyst particles at tem-

peratures well below the eutectoid, and on nanoparticles having diameters much larger than those for

which the melting temperature is expected to be significantly depressed [12,29,30]. Persson et al. [23]

examined recently the question of the validity of the application of the VLS mechanism to describing

binary compound NW synthesis. Using in situ TEM of GaAs NWs as a representative system Persson

et al. demonstrated that a different mechanism is likely to be operative. The authors showed that NW

nucleation and growth may proceed by a VSS route in which the NW elemental species are trans-

ported by solid-state diffusion. This work is particularly significant because an improved understand-

ing of the growth mechanism should enable the synthesis of a broader range of combinations of NW

material components. The Lund group has confirmed that this mechanism may also be operative in

the InAs NW vapor-phase-assisted synthesis [31]. This mechanism may help explain the reported
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FIGURE 9.4 Scanning transmission electron microscopy (STEM) image of interface within atomically sharp

axially modulated InAs-InP NW grown by CBE. The slow growth rate (~1 monolayer/sec) enables the forma-

tion of sharp interfaces. (From Samuelson, L. et al., Physica E, 25, 313–318, 2004. With permission.)
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growth of Si–Ge alloy NWs at moderate temperatures via MCG from the vapor phase, without laser

ablation as reported by Lew et al. [32] and Redwing et al. [33].

9.2.5 CATALYST-FREE VAPOR-PHASE GROWTH

Metal-catalyzed NW growth process offers a significant degree of control in terms of diameter

selectivity and diameter dispersion. However, many semiconductor and oxide NWs can also be

grown from the vapor or solid phase in the absence of metal-nanocluster catalysts via a vapor–solid

(VS) route. These methods include oxide-assisted (OA) growth, carbothermal growth, sublimation,

PLD, and MOCVD. As the name implies, VS growth [9] involves a flowing vapor-phase precursor

produced by thermal evaporation, laser ablation, MOCVD, sublimation, or other means. Nanowires

of a number of binary-metal oxides have been grown epitaxially without metal nanocluster catalyst,

based on the VS growth mechanism.

With respect to binary-semiconductor NWs, Stach and coworkers [34] observed directly that

self-catalyzed NW growth can occur. The authors showed that by sublimation of a GaN film, liq-

uid droplets of Ga form, providing nucleation sites for the condensation of the concurrently pro-

duced GaN vapor phase. Johnson et al. [35] have reported the synthesis of pure hexagonal wurtzite

InN using indium and ammonia. In addition to syntheses of GaN [36,37] and CdS [38], Yang et al.

[39] employed vapor–solid growth to produce 20 to 100-nm-diameter single-crystalline NWs of 

β-SiC on SiC substrates. Yang and Zhang [40] reported the synthesis of 20 to 100-nm-diameter ZnS

NWs. Catalyst-free MOCVD has also been employed to produce aligned GaAs and InGaAs NWs

on partially masked GaAs and InAs substrates [41]. Pan et al. [42] reported a generalizable synthe-

sis for binary oxides, including ZnO, SnO2, In2O3, and CdO. Among the other binary oxides pro-

duced by VS methods are CuO [43], WOx [44], Ga2O3 [45], Al2O3 [46], and SiO2 [47]. In addition,

Lee et al. [48] demonstrated growth of ZnO NWs on Si(100). Zhao et al. [49] reported VS synthe-

sis of SeO2 NWs with diameters of 20 to 70 nm.

Using OA growth, Lee et al. [50] have shown that decomposition of an SixO (x �1) vapor pro-

duced by either thermal evaporation or laser ablation of SiOx targets results in a high yield of Si

NWs. The authors reported that the Si nanoparticles, which precipitate as a result of this process,

serve as nucleation sites for subsequent growth. A combination of the catalytic effect of the SixO 

(x �1) on the NW tips, with the reduction of lateral growth by SiO2 (formed by decomposition of

SiO) on the sides of the Si NWs, produces sustained NW growth. Stacking faults along the growth

direction of �112� and the availability of low-energy [51] surfaces promote the fast growth of NWs

along �112�, and chains of nanoparticles in the case of nuclei having nonpreferred orientations.

Zhang et al. [52] have reported on a similar process developed for the synthesis of Ge NWs, pro-

ducing Ge NWs sheathed by a germanium-oxide layer. The growth of GaAs [53] and the high-tem-

perature superconductor yttrium–barium–copper oxide (YBCO) in nanorod form via laser ablation

of a YBCO target [54] are also attributed to OA growth.

Carbothermal processes represent a method for producing a large variety of metal oxide, semi-

conducting metal nitride as well as metal carbide NWs. Carbothermal methods involve the heating

of a metal oxide in the presence of activated or nanostructured carbon (e.g., carbon nanotubes

[CNTs]), producing a metal suboxide and CO. The suboxide is subsequently reacted, for example,

in O2, N2, or NH3 to produce metal oxide or semiconducting-metal nitride NWs. This method has

been utilized to produce a wide range of NW materials, including materials such as In2O3 [55],

GeO2 [56], and GaN [57] NWs.

9.2.6 CHEMICAL SOLUTION-BASED GROWTH

Chemical solution-based methods are attractive alternatives to vapor-phase methods: the prepara-

tions are often carried out at lower temperatures. Chemical-solution methods of promoting

anisotropic crystal growth leading to 1D nanostructures are distinguished by either kinetic control
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via supersaturation or by the use of coordinating ligands as capping agents. Precise control of size

and shape can often be obtained. These strategies include solution–liquid–solid (SLS), solvother-

mal, and hydrothermal methods.

The SLS method of NW growth is similar to VLS growth. Here, low melting-point metal nan-

oclusters (e.g., Sn, In, Bi) are used, and metallorganic liquid-phase precursors are decomposed

instead of vapor-phase precursors. Nanocluster-catalyst particles composed of metals with low

melting temperatures are used, and the decomposition products form an alloy with the miscible 

NC-liquid droplet. Using this strategy, Buhro et al. [58–60] have synthesized single-crystalline 

III–V NWs (GaAs, InAs, and GaP) at low (~200°C) temperatures. A variation of this method using

the so-called supercritical fluid-liquid solid (SFLS) method was employed by Holmes et al. [61] to

produce high-quality, defect-free, single-crystalline Si NWs. The SFLS-produced Si NWs were

seeded with 2.5-nm-diameter Au NCs and are nearly monodisperse (~4 to 5 nm in diameter).

Since the seminal work of Murray et al. [5] in synthesizing monodisperse, single-crystalline

semiconducting II–VI NCs, significant progress has been made in extending chemical solution-

based synthesis methods to produce other binary and ternary semiconducting and oxide-NC mate-

rials, and to develop rational methods for producing these NCs as shape-anisotropic 1-D

nanostructures in a wide range of material systems. Here we briefly outline the general progress in

the area of chemical synthesis of NWs and nanorods. Briefly, NC synthesis from solution involves

injection of organic precursors at elevated temperatures into a coordinating solvent. Nucleation

occurs from precipitation of the desired stable compound, and adsorption and desorption of the sur-

factant — typically one monolayer — enables deposition (and removal) of atoms on the nuclei.

Kinetic control and focusing of size is regulated by monomer concentration: for monomer concen-

tration above a solubility limit threshold, rapid growth of smaller NCs take place, and less rapid

growth of larger NCs occurs. Once the monomer concentration falls below this threshold, Ostwald

ripening takes place: NCs below a critical diameter become smaller and larger NCs grow. Capping

by the coordinating ligands also prevents agglomeration. The capping also passivates the surface of

NCs against oxidation, and improves the photoluminescence characteristics (intensity and mono-

chromic emission) by reducing or eliminating unterminated-surface bonds which lead to nonradia-

tive recombination of electron–hole pairs. Another key feature in attaining high-quality NCs — and

highly relevant for nanorod and NW synthesis using this method — is homogeneous nucleation and

its separation from the growth phase. In addition, maintaining a concentration of monomer above a

given threshold ensures rapid growth of smaller NCs and less rapid growth of larger NCs, i.e., size

focusing occurs.

Peng et al. [62] synthesized anisotropic NCs — quantum rods of CdSe — by taking advantage

of the anisotropic growth of this wurtzite-structured material when driven by an extremely high

monomer concentration. This anisotropy in growth is enhanced by the inherently

anisotropic–wurtzite structure, with preferred growth along the c-axis. The authors reported the pur-

poseful introduction of impurities to the coordinating ligand, trioctylphosphene oxide (TOPO).

Numerous other syntheses of binary semiconductors and oxide materials have been reported,

including ZnSe, Bi2S3, γ-Fe2O3, PZT, PbSe, PbS, ZnO, BaCrO4, Fe3O4, BiS, Bi2O3, Bi2Se3,

MnFe2O4, SnO2, cerium phosphate (CePO4), InAs, TiO2, CdTe, CoTe, NiTe, BaWO4, GaP, and

europium oxide [7]. A comprehensive review of oxide NW and nanorod materials and their process

routes is presented by Patzke et al. [63].

The synthesis of ternary oxide NWs, e.g., perovskite oxide NWs, has been particularly challeng-

ing. Urban et al. [64–66] demonstrated the synthesis of single-crystalline perovskite ternary oxide

(BaTiO3 and SrTiO3) NWs by decomposition of metal-alkoxide precursors in oleic acid, based on a

synthetic strategy for producing monodisperse perovskite NCs developed by O’Brien et al. [67]. The

BaTiO3 NWs possess diameters as small as 5 nm and lengths exceeding 10 µm. High resolution TEM

and converging-beam electron diffraction confirmed that the NWs are essentially defect-free, single-

crystalline, and the c-axis is oriented along the long axis of the NW (Figure 9.5). Xu et al. [68]

employed a hydrothermal synthesis in the presence of polyvinyl alcohol and polyacrylic acid, to
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produce single-crystalline PbZr0.52Ti0.48O3 NWs. Of particular significance is that the BaTiO3 NWs

produced by Urban et al. enabled more detailed investigations into ferroelectricity in nanostructured

materials [65,66,69]. Electrostatic force microscopy of these NWs reveals that the NWs possess sta-

ble ferroelectric (FE) polarizations, which can be reproducibly reoriented perpendicular to the NW

axes. As shown in Figure 9.5, these NWs exhibit FE hysteresis, and polarizations in these NWs can

be independently induced and manipulated. The FE domains in these NWs represent the smallest vol-

umes of stable FE reported to date. Subsequent studies have revealed distinct scaling behavior of the

evolution of FE phase transition temperature, and further fundamental insights into the origins of FE

stability in nanostructured and ultrathin-FE films. Our findings and the results of our investigations,

combining density-functional theoretical simulations with experiments, will be reported in a forth-

coming publication [70].

9.2.7 TEMPLATE-ASSISTED GROWTH

Another route for obtaining 1-D nanostructures involves the use of nanostructured templates, which

act as a host material into or onto which NWs (or alternatively NTs) of a wide range of materials

can be grown. For example, Ge NWs have been formed via deposition onto periodic corrugations
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FIGURE 9.5 Upper panel: electron microscopy images of a representative single-crystalline BaTiO3 NW.

Results from high-resolution transmission electron microscopy, and converging beam electron diffraction

(inset),collected at a number of locations along more than 50 NWs confirm that each NW is an essentially

defect-free single-crystalline perovskite NW. Lower panel: FE hysteresis of individual FE domain oriented per-

pendicular to the axis of an 11-nm-diameter NW (left), and independent manipulation of FE polarization

within an individual BaTiO3 NW (right), measured by scanning probe microscopy. (From Urban, J.J. et al.,

Adv. Mater., 423–426 (2002); Spanier, J.E. et al., in Nanowire Materials, Vol. 1, Wong, Z.L., Ed., Kluwer,

Boston, MA, 2002; Yun, W.S. et al., Nano Lett., 2, 447–450 (2002). With permission.)
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(V-grooves produced by anisotropic etching in Si[100]) [71]. Salamo and coworkers [72] have used

MBE on high-index GaAs surfaces to promote the assembly of (In, Ga)As NWs and other nanos-

tructures during deposition. Following the growth or deposition into templates, selective etchants

can be used to isolate NWs. Among the advantages for this method is straightforward alignment of

NWs using template material having columnar pores, and the wide flexibility in deposition meth-

ods, including metal-catalyzed growth, catalyst-free growth from the vapor or liquid phases, elec-

trochemical methods, and solution-gelation (sol-gel). In addition, NW diameter is controlled by the

template-pore diameter. A principal disadvantage, however, is that the NWs produced using tem-

plate-assisted growth (TAG) are frequently not single crystalline. Moreover, the lower limit of

diameter of NWs is governed by the template-pore diameter, and some of the hierarchal structures

that can be produced via MCG may not be as easily prepared using TAG. In addition, aspect ratios

of TAG may be limited by mass transport. Among templates, two types of nanoporous-membrane

templates are frequently used: anodic aluminum oxide, (AAO) [73–76] and porous-polymer films

[77]. Pathways for the production of inorganic NWs include CNTs [78] and zeolites [79]. To pro-

duce AAO templates, aluminum films are electrochemically oxidized, and local etching takes place

producing pores that have local hexagonally close-packed ordering. Subsequent anodization of the

film leads to columnar pores with relatively monodisperse diameters ranging from 5 nm to �100

nm, depending upon preparation conditions, e.g., electrolyte composition and concentration, and

anodization voltage. Such template materials (e.g., Anodisc™) can be obtained commercially via

Whatman™ or prepared. Shingubara [80] has presented a review of the use of AAO templates for

the preparation of nanomaterials. Polymer films having track-etched channels are formed by irra-

diation of heavy ions from nuclear fissions [81]. In many cases, following deposition, the NWs can

be isolated by selective etching of the template; often an appropriately selected acidic solution pro-

vides the necessary selective etching. A diverse number of materials, including metals, semicon-

ductors, and binary oxides have been deposited in templates via vapor phase, electrochemical

means, or sol-gel methods.

Lew et al. [82], Lew and Redwing [83], and Redwing et al. [33] demonstrated that high-qual-

ity, single-crystalline Si and SiGe NWs can be produced using AAO templates with a metal cata-

lyst. In contrast to template-free MCG, in this case, the NW diameter is controlled by the template

diameter. This process has several notworthy features: it provides one possible route for growth-

aligned NWs; it enables investigation of growth mechanisms and kinetics in the absence of catalyst-

particle size-driven considerations. The demonstration of SiGe NW growth suggests the possibility

of producing more complex NW materials and compositions, such as SixGe1�x NWs, whose com-

position is controlled. Template-based methods have not been limited to AAO and polymer-based

templates: for example, Han et al. [78] used CNTs as templates to facilitate the syntheses of single-

crystalline GaN and Si3N4 NWs.

Al-Mawlawi and coworkers [84] demonstrated synthesis of CdS NW arrays via electrodeposi-

tion using AAO. Electrochemical methods typically yield NWs, which are polycrystalline and not

single crystalline; for many applications, however template-assisted electrochemical deposition

offers a rather easy route for synthesizing 1-D structures. Often limitations due to mass transport —

well understood from the electrodeposition through or in vias in top-down semiconductor device

processing — can be ameliorated by use of pulsed or alternating current (AC) electrodeposition

techniques. In selected cases, high-quality and even single-crystalline NWs have been produced

using this technique. Another attractive (though not exclusive) feature of electrodeposition is that

multiple species can be reduced and deposited at selected over potentials, enabling the formation of

compositionally segmented NWs within a single electrochemical bath.

For several decades, sol-gel methods [85] have represented an attractive, low-cost method for

producing both planar and nonplanar-thin films of a diverse number of materials, including binary,

ternary, and quaternary oxides, and binary semiconductors. For more than a decade, sol-gel methods

have been used with nanoporous templates to produce 1-D nanostructures, both NWs and NTs. In

nearly all cases, these nanostructures are polycrystalline in nature with varying degrees of control of
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orientation or texture, though there have been some exceptions. For example, Miao et al. [86]

reported the synthesis of single-crystal anataste TiO2 NWs via an electrochemically enhanced sol-gel

route. Frequently, the instability of polymeric precursors in air requires sol-gel methods to be carried

out in an anhydrous environment. Here, the commercially available, air-stable polymeric precursors

for sol-gel processing routes have been helpful in furthering the research in the synthesis and char-

acterization of nanomaterials.

9.2.8 SELECTED OTHER METHODS

One particularly novel template-like method for producing a wide range of single-crystalline NW

materials, developed by Belcher and coworkers [87], is through the use of a virus-based scaffold.

Selected peptides that were shown to exhibit control of composition, size, and phase during

nanoparticle nucleation were expressed on a highly ordered capsid of a bacteriophage, providing a

template for directed synthesis of NWs. Variation of the synthetic route via substrate-specific pep-

tides through the virus offers a new material tunability not previously available. Other routes are

possible as well. For example, an additional route particularly suited for the preparation of metal

oxide NWs is the thermal oxidation of metal NWs produced by template-assisted or chemical solu-

tion-based methods, and Tang et al. [88] have shown that dipole-dipole interactions can be used to

facilitate the assembly of monodisperse CdTe NCs into highly crystalline NWs with uniform sizes.

9.3 HIERARCHAL COMPLEXITY IN 1-D NANOSTRUCTURES

Control of NW diameters, diameter dispersion, and crystallographic and physical orientation are

important features for fundamental investigations of size-scaling effects and for enabling the use of

NWs as building blocks for nanotechnology. Moreover, synthesis routes for preparing other quasi-

1-D topologies may provide new insights into mechanisms of nanostructure growth and new mate-

rial platforms for a range of technologies. In addition to the well-known effects of finite size on

electronic-band structure, the effects of finite size on nonlinear-optical properties, electrical and

thermal conductivity, ferroelectricity, ferromagnetism, superconductivity, phonons, and on the evo-

lution of phase-transition temperatures and pressures, and susceptibility behavior, are all areas of

intense investigation.

9.3.1 CONTROL OF DIAMETER AND DIAMETER DISPERSION

While several methods permit synthesis of NWs with lengths of many microns or even tens of

microns, and with diameters of the order of 10 nm and higher, controlled and reproducible growth

of NWs with smaller diameters (�5 nm) and with narrow diameter dispersion has been more chal-

lenging. Control of the relative growth rates in axial and radial directions is an important feature in

enabling access to a range of NW architectures. As pointed out by Wagner [9] for the VLS mecha-

nism, it is hypothesized that several factors are significant in determining the diameter of the NWs.

The size(s) of the catalyst nanoclusters is important, since the eutectic-droplet size for nucleation is

defined by these. Secondly, the temperature will profoundly affect the diameter (and in some cases

also the shape), since the solubility of the precursor reactant in the nanocluster will alter the eutec-

tic droplet size, which in turn will alter the NW diameter. Finally, a vapor pressure of the precursor

reactant in excess of the critical value at which deposition of the precursor reactant onto the NW

surface (as opposed to the eutectic droplet) takes place, will also have the effect of producing radial

as well as axial NW growth.

Gudiksen and Lieber [89] and Gudiksen et al. [90] demonstrated that Si NWs with control of

mean diameter and with relatively narrow size dispersions can be synthesized: 5 (4.9 � 1.0), 10 (9.7

� 1.5), 20 (19.8 � 2.0), and 30 (30.0 � 3.0) nm-diameter Au colloid was used to produce Si NWs

with diameters of 6.4 � 1.2, 12.3 � 2.5, 20 � 2.3, and 31.1 � 2.7 nm, respectively. The authors
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point out that the dispersion in diameters for each size group is comparable to that of the catalyst

particles, providing further evidence of the distinct role of nanocluster size in determining NW

diameter.

Single-walled CNTs have attracted significant interest because they behave as 1-D metallic con-

ductors or semiconductors with respect to electronic carriers. With regard to NWs, one challenge

has been to produce “molecular wires” in which the diameter of the NWs is as small as possible —

approaching a single chain of atoms. Such wires would find application, for instance, to the prob-

ing of size scaling and dimensionality effects in electronic transport, for extreme carrier or phonon

confinement, or, for example, unique signatures in metal-insulating transitions associated with

Peierls distortions in 1-D. In principle, the minimum NW radius is governed by equilibrium ther-

modynamics, namely that rmin � 2σLVVL/RT ln σ, where σLV is the liquid–vapor surface-free

energy, VL the molar volume of liquid, and σ the vapor-phase supersaturation. This suggests that

nucleation and growth of ultranarrow-diameter NWs may be achieved using a higher partial pres-

sure of precursor for the nucleation phase, followed by lower partial pressure for the growth phase.

This has recently been applied by Wu et al. [19] in the VLS synthesis of molecular-scale Si NWs

as shown in Figure 9.3.

In chemical solution-based NW synthesis, however, the control of diameter can be superior to

those produced through VLS. For example, as of now, several investigators have applied size-selective

precipitation methods originally developed by Murray et al. [5], to produce a growing number of

nanostructured materials with size dispersion of the order of one monolayer. Peng et al. [62] have

shown that the CdSe nanorods possess narrowsize dispersions, as demonstrated by the periodic

ordering of these structures. Control of diameter and diameter dispersion has been shown in binary-

oxide NW systems. For example, O’Brien and coworkers [91,92] reported on an aqueous solution-

based chemical synthesis producing ZnO NWs with monodisperse-diameter NW yields, with

diameters as narrow as 2 nm; the authors also reported on the measurement of strong excitonic

confinement in these structures.

9.3.2 CONTROL OF SHAPE: NOVEL TOPOLOGIES

One of the significant features of inorganic-nanomaterial synthesis by surfactant-mediated chemi-

cal routes is the possibility of controlling the size and shape of nanostructures, thereby effectively

manipulating their properties. Manna et al. [93] demonstrated the growth of a range of nanostruc-

tures by varying the relative concentrations of two types of surfactants–TOPO and hexylphospho-

nic acid (HPA) –– and systematically varying the monomer concentration with time. The HPA

serves to accentuate the difference between growth rates on different crystal faces. Different sys-

tematic variations yield long rods, arrow-shaped NCs, teardrop-shaped NCs, tetrapods, and den-

dritic tetrapods. Manna et al. have also reported [93] that differences between wurtzite and rocksalt

free energies and surface energetics govern the evolution of some of these structures — particularly

stacking faults in the tetrapods. They have explained the topology in terms of abrupt changes in the

crystal structure, from wurtzite in the rod segments to rock salt in the sphere-like vertices. Very

recent investigations by Manna and coworkers, however, have indicated that this multiphase

description of the tetrapod, and the corresponding model of their formation may not be valid: rather,

it seems that the tetrapod nanostructures may consist of single phase, and that it is likely that the

formation of twins plays a significant role in the unique evolution of their topologies [94].

The control of the relative axial and radial growth rates is the basis for the synthesis of coaxial, or

core–shell nanostructures as discussed above. In our laboratory at Drexel, we have demonstrated  the

growth of apex-angle-controlled crystalline Si nanocones (Si NCs) and Ge nanocones (Ge NCs) of

diamond-hexagonal phase through simultaneous control of axial and radial growth rates using metal-

catalyzed CVD; we have also synthesized single-crystalline Ge nanosprings and characterized its

composition and crystallinity with electron microscopy and Raman scattering. As shown in Figure 9.6,

the Si NCs are tapered polyhedra, possessing hexagonal cross-sections. They are typically several
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microns in base diameter, and the radius of curvature at the tip is as small as 1 to 2 nm. Significantly,

these nanocones are of the diamond-hexagonal polymorph, and the taper angles can be tuned during

growth. These Si NCs may offer new opportunities as scanning probes and as central components in

single-molecule sensing. Details on the synthesis and characterization of the unique structural, opti-

cal, and other properties will be presented in several forthcoming publications [95,96].

9.3.3 OTHER BINARY OXIDE 1-D NANOSTRUCTURES

An incredibly diverse range of 1-D nanostructure topologies composed of binary oxides has been

developed by Z. L.Wong and coworkers at Georgia Tech, using solid-state thermal sublimation and

other techniques. A representative group of these 1-D nanostructures is shown in Figure 9.7. Briefly,

oxide powder is placed in the hot zone of a furnace, and ions from the vapor-phase condense onto a

nearby substrate in a lower temperature zone of the furnace. The control of growth kinetics of the polar

surface-dominated nanostructures as well as the use of templates and metal nanoclusters leads to the

synthesis of a wide range of nanostructured topologies, including nano-belts, nano-ribbons, nano-

rings and nano-bows [97], nano-saws [98,99], and nano-helixes [100] –– comprehensive reviews are

presented in [101–104]. While this diverse class of nanostructures possess a common feature in that

each is composed of a binary oxide with polar surfaces, we have recently identified CVD-based syn-

thesis methods in our own laboratory to produce similar crystalline-elemental nanostructures, includ-

ing Ge nano-helices and tree-branched Ge nanostructures possessing sixfold branching symmetry

[105]. Our findings of synthesis conditions producing crystalline nanosprings in a material without

polar surfaces (e.g., Ge as shown in Figure 9.8) suggests that mechanisms other than polar surface-

specific energies and piezoelectricity may also be operative in the formation of one or more of the

binary-oxide nanostructures, this is an area of ongoing investigation by our group [105].

9.3.4 HIERARCHAL 1-D NANOSTRUCTURES

The integration of two or more semiconductor or other materials and the controlled incorporation

of dopants within individual components of nanostructures are essential characteristics of the

advancing development of NWs as building blocks for nanotechnology. Homo- and heterojunctions

within individual NWs enable fabrication of bipolar devices within individual NWs, opening up

possibilities for light-emitting diodes, photodetectors, and band gap-engineered devices within indi-

vidual NWs, and even NW-based superlattices.
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FIGURE 9.6 Silicon nanocones (Si NCs) formed by metal nanocluster-catalyzed CVD. The left panel shows

an array of nanocones, which are tapered polyhedra, possessing hexagonal cross-sections. These Si NCs are

typically several microns in base diameter. As shown in the panel on the right, the radius of curvature at the tip

is as small as 1 to 2 nm. Though not shown, control of conical angle and its dispersion has also been achieved.

(From Cao, L. et al., J. Am. Chem. Soc. in press (2005). With permission.)
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FIGURE 9.7 Representative polar surface-dominated, single-crystalline, zinc oxide 1-D nanostructures.

(From Wang, Z.L., Mater. Today, 26–33 (2004). With permission.)

10 µm

FIGURE 9.8 Scanning electron micrograph of crystalline germanium nanosprings. The formation of

nanosprings having inversion symmetry may generate further debate on the formation mechanisms of these

and similar structures, in both polar and nonpolar crystalline materials. (From Martin, R.R. et al., submitted.

With permission.)
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Some synthesis methods permit formation of hierarchal nanostructures, including NWs with

segments composed of different materials. For most electronic or photonic device applications, syn-

thesis of single-crystalline components with some degree of control of composition at interfaces is

desired. To this end, synthesis of hierarchal nanostructures via metal-catalyzed and catalyst-free

VLS and solid–liquid–solid methods has been demonstrated successfully in several semiconduct-

ing and functional-oxide material systems. Specifically, modulation of composition and doping in

axial and radial directions in a number of material systems has been achieved.

9.3.5 AXIAL AND RADIAL MODULATION OF COMPOSITION AND DOPING

Groups at Harvard and Lund University independently reported the synthesis of semiconductor

NWs with compositionally modulated segments. The Harvard group employed the LCG method in

low vacuum to demonstrate the formation of GaAs/GaP heterojunctions as well as p–n junctions

within Si and InP NWs [106]. The group at Lund University reported the synthesis of axially mod-

ulated III–V NWs via CBE and MOVPE [107,108]. The Lund University group also demonstrated

synthesis of NW heterostructure interfaces with near-atomic sharpness.

Using a combination of MCG and LCG, Wu et al. [16] demonstrated the growth of segments of

SiGe alloy within Si NWs. The SiGe segments were produced by periodic additional use of laser

ablation of a Ge target at elevated furnace. As detailed by Dresselhaus et al. elsewhere in this mono-

graph, the Seebeck coefficient, a measure of the figure of merit for thermoelectric materials, can be

raised above bulk values in NWs through careful selection of diameters, compositions, carrier con-

centrations. Alternatively, engineered nanostructures, which combine some degree of carrier con-

finement, phonon scattering, and high electrical conductivity via such superlattices in

nanostructures, may yet offer new routes for advanced high-performance thermoelectrics [109,110].

Advances in the science and technology of such systems would support further miniaturization of

electronic devices through improved thermal management.

The formation of metal–semiconductor heterostructures within single-crystalline NWs can add

to the array of device capabilities. Wu et al. [111] reported the synthesis of single-crystalline

metal–semiconductor heterostructure NWs composed of segments of Si and nickel silicide. The

synthesis relies on the VLS-growth method via metal-catalyzed CVD. Following the Si NW syn-

thesis, NWs placed transverse to the Si NWs acted as a mask for evaporation of Ni. Following the

segmented Ni deposition on the surface of the Si NWs, an annealing step was used to form the sin-

gle-crystalline silicide segments.

Within 1 year of the first reports of axial modulation, Lauhon et al. [112] reported the synthesis

of radially modulated semiconductor NWs. Such nanostructures are synthesized by adjustment of

process conditions to strongly favor either selective decomposition on the metal alloy droplet or ther-

mal decomposition and noncatalyzed deposition. In this experiment, following the synthesis of NW

cores, the conditions were altered to favor noncatalyzed deposition. As reported in [112], this usu-

ally involves raising the process temperature and lowering the substrate temperature by adjusting its

position in the furnace. In addition, deposited amorphous shell layers were also recrystallized with

subsequent heating, producing high-quality epitaxial interfaces. Lauhon et al. [112] reported the syn-

thesis of core–shell structures consisting of intrinsic (i) Si/p-type doped Si and of Si/Ge. They also

extended the methods to produce core-multishell structures composed of i-Si/SiOx/p-Si, of 

i-Ge/SiOx/p-Ge and of Si/Ge/Si. As shown in Figures 9.9 and 9.10, the synthesis of radially modu-

lated structures composed of p-type Si core with successive shell layers of i-Ge, SiOx and p-Ge was

used to demonstrate coaxially gated NW transistors. Other researchers have demonstrated field-effect

devices in other coaxial nanostructures, including the use of Ga2O3 as a gate oxide shell material on

GaP NW cores [113]. 

Following the initial demonstration of coaxial semiconductor NW heterostructures, syntheses

of a number of other radially modulated semiconductor and oxide heterostructures have been

demonstrated, including preparations involving GaN, GaP [114,115], and CNT sheaths on InP cores
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FIGURE 9.9 Radially modulated Si–Ge and Si–Ge–Si core–shell and core–multishell NWs. Upper panel:

elemental mapping of the cross-section, revealing a 21-nm-diameter Si core, a 10-nm-thick Ge shell and an

interface of ~1 nm. Below this is shown a high-resolution TEM image of a representative NW from the same

synthesis; the scale bar, 5 nm. The inset shows a 2-D Fourier transform of the real-space image showing the

[111] zone axis. Bottom panel: cross-sectional elemental mapping of a double shell structure. (From Lauhon,

L.J. et al., Nature, 420, 57 (2002). With permission.)
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FIGURE 9.10 Coaxially gated NW transistors. At the top is the device schematic showing the transistor

structure. The inset shows the cross-section of the as-grown NW, starting with a p-doped Si core with subse-

quent layers of i-Ge (10 nm), SiOx (4 nm), and p-Ge (5 nm). The source (S) and drain (D) electrodes are con-

tacted to the inner i-Ge core, while the gate electrode (G) is in contact with the outer p-Ge shell, and

electrically isolated from the core by the SiOx layer. Scanning electron micrograph (SEM) of a coaxial tran-

sistor. Scale bar, 500 nm. Gate response of the coaxial transistor at VSD � 0.1 V, showing a maximum transcon-

ductance of 1500 nA V21. Charge transfer from the p-Si core to the i-Ge shell produces a highly conductive

and gateable channel. (From Lauhon, L.J. et al., Nature, 420, 57 (2002). With permission.)
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[116]. One particularly important area of development has been efforts by the group of Chongwu

Zhou at the University of Southern California in integrating functional oxides, including per-

ovskites, and superconducting oxides, as epitaxial shells on binary-oxide (MgO and ZnO) NW

cores. Han et al. [117] reported synthesis and characterization of such core–shell NWs with shells

of FE piezoelectric single-crystalline lead zirconate titanate (PZT), and alternatively, supercon-

ducting YBCO, the colossal magnetoresistive material La0.67Ca0.33MnO3 (LCMO) and of

maghemite (Fe3O4). The authors also performed electronic transport characterizations of LCMO

shells of various thicknesses, and demonstrated the persistence of metal–insulator transition and

magnetoresistance, down to the nanoscale.

A number of other hierarchal 1-D nanostructures have been produced. For example, Zhang 

et al. [118] reported the synthesis of SiC/SiOx core–shell nano-helices [118], and Li et al. [79]

reported on the synthesis of Mg2Zn11-MnO belt-like core–shell nano-cables via CVD. Li et al. [119]

reported on Zn/ZnS nano-cabled coaxial structures. We also note that chemical solution methods

have also been employed to produce core–shell nanorods. Manna et al. [120] and Mokari and Banin

[121] reported the synthesis of core–shell CdSe/CdS/ZnS and CdSe/ZnS nanorods respectively,

demonstrating increased quantum efficiencies in the photoluminescence associated with the passi-

vation of the nanorod core surfaces.

Shape anisotropy and hierarchal complexity can enhance the array of interesting and techno-

logically exciting optical properties of nanostructures. For example, the photoluminescence char-

acteristics of GaP semiconducting NWs are observed to strong optical polarization parallel to the

axis of the NWsnanowires as well as strong polarization sensitivity to the photoconductive and

absorption response [122,123]. Significantly, NWs can be used as optical-resonance cavities. As

reported by Yang and coworkers [124], ZnO and GaN NWs can be made to produce lasing emis-

sion despite the cross-section of the NW cavity being well below the wavelength of light. The avail-

ability of core–shell architecture (e.g., GaN/Al GaN) with the shell material having a larger band

gap than the core provides simultaneous confinement of the exciton and photon, providing the nec-

essary wave-guiding function to the nanostructure. Nanowire-based lasers are key components in

the development of highly adaptable and flexible nanostrucured solutions for the formation of opti-

cal networks and other device components [125].

Dick et al. [185] and others have used secondary seeding of Au nanoclusters on III–V NWs in

order to produce branched and hyperbranched structures as shown in Figure 9.11. The authors
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FIGURE 9.11 Branched and hyper-branched NWs composed of III–V NWs produced by sequential seeding

of nanostructures with catalyst particles. Such nanostructures may find a number of applications, including the

guiding of neuron growth. (From Dick, K.A. et al., Nat. Mater., 3, 380–384 (2004). With permission.)
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FIGURE 9.12 Effect if reduced quantum dot length. Top: gate characteristics of a single electron transistor

with a 100 nm long dot. The oscillations are perfectly periodic and are visible up to 12 K. Middle: when the

dot length is 30 nm, the energy level spacing at the Fermi energy is comparable to the charging energy and the

Coulomb oscillations are no longer completely periodic. Bottom: a 10 nm dot results in a device depleted of

electrons at zero gate voltage. By increasing the electrostatic potential electrons are added one by one. For

some electron configurations the addition energy is larger, corresponding to filled electron shells. All data in

this figure were recorded at 4.2 K. (From Bjork, M.T. et al., Nano Lett., 4, 1621–1625 (2002). With permis-

sion.)
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demonstrated that the diameter, length, number, and chemical composition of each branch can be

controlled. Such three-dimensional networked structures have the potential for a diverse number of

applications, including the guiding of neuron growth.

9.4 SELECTED PROPERTIES AND APPLICATIONS

9.4.1 MECHANICAL AND THERMAL PROPERTIES AND PHONON TRANSPORT

It has long been known that the mechanical properties of materials are not scale-invariant. For

example, for materials that undergo plastic deformation, the so-called Hall [127] and Petch [128]

behavior — the increase in the hardness and yield strength of a polycrystalline material with

reduction in grain size — involves the relative increase in the area of grain boundaries and the

associated piling up of dislocations. The reduction in grain size leads to more impediments to dis-

location motion and results in a scale-dependent toughness, though there exists a finite nanoscale

size for which the toughness reaches a maximum. With respect to ceramic nanomaterials, rela-

tively little has been reported on the scaling of mechanical properties (stiffness, modulus, tough-

ness, hardness) in the semiconducting and oxide NW or nanobelt materials. Moreover, the

synthesis of essentially defect-free 1-D single-crystalline nanostructured materials has created

opportunities for investigating the theoretical strength of materials in the absence of defects.

Lieber and coworkers [129] have measured the elasticity, strength, and toughness of individual SiC

nanorods in fixed-free configurations via atomic force microscopy (AFM). The authors reported

values in good agreement with theoretically predicted modulus for [110]-oriented SiC. Wang and

coworkers [130,131] have developed a method of evaluating Young’s modulus in individual NTs,

NWs, nanobelts and other nanostructures. The authors relate electric-field-induced mechanical

resonances in these nanostructures produced by electron beam in a TEM to values of elastic mod-

uli. Despite this and other progress, a systematic experimental study of the scaling of modulus and

other mechanical properties of single-crystalline semiconducting or oxide 1-D nanostructures has

not been reported to date.

Thermal conduction via phonons is expected to be significantly reduced in narrow NWs. When

the dimensions of a NW approach the mean free path of phonons, the thermal conductivity is

reduced relative to bulk values by scattering of phonons by surfaces and interfaces. The miniatur-

ization of electronic and photonic devices, e.g., the higher number density of transistors, is accom-

panied by new challenges in effective thermal management. A figure of merit for thermoelectric

materials, however, involves the unusual combination of poor thermal conductivity with high elec-

trical conductivity. Yang and his group at Berkeley have demonstrated that axial periodicity in

Si/SiGe axial superlattice NWs may be highly effective in tuning NW thermal conductivities for

thermoelectric applications; they reported the reduction in the thermoconductivity of Si/SiGe super-

lattice NWs by five times, compared with elemental undoped Si NWs of the same diameter

[109,110].

Raman scattering is one of the most powerful experimental tools for characterizing lattice

dynamics and corresponding thermodynamic properties in solids [132]. A number of investigations

have been performed to characterize the effects of finite size and wire-like geometry on the con-

finement of phonons. Theoretical predictions indicate that for Si NWs of diameters �~20 nm,

phonon dispersions become altered and group velocities are lowered relative to bulk values

[133,134]. Reduction in NW diameter is accompanied by a downshifting and asymmetric broaden-

ing of the Raman line shape, and has been attributed to the confinement of optical phonon(s). In per-

fect bulk single crystals with no loss of translational symmetry, first-order Raman scattering is

restricted to q � 0 phonons in accordance with momentum selection rules. The reduction of size,

however, leads to the relaxation of these selection rules and necessitates an inclusion of a larger frac-

tion of the dispersion curves away from the Γ point. A model for including and averaging q → 0
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phonons was developed and applied by Richter et al. [135] and by Herman and coworkers [136].

This Gaussian-correlation model has been used to describe the sampling of the phonon dispersion,

and is widely used to model phonon confinement in nanostructures, including NWs. Enhancements

of the model are included to incorporate known-size dispersion and the effects of strain via a

Grüneisen parameter [137]. In addition, the effects of lattice strain at and near the NW surface

defects, and coupling of free carriers to longitudinal optical phonons in degenerately doped semi-

conductors may also affect the Raman line shapes and zone-center phonon energies. In all cases

reported to date, the measurements have been carried out on ensembles of NWs with varying

degrees of diameter dispersion. One of the most systematic studies of the effects of finite size on

Raman spectra in NWs was recently presented by Eklund and coworkers [138]. Though a number

of papers have been published on Raman scattering from Si and other semiconducting and oxide

NWs, a recent theoretical study of Si NWs [139] predicts the presence of Raman-active low-fre-

quency breathing modes. This prediction and an experimental confirmation of these modes may be

helpful in providing another means of characterizing the diameters of NWs. In future, as the use of

hierarchal nanostructures becomes more prevalent in nanoelectronics and nanophotonics, Raman

scattering will continue to play a unique role in the evaluation of 1-D nanostructure materials and

devices, including, for example, crystal structure and quality, interfacial strain, thermal manage-

ment, and strongly correlated electron behavior.

9.4.2 ELECTRONIC PROPERTIES OF NANOWIRES

Since the invention of modulation doping and the higher electron mobility transistors by Stormer 

et al. [140], precise control of the composition in semiconductors remains a critical component to

2-D electronic and photonic devices. In a seminal 1980 publication, Sasaki [141] pointed out that

the restriction of electronic carriers to 1-D from 2-D or 3-D would result in significantly reduced

carrier-scattering rates, owing to the reduction in the possible k-space points accessible to carriers.

In general, electronic-carrier mobility in real systems can be affected by the scattering of carriers in

a number of ways: scattering by other carriers, by surfaces, by interfacial roughness, by acoustic

phonons, optical phonons, impurities, and by plasmons. Significant theoretical and experimental

work involving electronic transport in CNTs has helped in distinguishing ballistic and diffusive

modes of transport. However, for free-standing semiconductor NWs, experimental and theoretical

consensus of carrier-scattering mechanisms that are most significant in single- and multicomponent

coaxial semiconductor NWs is less clear. In some cases, carrier mobilities in Si NW-field effect

transistors and transconductance values have been reported to exceed those associated with con-

ventional Si planar technology devices [142].

Even if the mobility of carriers in semiconductor NWs in a given device is lower than that in

the corrsponding bulk material, there are a number of other possible advantages to 1-D transistor

devices over their 2-D counterparts. With respect to electronic properties, NWs represent an impor-

tant link between bulk and molecular materials. The electronic properties of many bulk semicon-

ductors, including oxide semiconductors, are well known, and the electronic-band structures have,

in many cases, been modeled in great detail. Systematic control of NW diameter enables system-

atic investigation of the effects of dimensionality on electronic transport. In general, the diameter

below which electronic transport is significantly altered is related to the degree of confinement of

carriers and excitons, the Fermi wavelength and Coulomb interactions, although NWs with larger

diameters still possess significant surface-to-volume ratios that can affect electronic transport via

surface scattering. Semiconductor NWs, like CNTs, are currently being investigated for elements in

nanoscale spintronic devices by introducing dilute concentrations of magnetic dopants. Several

groups have reported successful doping of semiconductor NWs with manganese [143–146], using

different methods. There are numerous reports on the field emission properties of transition metal

oxide nanowires and semiconductor nanocones.

One-Dimensional Semiconductor and Oxide Nanostructures 305

Copyright 2006 by Taylor & Francis Group, LLC



There have been a number of simulations reported of the electronic transport and properties of

semiconductor NWs. The strategies can be classified into effective mass and k . p methods

[147–150], tight-binding theory [151–153], and pseudopotential approaches [154–157]. In the past,

the sizes of unit cells required to describe NWs, using first-principles density functional theoretical

(DFT) methods, were too computationally expensive to pursue; this has changed of late. Musin et al.

[158] have contributed a (DFT) study of the structural and electronic properties of [111]-oriented Si-

Ge core–shell interface in very small-diameter (1 to 2 nm) NWs. Significantly, the authors found pos-

itive and negative deviations from Vegard’s law for compressively strained Ge and tensile-strained Si

cores respectively. They also found that the direct-to-indirect transition for the fundamental band gap

is found in Ge-core/Si-shell NWs, while Si-core/Ge-shell NWs preserve a direct energy gap almost

over the whole compositional range. We note an earlier study by Zhao et al. [159] in which the

authors reported density-functional theoretical simulations of electronic-band structure and optical

properties of Si NWs, predicting that NWs having a principal axis along �110� possess a direct gap

at the Γ point for wires modeled up to 4.2 nm in diameter. These findings hold significant promise

for the potential application of such Group IV single component and coaxial NW heterostructures

for a broader range of photonic applications.

The formation of addressable 0-D semiconductor structures is important for fundamental stud-

ies of electronic transport phenomenon, and for future applications in single-electron transistors,

quantum computing, and metrology. Axial modulation of the composition of NWs may be used to

produce precisely located 0-D and 1-D segments within NWs (Figure 9.12) as shown by Samuelson

and coworkers [108,160,161]. The authors reported the fabrication of single-electron transistors and

resonant-tunneling diodes by producing heterostructural interfaces separated by as few as several

monolayers or as many as large as hundreds of nanometers. In addition, the authors have recently

used these so-called 1-D/0-D/1-D structures to fabricate nanowire-based, single-electron memory

devices [162]. Superlattices in NWs based on these structures may enable extension of the quantum

cascade laser as pioneered by Capasso [163]. Addressability of individual NWs for electronic and

optical devices is an important consideration for practical applications: among the developments in

this area, Zhong et al. [164] reported on the use of NW-crossbar arrays as address decoders.

Electronic transport in semiconductor-NW devices has been shown to be a highly sensitive

means of selective binding and detection of molecules on NW surfaces functionalized with recep-

tors. Nanowire-based detection of a number of analytes, including the prostate-specific antigen

(pSA) [165], label-free [166], single virus detection [167] has been demonstrated. NW arrays with

selectively functionalized NW surfaces represent one of the frontiers in high-sensitivity detection

of a broad range of chemical and biological molecules and other species. An overview of this work

has been presented in a recent review [168].

Among the most significant recent achievements pertaining to electronic transport are reports

of coherent transport in molecular scale semiconductor NWs [169] and the report of formation of a

1-D hole gas in a Ge/Si NW heterostructure [170]. The authors reported room-temperature ballis-

tic hole transport in semiconductor NWs with electrically transparent contacts, opening important

further possibilities for new fundamental studies in low-dimensional, strongly correlated carrier

gases and high-speed, high-performance nanoelectronic devices based on semiconductor NWs

[171]. Recently, proximal superconductivity was reported in semiconductor NWs, in which the

electronic transport characteristics of InAs NWs with closely spaced aluminum electrodes were

measured at temperatures below the superconducting transition temperature of Al. The NW-elec-

trode interfaces act as mesoscopic Josephson junctions with electrically tunable coupling [172].

9.4.3 OPTICAL PROPERTIES OF NANOWIRES

In NWs, like their 0-D nanostructure and 2-D ultrathin film counterparts, confinement of electronic

carriers leads to altered electronic-band structures that are manifested as changes in band-to-band 

transition emission and absorption energies, and changes in other optical properties according to the
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degree of confinement. In order to provide a basic description of the effect of the confinement of elec-

tronic carriers to within a NW, the electronic wave functions and bound-state energies are obtained by

solving the Schrödinger equation under the effective mass model and with the assumption that the NW

has a circular cross-section. The ground-state solution to the particle-in-a-cylinder [173] is given by

the wave function

Ψ(re,h, ze,h) � NRNL � J0�α01 �sin� �π ze,h
�

L

re,h
�
R
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FIGURE 9.13 Resonant tunneling and Coulomb blockade. Upper left: differential conductance as a function of

bias and gate voltage for zero, one, and two electrons on the dot for large bias voltages at 300 mK. The vertical line

indicates the (italic: I–V) curves shown in (lower left panel) and (lower right panel). Lower left: for positive bias

voltage (insert I) tunneling occurs to the dot via the thicker barrier and electrons then escape quickly to the collec-

tor. Hence, charging effects are weak. Resonances in the transport characteristics (dark diagonal lines) appear when

emitter states are aligned with discrete states in the dot. Lower right: for negative bias voltages (insert II) electrons

tunnel quickly to the dot through the thin barrier, whereas the tunneling rate out of the dot is lower, resulting in charg-

ing effects, i.e. a Coulomb staircase. (From Bjork, M.T. et al., Nano Lett., 4, 1621–1624 (2002). With permission.) 
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where J0(α01·r/R) is the zero-order Bessel function, α01 the first zero of the zero-order Bessel func-

tion, L the length of the cylinder, and

NR � �2π�R

0

rJ 2
0�α �dr�

�1/2

and NL � (2/L)1/2 are normalization factors for the radial and axial portions of the wave function.

The confinement energy increase in the band gap is then given by

∆EQC � �� �
2

� � �
2

�
where m* is the reduced effective excitonic mass, m* � memh/(me�mh), and Q is the Planck’s

constant.

In cases involving electronic excitations (e.g., those involving optical transitions), an additional

contribution to the energy from the excitonic Coulomb interaction must also be considered. This is

typically a small correction relative to the confinement energy, except for small (~10 nm) diame-

ters. The contribution for QDs is exactly solvable, and results in the additional term ~1.8e2/εR

[174,175]. However, an analytical solution for the cylindrical geometry is not possible. Gudiksen

[176] has compared the results of a numerical evaluation of the required matrix element to experi-

mental data of size-dependent excitonic photoluminescence from III–V NWs. Wang and Gudiksen

[122] also reported that the shape anisotropy of NWs produces strong effects in the optical proper-

ties, namely that the luminescence emission is strongly polarized, and that the photoconductivity of

NW-based photodetectors is highly polarization sensitive. Though these features are explained on

the basis of classical electromagnetic theory for an anisotripic dielectric material, these findings

were the first to suggest possibilities for single-photon polarized emission and detection based on

NW arrays.

One of the most exciting developments involving the optical properties of NWs is the demon-

stration of room-temperature lasing emission in the ultraviolet from individual NWs. As reported

by Yang and coworkers, well-faceted ZnO and GaN [124] NWs produced using VLS growth meth-

ods and having diameters from 100 to 500 nm support predominantly axial Fabry–Perot wave-

guide modes, which are separated by ∆λ � λ2/[2Ln(λ)], where L is the cavity length and n(λ) the

group index of refraction. Structures with smaller diameters are prevented from lasing due to dif-

fraction, and photoluminescence emission is lost in the form of surrounding radiation. Lieber and

coworkers [177] have reported on lasing in CdS NW optical cavities. The flexibility of the hierar-

chal structure of NWs has also been applied to NW lasers.Using the core–shell GaN/Al0.75Ga0.25N

configuration, Yang and coworkers [178] were able to provide simultaneous exciton and photon

confinement in NW cores having diameters as small as 5 nm — much smaller than the normal

minimum to avoid the diffraction effects that prevent lasing. The Berkeley group has extended

these concepts to a family of NW photonic components, and taken advantage of the ability of these

NWs to sustain significant deformation without fracture in order to develop NW-based optical

networks and devices [125]. In fact, the large nonlinear optical response of ZnO NWs, as reported

by the Yang group [179], may enable these to be used in optical frequency conversion for

nanoscale optical circuitry.

Semiconductor nanostructures with wide band gaps (e.g., TiOx) have emerged as important

components in a new class of photovoltaic devices. Highly conductive wide band gap transition

metal oxide nanostructures have been used in dye-sensitized solar cells to provide a conductive path

for the collection of photoexcited carriers. As shown recently by Law et al. [180], and Baxter and

Aydil [181], dye-sensitized solar cells based on aligned ZnO NWs offer features of a large specific

surface area, connectivity for carriers, and the desired optical response.

π
�
L

α 01
�

R

h2

�
2m*

re,h
�
R
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9.5 CONCLUDING REMARKS

Presently, significant new results involving the development of novel 1-D semiconductor and oxide

nanostructure materials and devices, experimental characterizations, and theoretical predictions and

simulations are being reported every few weeks. The wider dissemination and use of methods for 

controllably producing materials of selected composition and hierarchal topologies in 1-D nanos-

tructured form as introduced here undoubtedly will enable the advancement of material technolo-

gies, and facilitate wider adoption of 1-D-based semiconductor and oxide NW technologies in

commercial, consumer, and defense sectors. Significant challenges involving the controlled growth,

processing, and assembly of 1-D nanostructures remain to be addressed before these materials dis-

place the prevalence of top-down fabricated devices. However, this situation may change rather

soon: for example, the recent demonstration of monolithic integration of III–V NWs with standard

Si technology [182,183] represents a significant achievement in advancing the next generation of

optoelectronics devices and technologies. Nevertheless, issues regarding biocompatibility of these

nanomaterials, unknown environmental and health hazards pertaining to their production, handling,

use and disposal, and intellectual property considerations have not been addressed in a systematic

way. These and other challenges and opportunities for applying controlled growth, the flexibility of

working with nontraditional substrates and platforms, and advantages in the electronic, thermal, and

optical response and sensing capability of many 1-D nanostructured materials over their bulk coun-

terparts will continue to attract researchers and technologists across many disciplines, as well as

investors from the public and private sectors worldwide. It seems increasingly likely that the

prospects for NWs and related nanostructures to impact the quality of our everyday lives will con-

tinue its steady rise.
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10.1 PREFACE

The discovery of carbon fullerenes [1] and later carbon nanotubes [2] stimulated research on car-

bonaceous nanomaterials and also the search for nanotubes and fullerene-like structures from other

layered compounds. Numerous inorganic compounds possess layer (2-D) structure, including metal

dichalcogenides (sulfides, selenides, and tellurides), metal dihalides (chlorides, bromides, and

iodides), metal oxides, and numerous ternary or quaternary compounds, resembling thereby

graphite. The metal dichalcogenides, MX2 (M = Mo, W, Nb, Ta, Hf, Ti, Zr, Re; X = S, Se) contain

a metal layer sandwiched between two chalcogen layers with the metal in a trigonal pyramidal or

octahedral coordination mode [3,4]. Analogous to graphite (Figure 10.1a), weak van der Waals

forces are responsible for the stacking of the MX2 layers along the c-axis (Figure 10.1b). The

molecular sheets of inorganic layered compounds consist of multiple layers of different atoms

chemically bonded together.

The stimulus for the formation of fullerenes and nanotubes can be understood on the basis of the

structure of the parent bulk compound, graphite, which consists of atomically flat carbon (graphene)

sheets. Here, each carbon atom is bonded to its three nearest-neighboring carbon atoms via sp2
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hybridization, forming a hexagonal (honeycomb) network. The layers are stacked together via weak

van der Waals forces. Carbon atoms that are disposed on the rim of the sheet are only twofold-

bonded, each one thus having dangling bond. When the graphene sheet size shrinks, the ratio of

rim/bulk atoms increases as 2n, where n is the number of cutting cycles of the sheet into smaller

pieces. The large increase in the ratio of rim/bulk atoms with shrinking size of the graphene sheet

makes the planar nanostructure unstable. This instability results in folding of the graphite layers and

the formation of carbon fullerenes and nanotubes, which are seamless structures. While the nan-

otubes involve winding of the graphene nanosheet in one axis, the fullerenes are obtained by folding

the nanosheet along two axes. Since the latter process requires much higher elastic energy, the fold-

ing is realized by disposing 12 pentagons into the hexagonal carbon network. It is important to real-

ize that folding of the graphene nanosheet involves overcoming an elastic energy activation barrier,

which is provided by heating or irradiation. The invested energy is more than compensated once the

fullerene is closed and the dangling bonds at the periphery of the nanosheet disappear.

In analogy to that, one notes that the chalcogen atoms of MX2 compounds on the basal (0 0 0 1)

plane are fully bonded and therefore nonreactive. In contrast the metal and chalcogen atoms on the

rim of the nanosheet are not fully bonded. While the metal atom within the MX2 layer is six- fold-

coordinated to the nearest chalcogen atoms, it is only fourfold-coordinated at the edge of the MS2

nanocluster. Similarly, the chalcogen atom in the rim is only twofold-bonded to the metal atoms

instead of being threefold-coordinated as in the bulk (Figure 10.1b). Therefore, planar nanosheets of

the dichalcogenide compounds become unstable, forming structures reminiscent of nested carbon

fullerenes and nanotubes (Figure 10.2), referred hereafter as inorganic fullerene like (IF) structures
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FIGURE 10.1 (a) Schematic structure of graphite. (b) Schematic presentation of MoS2 layer with both bulk

and rim atoms delineated.
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[5,6]. Generally, the fullerene-like structures are less regular in their shape than the respective nan-

otubes and contain many defects (however see below). Other related structures are nanoscrolls,

which are obtained by winding molecular sheets several times around their axial direction. In the

energy landscape, nanoscrolls can be considered to be an intermediate stage between a perfectly

crystalline the stable nanotubular structure and the unstable flat nanosheets. Nanoscrolls are prefer-

ably produced by “chemie douce” (low temperature) processes, like sol–gel, intercalation–exfolia-

tion, hydrothermal synthesis, etc., in which the thermal energy is not sufficiently large to induce

growth of the ultimately more stable nanotubular structure.

Over the past few years, considerable progress has been achieved in the synthesis of nanotubes

from layered metal dichalcogenides and several other layered compounds. Nanotubes of various

layered transition metal compounds, including halides like NiCl2 [7], and various layered-type

oxides like V2O5 [8,9] and H2Ti3O7 [10], have been synthesized using different methodologies. The

advent of the synthesis, structural characterization, properties, and applications of inorganic nan-

otubes have been covered by a number of recent review articles, see, e.g., [11,12].

Perhaps, the most well-known example of an early tube-like structure with diameters in the 

submicrometer range is formed by the asbestos minerals, like chrysotile, kaolinite, etc. The folding of

kaolinite sheet was studied by Pauling [13], and was attributed to an asymmetry of the layered struc-

ture, which consists of fused silica tetrahedra and alumina octahedra (Figure 10.3). The larger alumina

octahedra occupy the outer face of the scrolling sheet, whereas the smaller silica tetrahdra are found
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FIGURE 10.2 TEM image of a WS2 nanotube.
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at the inner face of the asbestos sheet. More recently, a systematic effort to synthesize “misfit” com-

pounds, in which cubic crystals like PbS are intercalated between layers of, e.g., NbS2, forming

thereby an artificial superlattice, is well documented [14]. Owing to lattice mismatch between the two

compounds, an asymmetry arises in the “misfit” lattice, which induces folding of the layers and the

formation of tubular structures [15]. The synthesis of mesoporous silica with well-defined nanopores

in the range 2 to 20 nm was reported by Beck and Kresge and their coworkers [16]. The syntheses

strategy involved the self-assembly of liquid crystalline templates. The pore size in zeolitic and other

inorganic porous solids is varied by a suitable choice of the template. In contrast with the IF phases,

which consist of isolated nanoparticles, mesoporous materials form an interconnected and extended

lattice.

Using various templates, recent efforts have resulted in the synthesis of nanotubes from isotropic

3-D (nonlayered) compounds also, further widening the scope of inorganic nanotubes. Even folding of

sheets of 3-D compounds, like silica or AlN into nanotues with below 100 nm diameter requires very

large amounts of elastic energy and is therefore prohibitive. Even higher elastic energy is required for

the formation of quasi-spherical polyhedral (fullerene-like) nanostructures from 3-D compounds. One

way for a 3-D compound to overcome this energy barrier is to introduce grain boundaries and disloca-

tions, leading thereby to polycrystalline nanotubes. Nanotubes of 3-D compounds can be obtained

through a templated growth using an artificial scaffold. Earlier, amorphous silica nanotubes were

obtained by hydrolysis of tetraethylorthosilicate (TEOS) in a mixture of water, ammonia, ethanol, and

tartaric acid [17,18]. Later on, polycrystalline silica, alumina, and vanadia nanotubes were obtained by

using carbon nanotubes as a template and subsequent calcination of the product at elevated tempera-

tures [19]. Recently, however, highly faceted and crystalline nanotubes of isotropic (3-D) compounds

were obtained by growth along an easy axis, as demonstrated for AlN [20] (Figure 10.4) and for micro-

tubules of Ga2O3 (Figure 10.5) [21]. Here, the c-axis �0 0 0 1� serves as the fast growth axis for this

wurzite-type lattice, with (1 0 1� 0) and (1 1 2� 0) faces making the facets of the tubes. The atomic struc-

ture of the edges between two such facets has not been studied in detail so far. Nanotubes of 3-D com-

pounds are inherently unstable and their surface is generally very reactive, a property which can be very

useful for catalyzing chemical reactions.

10.2 SYNTHESIS OF INORGANIC NANOTUBES

Even before IF materials were recognized as a universal phenomenon, tubular and fullerene-like

forms of layered compounds were reported. Perhaps the earliest among them were nanoscrolls of

MoS2 obtained by reacting MoCl4 with Li2S in tetrahydrofurane (THF) solution, and subsequent

annealing at 400°C [22]. In another study, NiS–MoS2 core–shell structures, in which closed MoS2

layers enfold NiS nanoparticles, were reported [23]. Over the past few years, a number of synthetic

strategies have been successfully used for the production of nanotubes from layered (2-D) as well
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FIGURE 10.3 Schematic representation of the mineral kaolinite.
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FIGURE 10.4 SEM image of faceted AIN nanotubes. (Adapted from Wu, Q. et al., J. Am. Chem. Soc., 125,

10176, 2003.)

FIGURE 10.5 Faceted microtubules of Ga2O3. (Adapted from Sharma, S. and Sunkara, M.K., J. Am.

Chem. Soc., 124, 12288, 2002.) Note the clear hexagonal cross section of the tubes in both cases.
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as nonlayered (3-D) compounds. Table 10.1 brings a concise summary of the various metal

dichalcogenide nanotubes that have been reported over the last few years, and the synthetic proce-

dures which have been used for their production. This summary shows the large versatility of the

chemical apparatus that has been developed for the synthesis of these nanotubes. It further suggests

that these nanostructures are thermodynamically stable, with the sole constraint that their diameter

is smaller than approximately 100 nm. Most commonly, the synthesis of metal dichalcogenide nan-

otubes is done at elevated temperatures. “Chemie douce” (low-temperature) processes like

hydrothermal synthesis, which are very useful for the synthesis of metal-oxide nanotubes, have not

been developed so far for chalcogenide nanotubes. Heating is not only important for accelerating

TABLE 10.1

Summary of the Inorganic Nanotubes Reported in the Literature and the Synthetic

Procedures Used for Their Production

Compound Synthetic Approach References Comments

MS2 (M=W, Mo) Reaction with the respective oxide [5,24–26] ReS2 is a 2-D  

ReS2 at elevated temperature compound with

Re-Re bonds

MS2 (M=W, Mo) Chemical vapor transport (CVT) [27,28]

Single wall MoS2 CVT(I2)+C60 catalyst [29]

nanotubes

MoS2 Ammonium thiometallate  (ATM) solution [30,31] Not perfectly 

in porous alumina template, reaction with H2S crystalline

MS2 (M=Nb, Ta, Ti, Zr, Hf) Decomposition of MS3 at elevated temperature [32,33]

MoS2 Heating MoS2 powder in a closed Mo crucible [34]

NbS2, ReS2 Depositing NbCl2 (ReCl3) from solution onto [35,36]

carbon nanotubes; firing in H2S at elevated 

temperature

NbSe2 Direct reaction of the elements at 800°C [37]

MoS2 Hydrothermal reaction of ATM; [38] Non-perfect 

crystallization from acetone; crystallinity

firing in H2S at 600°C

WS2 Firing of ATM in thiophene/hydrogen [39]

at 360–450°C

TiS2 CVT(I2) [40]

MoS2 Firing of ATM in H2 [41]

MoS2 Firing of MoO3 nanobelts in the [42]

presence of sulfur

WS2 Hydrothermal synthesis with organic amines [43]

and a cationic surfactant and firing at 850°C

WS2 Growth of WO3�x nanowhiskers; annealing in [44,45]

H2S/H2 atmosphere at elevated temperature

NbS2/C Deposition of NbCl4 on carbon nanotubes [46]

template/firing in H2S

MX2 (M=Mo, Nb; Electron beam irradiation of MX2 powder [47–50]

X�S, Se, Te)

MS2 Arc discharge of submerged electrodes [51]

MoS2, WS2 Microwave plasma [52]

SnS2/SnS (misfit) Laser ablation of SnS2 [54]

InS Reacting t-Bu3In with H2S in aprotic [88] Metastable phase

solvent at 203°C in the presence of 

benzenethiol present
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the reaction kinetics, but also to endow sufficient thermal energy to the nanoclusters. This thermal

energy induces structural fluctuations in the lamella, leading to folding of the planar nanosheet into

a crystalline nanotubular structure. Obviously, ionizing or nonionizing irradiation can serve as a

source of energy to elicit the chemical reaction and the structural transformation [47–49]. This

effect was first recognized in the electron beam synthesis of fullerene-like MoS2 nanoparticles [50].

However, such a procedure is not likely to become a useful way to grow macroscopic amounts of

inorganic nanotubes. Arc-discharge of MoS2 electrode submerged in water led to the synthesis of

fullerene-like nanoparticles of this compound [51]. Microwave plasma has also been used to syn-

thesize fullerene-like nanoparticles of WS2 and MoS2 [52]. Sonochemical reaction has been used to

synthesize nanoscrolls of the layered compound GaO(OH) [53].

Laser ablation has been successfully used for the growth of carbon nanotubes and nanowires of

Si, GaAs, and the similar compounds (see Chapter 2, of this handbook). Recently, very short nan-

otubes and nested fullerne-like nanoparticles of “misfit” compound SnS2/SnS have been obtained

by laser ablation of an SnS2 pellet [54]. Here an ordered superstructure with one or a pair of SnS

layers sheathed between two SnS2 layers was observed. The formation of these unusual nanostruc-

tures can be attributed to the volatility of sulfur during the laser ablation process. Unfortunately, the

“misfit” nanotubes are rather short (<1 µm) and cannot be produced in large amounts. Laser abla-

tion of MoS2 and WS2 targets yielded nanoparticles with fullerene-like structure [55,56]. Growth of

NiCl2 nanotubes by a laser ablation process was demonstrated [57]. The nanotubes were shown to

grow in a vapor–liquid–solid (VLS) mechanism. However, little control over the growth mode could

be established, and the yield of the nanotubes was extremely low.

Hexagonal boron nitride (BN) crystallizes in a graphite-like structure. Here, the iso-electronic

B–N pair replaces a C–C pair in the graphene sheet. Partial or entire replacement of the C–C pairs by

the B–N pairs in the hexagonal network of graphite leads to the formation of a wide array of two-

dimensional phases, like BC2N. BN tubes with turbostratic structure were reported by Hamilton et al.

[58]. The first synthesis of crytalline BN nanotubes was reported shortly afterwards [59]. BN nanotube

phases have been produced by several synthetic approaches [60–62]. Double-wall BN nanotubes were

obtained by plasma arc reaction using boron anodes impregnated with nickel and cobalt catalysts [63].

Likewise, BCxN nanotubes were synthesized by reacting aligned CNx nanotubes with B2O3 in the

presence of CuO in N2 atmosphere and at 1800°C [64]. Sheated carbon/BN nanotubes were synthe-

sized as well [65]. Here a graphite cathode was arced with an HfB2 anode in a nitrogen atmosphere.

In this configuration, the three constituents have different sources: the anode for boron, the cathode

for carbon, and the chamber atmosphere for nitrogen. In addition, hafnium present in the plasma may

be acting as a catalyst. Reactive magnetron sputtering of graphite target in the presence of nitrogen

atmosphere led to the synthesis of carbon fullerenes with 20% N content. The aza-fullerene C48N12

(Figure 10.6) is considered to be the most stable cluster belonging to the CNx family of compounds

[66]. Each of the 12 pentagons is decorated by a single nitrogen atom.

In summary, the plurality of methods used to synthesize BxCyNz nanotubes suggests that these

nanostructures, which are derived from macroscopically stable 2-D compounds are themselves

thermodynamically stable phasses, given the sole constraint that their diameter is smaller than

approximately 0.1 µm.

Systematic attempts to grow nanotubular structures from quasi-isotropic (3-D) oxide and

chalcogenide compounds have been undertaken [19,67]. By coating carbon nanotubes (CNTs) with

the respective metal-oxide gels and subsequently burning the carbon, polycrystalline nanotubes and

nanowires of a variety of metal oxides, including ZrO2, SiO2, and MoO3 have been obtained [19].

Using a surfactant (Triton 100-X) as scaffold at low temperatures, polycrystalline CdSe and CdS

nanotubes were obtained after firing at 300 to 400°C [67].

The synthesis of numerous kinds of oxide nanotubes through “chemie douce” processes have

been recently documented. Sol–gel synthesis of oxide nanotubes is also possible in the pores of alu-

mina membranes [68]. An interesting case is that of the titania nanotubes, which are hypothesized to

exhibit excellent photocatalytic and photoelectrochemical properties for self-cleaning surfaces or
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dye-sensitized solar cells. Titania nanotubes have been obtained by treating anatase or rutile struc-

ture TiO2 with NaOH at 120°C, and subsequent washing with HCl solution [69,70]. The resulting

titania nanotubes (nanoscrolls) are 50 to 200 nm long and their diameter is about 10 nm. TEM images

of such nanotubes reveal lattice fringes with 0.78 nm spacing. Frequently, the number of molecular

layers is not the same on both sides of the nanotube, indicating that the nanotube is made of a con-

tinuous molecular sheet which is wound like a folded carpet or a scroll, and hence is termed nano-

scroll (Figure 10.7). Indeed, a recent series of works [16,71] concluded that the NaOH treatment

leads to recrystallization of the anatase and exfoliation of individual NaxH2�xTi3O7 molecular sheets,

which fold into an open-ended nanoscroll. The driving force for the exfoliation of the titanate sheets

was attributed to the NaOH, which extracts protons from the exposed surface. This process produces

a charge imbalance between the two sides of the solution-exposed H2Ti3O7 nanosheet. Consequently,

detachment of the nanosheet from the crystal surface and subsequent folding leads to the formation

of the nanoscroll [72]. Similarly, nanotubes (nanocrolls) of the lamellar compound K4Nb6O17 were

obtained by exfoliation of the parent crystallites with tetra (n-butyl) ammonium hydroxide [73]. The

radius of the nanoscrolls is determined by a very delicate balance between the van der Waals inter-

actions and the elastic energy, which explains the size uniformity of these self-assembled structures.

Nanotubes from various layered metal-silicates were recently prepared via hydrothermal syn-

thesis, i.e., under moderate temperatures (generally � 200°C) and pressure of a few MPa [74].

These nanotubes were shown to exhibit high surface area, appreciable hydrogen storage capacity,

and when loaded with Pd metal, high catalytic reactivity toward CO and C2H6 oxidation. Nanotubes

of δ-MnO2 were synthesized by hydrothermal conversion of the layered α-NaMnO2 compound

[75]. The importance of this advance is in the possibility of using such nanotubular phases as cath-

odes in high performance Li intercalation batteries.

Nanotubular and fullerene-like structures of various rare-earth hydroxides have been prepared

by hydrothermal synthesis [76]. Furthermore, dehydration and subsequent reactions led to the for-

mation of nanotubular structures of rare earth oxides, oxisulfides and oxifluorides. Nanotubes of the

ferroelectric materials BaTiO3 and SrTiO3 with perovskite structure were obtained by a two-step

hydrothermal synthesis [77]. In the preliminary step, TiO2 (or titanate) nanotubes were prepared by

hydrothermal synthesis with NaOH and subsequent wash with HCl solution. In the following step,

the BaTiO3 and SrTiO3 were synthesized by hydrothermal reaction between the titanate nanotubes
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FIGURE 10.6 Schematic representation of C48N12 aza-fullerene. (Adapted from Hultman, L., et al., Phys.

Rev. Lett., 87, 225503, 2001.)
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and Ba(OH)2 and SrCl2, respectively. Although the XRD and TEM analyses suggest that the nan-

otubes are crystalline, a more thorough analysis is needed in order to understand the morphology

of the nanotubes. Nested fullerene-like nanoparticles of the layered compound Tl2O were synthe-

sized from TlCl3 solutions using a sonochemical method [78]. Tl2O possesses the relatively rare

anti-CdCl2 structure. Here, each molecular sheet consists of an oxygen layer in the center, sand-

wiched between two outer thalium layers. Numerous metal hydroxides afford a layered structure

and can therefore be transformed into nanoscrolls. Thus, Cu(OH)2 nanoscrolls were obtained by

simply dipping the metal foil in a basic ammonical solution [79].

Various oxide nanotubes have also been obtained via high-temperature syntheses. Nanotubes of

the cubic compound In2O3 were synthesized by heating In and In2O3 powders under vacuum in an

induction furnace at 1300°C [80]. The nanotubes were crystalline, with one of their tips closed and

much of their hollow core filled with indium. Mg3B2O6 nanotubes with polyhedral cross sections

were synthesized by heating Si wafer coated with thin film of boron in the presence of magnesium

vapor under mixed oxygen–argon atmosphere [81]. Magnesium borate is a thermoluminescing

material, which also possesses excellent tribological properties as an additive to lubricants.

Microtubes and nanotubes of pure elements like Te [82,83] and Se [84], have been synthesized

as well. A variety of techniques, including wet [82,84] and simple thermal evaporation [83], were

successfully used for this purpose. Bi nanotubes were synthesized by solvothermal reduction of

Bi2O3 with ethylene glycol [85], or alternatively by reduction of BiCl3 with Zn at room temperature

[86]. Similar processes have been used by the same group for the synthesis of Sb nanotubes [87].

An interesting case is that of InS nanotubes [88], which have been synthesized by a “chemie

douce” process. While the stable crystalline structure of InSe and GaS is lamellar, the more ionic InS

compound crystallizes in an orthorhombic lattice structure. Using a low-temperature solution-based
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FIGURE 10.7 TEM image and schematic representation of H2Ti3O7 nanotubes: (a) axial direction; 

(b) cross section showing clearly the winding of the sheets into nanoscroll structure; (c) schematic rendering of

the cross section; and (d) schematic rendering of the winding of the nanosheet into a nanoscroll. (Adapted from 

Chen, Q. et al., Adv. Mater., 14, 1208, 2002.)
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synthesis with benzenethiol (C6H5SH) as a catalyst, InS nanotubes were obtained. This work shows

that kinetic control could lead to the preferential growth of an otherwise metastable layered structure,

which does not exist in the bulk InS material.

Nanotubes of various III–V compounds with zincblende structure, like GaN and AlN nan-

otubes, were recently reported [20,89]. Clearly, simple folding of a molecular sheet is not possible

in this case. Here uniaxial growth along an easy axis is promoted resulting in a highly faceted nan-

otube morphology. The faceted faces of the nanotube are chemically very reactive. Therefore, pro-

tection of the facets’ surfaces with respect to the ambient atmosphere remains a great challenge for

various applications like field emission, etc.

In summary, over the past few years, a large chemical apparatus has been conceived in order to

synthesize new nanotubular and fullerene-like structures; part of this effort has been summarized in

this rather noncomprehensive listing.

10.3 INORGANIC NANOTUBES AND FULLERENE-LIKE STRUCTURES 
STUDIED BY COMPUTATIONAL METHODS

Computational methods play a major role in the progress of materials science in general, and nanoma-

terials in particular. Pioneering efforts in this direction were undertaken by the Cohen–Louie group,

who studied various BxCyNz nanotubes [90–92] (see also Table 10.2). Following this preliminary work,

Seifert and coworkers [94–96,101] undertook a systematic approach to elucidate the structural aspects

and the physical behavior of metal-dichalcogenide nanotubes [102]. These studies indicated that the

strain in the nanotube increases like 1/R2, where R is the radius of the nanoubes. Furthermore, due to

the bulky structure of the multiple atom S–M–S layer, the strain energy of an MS2 nanotube was found

to be about an order of magnitude larger than that of carbon nanotubes with the same diameter. These

calculations clearly indicated that in agreement with the experiment, multiwall WS2 (MoS2) nanotubes

consisting of 4 to 7 layers, with an inner radius of 6 to 12 nm, are the most stable moities [101].

Generally, the formation of a polyhedral nanoparticle by folding the molecular sheet in two direc-

tions is more demanding in terms of elastic energy than folding the lamella in one direction to obtain

a nanotube. One manifestation of this conjecture is the fact that the number of defects and irregulari-

ties in nested fullerene-like nanoaprticles of WS2 is appreciably higher than those observed in WS2

nanotubes. Furthermore, while the cross section of WS2 nanotubes is in general circular, fullerene-like

nanoparticles of WS2 have been shown to exhibit a phase transformation from an evenly curved sur-

face into polyhedral (faceted) configuration, when the number of molecular layers (i.e., the thickness)

exceeds a critical number (3 to 4 layers) [125]. This principle has been confirmed also in the case of

black phosphorous, where a stable configuration could be calculated for the nanotubes, while

fullerene-like nanoparticles of similar dimensions have been found to be unstable [117–119].

The electronic structure of MS2 nanotubes have been studied in considerable detail. It was

found that semiconducting materials, like MoS2 and WS2 [94,95], form nanotubes with forbidden

gaps, which shrink with decreasing diameter of the nanotubes. It is clear then that in contrast to

the ubiquitous semiconducting quantum dots and nanowires, the quantum size effect in MS2 nan-

otubes is not particularly large. The diminutive nature of the quantum size effect in IF nanoparti-

cles can be attributed to the confinement of their electronic states within the molecular sheet. On

the other hand, the lattice distortion induced by the bending of the molecular layer, which

increases with the shrinkage of the nanoparticle radius, leads to an opposite effect, i.e., reduction

of the bandgap. Many of the semiconducting layered compounds possess an indirect transition and

therefore exhibit a weak luminescence, if any. While (n,n) armchair nanotubes also possess an

indirect gap, (n,0) zigzag nanotubes were shown to be direct bandgap semiconductors, suggesting

a variety of optical effects in such nanotubes. Nanotubes of materials with metallic character, like

NbS2, remain metallic in nature, irrespective of their diameter and chirality [96,98]. The high den-

sity of states near the Fermi level suggests that such nanotubes may become superconductors at

low temperatures.
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TABLE 10.2

Summary of First-Principle Calculations for Inorganic Nanotubes

Compound Method Used References Comment

BN DFT–LDA [90] Insulator

BC2N DFT–LDA [91] Chiral; metals or semiconductors

BC3 DFT–LDA [92]

GaSe DFT–LDA [93] Semiconductor

WS2 DFT–TB [94] Semiconductor — Z Z, direct; AC indirect;

bandgap shrinks with decreasing diameter

MoS2 DFT–TB [95] Like WS2

NbS2 DFT–TB [96] Metal, possibly superconductor

TiS2 DFT–TB [97]

NbSe2 TB [98] Metal, possibly superconductor

ZrS2 TB [99] Semiconductor––Z Z, direct;

AC, indirect; bandgap shrinks with

decreasing diameter stability: ZZ>AC

MoS2I1/3 bundles DFT [100] Stable mostly as bundles; metallic

WS2, MoS2 DFT–TB [101] Stability of the nanotubes was confirmed

WS2, MoS2 DFT–TB [102] Bandgap of the nanotubes as a function of

diameter was determined

(MS2)64 TB [103] Stable nanooctahedra; metallic

(M=Mo, Nb, Zr, S)

nanooctahedra

Ca(AlSi)2 and Sr(GaSi)2 TB [104] Metallic, possibly superconducting;

CaSi2 LDA–DFT [105] metallic

V2O5 TB [106] Semiconductors;  bandgap  shrinks  with

decreasing diameter

ZrNCl TB [107] ZZ — metal; AC — semiconductor 

(becomes metal upon removal of 30%

chlorine)

B HF–SCF [108–110] Nanotubes are stable nanostructures,

metallic character

AlB2 HF–SCF [111] Metallic

Bi DFT [112] Semiconductors

MB2 TB [113–115] Metallic, possibly superconducting

(M=Mg,Be,Sc,Ca,

Al,Ti,,Cr,Mo,Ta,Zr)

V2O5 TB [116] Semiconductors;  bandgap  shrinks with

decreasing  diameter –– effect is 

stronger with ZZ as compared with AC

nanotubes

Black-P, As DFT–TB [117–119] Nanotubes –– stable; fullerenes –– 

unstable

GaN DFT [120] Folded  graphite-like  GaN;  bandgap

decreases with shrinking diameter;  

ZZ –– direct gap; AC –– indirect gap

AlN DFT [121–123] Folded   graphite-like  AlN;  bandgap

decreases with shrinking diameter;  

ZZ –– direct gap; AC — indirect gap. 

Fullerene-like structures –– stable

InP SCF–MO [124]

TB, tight binding; DFT, density functional theory; HF-SCF, Hartree-Fock self-consistent field; LDA, local density approxi-

mation; SCF-MO, Self-consistent–field-molecular orbital; ZZ, zigzag; AC, armchair.

Copyright 2006 by Taylor & Francis Group, LLC



The structure of the stable polyhedral clusters of metal dichalcogenide and other layered com-

pounds was first discussed in [6]. It was hypothesized that instead of pentagons, which occur in carbon

fullerenes and carbon nanotubes, rhombi and triangles would be the stable elements among IF nanopar-

ticles. Later work provided the first evidence for the existence of nanooctahedra (six rhombi) and nan-

otetrahedra (four triangles) in MoS2 [126]. More decisive evidence in support of the existence and

stability of MoS2 nanooctahedra was obtained by laser ablation of an MoS2 target [55]. Figure 10.8

shows an HRTEM image of one such MoS2 nanooctahedron (left) and its Fourier transform filtered

image (right). These images clearly reveal the precise arrangement of the Mo atoms in the cluster.

Recently, the IF nanooctahedra of metal dichalcogenide compounds have been theoretically analyzed

and their atomic and electronic structure evaluated [103,127]. Figure 10.9 shows the structure of an

(MoS2)64 nanooctahedron calculated by tight binding (TB) theory. The structures of similar nanoocta-

hedra of Nb, Zr, and Sn disulfides were also investigated. Most interestingly, all the nanooctahedra stud-

ied were found to be metallic, irrespective of the electronic structure of the parent compound. This

conclusion, which remains to be verified experimentally, shows the importance of elucidating the struc-

ture of IF nanoparticles and their properties. Also, more accurate first-principle calculations have to be

carried out in order to verify the proposed stable structure of such nanooctahedra.
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FIGURE 10.8 HRTEM image (right) and its Fourier filtered image (left) of an MoS2 nanooctahedron pre-

pared by laser ablation of an MoS2 target (Courtesy of M. Bar-Sadan and S.Y. Hong).

FIGURE 10.9 Schematic representation of the structure of (MoS2)64. (Adapted from Enyashin, A.N. et al.,

Inorg. Mater., 40, 395, 2004.)
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The structure, stability, and properties of GaN and AlN nanotubes were studied as well [120–122].

In analogy to the semiconducting MS2 nanotubes, and in sharp contrast to carbon nanotubes, the

bandgap shrinks with a decreasing diameter of the nanotubes. Furthermore, while (n,n) armchair nan-

otubes were found to exhibit an indirect transition, direct transition was seen for (n,0) zigzag nanotubes.

An interesting case is presented by nanotubes of the layered compound β -ZrNCl (see Figure

10.10a). This compound is a semiconductor with a bandgap of 2 eV in the bulk. It was converted

into a superconductor (Tc = 13 to 15 K) by intercalating such electron donors as alkali atoms, or by

deintercalation of some of the lattice chlorine atoms. The structure and electronic properties of β-

ZrNCl nanotubes were investigated in detail in [107] (Figure 10.10b). The (n,n) armchair nanotubes

were shown to be semiconductors, but (n,0) zigzag nanotubes with diameter larger than 2.8 nm are

found to be all metallic. Furthermore, while the (29,0) nanotube is metallic, its unfolded stripe is a

semiconductor with a bandgap of 1.2 eV. As in semiconducting MS2 nanotubes [93,94], the
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otube. (Adapted from Enyashin, A.N. et al., Chem. Phys. Lett., 387, 85, 2004.)
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bandgap of the armchair nanotubes shrinks with decreasing nanotube diameter. Moreover, intrinsic

or extrinsic doping may lead to significant variation of the electronic properties of nanotubes. Thus,

deintercalation of 30% of chlorine atoms endows metallic character to the ZrNCl nanotubes [107],

suggesting that they may become superconductors at sufficiently low temperatures.

In conclusion, the structure and electronic properties of various inorganic nanotubes have been

investigated in some detail. While some of the properties could be confirmed by experiment, much

more work is needed to elucidate the electronic and optical properties of these novel nanomaterials.

10.4 STUDY OF THE PROPERTIES OF INORGANIC NANOTUBES IN 
RELATION TO THEIR APPLICATIONS

The properties of inorganic nanotubes and IF nanoparticles have been studied only recently (see

Table 10.3). In spite of that, a major application area for the IF nanoparticles in solid lubrication has

emerged from these studies. It was initially hypothesized that the quasi-spherical nanoparticles
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TABLE 10.3

Summary of Potential Applications of Inorganic Nanotubes and Fullerene-Like

Nanoparticles

Properties and 

Compound Proposed Applications References Comment

MoS2,WS2 Tribology: additives to [51,128,129] Oils, greases, machining

lubricating fluids fluids, etc.

MoS2,WS2 Tribological coatings [129–131] Medical applications

(metallic, polymers)

MoS2,WS2 Tribology: self-lubricating [132] Sliding bearings

porous structures

MoS2, WS2 Impact resistance [133]

MS2 (M=W, Mo) Mechanical properties [134–136]

(nanocomposites, etc.)

MS2 (M=Mo,Ti) Rechargeable batteries [40,137–139]

MS2 (M=Mo, Ti) Hydrogen storage [40,41]

MoS2 Catalysis [140] CO+3H2 → CH4+H2O

MoS2Iy Field emission [141]

BN Mechanical properties [142,143] Young’s modulus of 

700–1200 GPa

BN H2 storage [144] Up to 4.2 wt%

BCN Field emission [145] Comparable to multiwall 

carbon nanotubes

VOx Cathodes for rechargeable [146–148] 100 cycles; >200 mAh/g

Li batteries

VOx Optical limiting [149]

Mg3Si2O5 (OH)4 H2 storage; catalyst support [150]

CuSiO3
.2H2O for CO oxidation

Rare earth oxisulfides Non-linear optics [76]

Titanates Dye sensitized solar cells [151] Solar to electrical 

(e.g., H2Ti3O7) efficiency of 5%

GaN Optical nanodevices [89]

Y2O3:Eu Optical nanodevices [152]

Silicate Catalysis, H2 stoarge [74] Catalytic CO and 

C2H6 oxidation
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would exhibit facile rolling and sliding. Coupled with its mechanical stability and chemical inert-

ness it was thought that IF-WS2 (MoS2) nanoparticles could become very efficient nanoball bear-

ings, especially under high loads, where lubricating fluids tend to be squeezed out of the contact

region between the two moving pieces. This hypothesis was invariably confirmed [51,128].

Apparently, the favorable role played by IF nanoparticles in alleviating friction and wear is a much

more complex phenomenon than initially believed. A number of studies have indicated that during

friction tests under load, the IF nanoparticles gradually deform and exfoliate, depositing molecular

WS2 (MoS2) nanosheets on the underlying surfaces. These transferred molecular sheets (third body)

provide easy shear for the mating metal pieces, further alleviating friction [129]. Recent technical

tests of IF-WS2 in various industrial environments demonstrated the large potential of such

nanoparticles for numerous tribological applications in the automotive, aerospace, electronics, and

many other industries. Figure 10.11 shows the detrimental effect of addition of a minute amount of

IF-WS2 nanoparticles on the friction coefficient between a ceramic pair, i.e., a Si3N4 ball and alu-

mina flat. The effect of the IF-WS2 nanoparticles on the wear rate of the ball was similar. The large-

scale application of IF-WS2 (MoS2) would not be possible, should scaling of the production and its

cost effectiveness would not be proved. Indeed, a fluidized-bed reactor with a capacity of more than

100 g/day of a pure IF-WS2 phase was realized sometime ago [153], and the construction of a

mock-up system for full-scale production is in progress. The feedstocks for the present process are

quite cheap and notwithstanding the small amount of the nanomaterials needed to alleviate both

friction and wear, the cost effectiveness of the IF-WS2 nanolubricant seems to have been realized.

Many of the proposed applications of inorganic nanotubes are in their infancy stage and thus

they are not expected to reach the marketplace before a decade or so. Recent work has indicated the

large impact resistance of WS2 nanotubes to shockwaves, suggesting numerous applications for

nanocomposites formulated with such nanoparticles [133].

One of the most appealing applications of inorganic nanotubes is in the field of cathode material

for rechargeable lithium batteries. Two of the most demanding requirements for host material are a

large capacity to accommodate significant amounts of the foreign lithium atoms and the reversibility

with respect to charge/discharge cycles. Intercalation of the lithium and hydrogen atoms have been

accomplished within the van der Waals gap between two layers of the nanotube [138,139]. An extra

capacity of the alkali atoms may exist also in the cylindrical hollow core of the nanotube, but the

mechanism of charge transfer in this case may be quite different from that of the alkali atoms inter-

calated between each two layers. The metal atoms in the core may not be in direct contact with the
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wall of the nanotube to permit a fast charge transfer from the alkali atoms to the host, and take part in

the electrochemical reaction effectively. The other property which makes inorganic nanotubes an

intriguing cathode material for rechargeable batteries is their inherent stability, which in general is not

common to nanostructured materials. The inherent stability of inorganic nanotubes coupled with their

large internal surfaces accessible to small molecules, also suggests that inorganic nanotubes can serve

as efficient and selective catalysts, which so far was realized in a few cases only [74,140].

10.5 CONCLUSIONS

Building upon the analogy between the structure of graphite and inorganic layered compounds, nan-

otubes and fullerene-like nanoparticles of various compounds have been synthesized and investi-

gated in some detail. The versatility in choosing the starting material coupled with the structural

complexity of inorganic layered compounds led to numerous intriguing observations, and some

important potential applications. Many fundamental issues remain to be addressed; most funda-

mental among them is the elucidation of the detailed structure of inorganic nanotubes and fullerene-

like particles. In order to study the physical properties and chemically modify these nanotubes,

macroscopic amounts of the nanotubes must first be synthesized, which in some cases has proved

to be an illusive goal. Finally, by careful characterization of these nanophases, new applications

may emerge with time.
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ABSTRACT

Oxide superconductors are considered materials structured on micro- and nanoscale level, a neces-

sary condition for obtaining a superconducting material with high critical current density (Jc) val-

ues. The fundamentals of superconductivity in relation to magnetic flux pinning and Jc are briefly

discussed. Design of superconductors with high density of flux pinning centers is envisaged. The

nanostructured materials are classified by the nature of the pinning centers and the methods of their

formation. Superconductor materials with advanced properties are shown to correspond to either

single-phase materials with crystalline defects or to nanocomposites consisting of superconductor

matrix with ultrafine nonsuperconducting inclusions. Preparation routes and properties of such

materials are reviewed.
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15.1 INTRODUCTION

Since the discovery of high Tc oxide superconductors (HTSC) in 1986 by Müller and Bednorz,1

these materials have been attracting considerable attention due to their high superconducting tran-

sition temperature, which exceeds the boiling temperature of liquid nitrogen. It determines their

high potential for application in electronics, for electric power transmission, storage, and utilization,

and for producing strong magnetic fields and magnetic levitation. Till now Tc values up to 135 K

have been achieved in Hg-based cuprates of the HgBa2CanCun�1Oz homologue series.2,3 Most prom-

ising for application rare earth- and bismuth-based superconductors exhibit Tc in the range 90 to 110

K.4,5 A very important technical parameter of a superconductor is the critical current density Jc,

which determines maximum electric current that can flow in the material without energy dissipa-

tion. The Jc value has to be high enough and for most applications spans the range of 102 to 107

A/cm2. The first HTSC materials prepared possessed low Jc values that further decreased sharply

with increasing temperature and applied magnetic field. The main reasons for this were weak inter-

grain junctions and low magnetic flux pinning. Elaboration of the preparation technique made it

possible to overcome these problems to a certain extent and to get high-performance HTSC in the

form of epitaxial films, wires with textured superconductor core, and bulk items.6–8

High values of Jc can be achieved in inhomogeneous material only, as the magnetic flux lines pin

to small areas in the superconductor matrix with different electromagnetic properties. As we show in

the next section, advanced superconductors have the necessity to be nanostructured materials.

15.2 SUPERCONDUCTOR PARAMETERS AND MAGNETIC FLUX PINNING

Superconducting state is characterized by zero resistivity and zero magnetic field induction inside

the sample. Below Tc the superconducting state (phase) is stable, and consequently a certain amount

of energy is required to transform the superconductor to normal metal. That occurs, for example,

when high enough magnetic field is applied. Important parameters of the superconducting state are

coherence length ξ, determining the interaction distance of the electron pairs and London penetra-

tion depth λ determining the magnetic field spreading in the superconducting volume.9 For a super-

conductor with λ/ξ�1/ �2� , the magnetic field starts to penetrate the material above lower critical

field Hc1 forming quantum vortices comprising of thin channels with suppressed superconductivity

(core) surrounded by circulating current (Figure 15.1), and the main volume of the material remains

superconducting. The vortex core diameter is approximately 2ξ, while the superconducting current

(and bound magnetic field) extends to a distance of λ from the vortex center. When a vortex appears,

some energy (electron pair condensation energy) is consumed to suppress superconductivity in its

core, which is compensated by the energy gain due to the magnetic field penetration in the area sur-

rounding the vortex. Repulsion forces acting between the vortices arrange them in a triangular array.

On increasing the field further, the number of vortices increases and at upper critical field Hc2 the

vortices touch their cores so that the volume superconductivity disappears. 

Oxide superconductors are characterized by ξab �2 to 4 nm, λab �100 nm (in ab plane), Hc1 �
10−1 T, and Hc2 �102 T.10 Between Hc1 and Hc2 the electrical current applied through the material

induces the flow of the vortices under the Lorenz force. The flow is accompanied by energy dissi-

pation, and hence the material cannot be considered as a superconducting one. Fortunately, a vor-

tex can pin when its core intersects, for example, a nonsuperconducting inclusion (see Figure 15.1).

In this case, no energy is required for the field to penetrate the volume of the inclusion, and the vor-

tex energy drops by the value corresponding to the condensation energy in the superconductor vol-

ume equal to the volume of the intersection of the vortex core with the inclusion.8 Thus, the vortex

gets into an energy (pinning) well and is trapped by the inclusion. The well is characterized by pin-

ning energy Ep and pinning force fp �dEp/dx. The former characterizes stability of the pinning cen-

ter toward thermal excitation. The latter determines minimum Lorenz force which must be applied

to move the vortex and hence provides nonzero Jc, which is proportional to volume pinning force
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Fp ��fp/V. In general, higher concentration of efficient pinning centers provides higher Jc values

and weaker suppression of Jc with temperature and magnetic field. 

For the best performance, the inclusion diameter should be close to the vortex core diameter,

i.e., 4 to 8 nm. Smaller inclusions will give lower Ep and fp, while bigger ones will have consider-

able part of their volume not involved in the interaction. 

One can imagine that the ideal structure of the material should represent continuous supercon-

ductor matrix penetrated by a regular array of nonsuperconducting columns a few nanometers in

diameter, the columns being parallel to the magnetic field and perpendicular to the superconduct-

ing current flow. It is a challenging task to design such a composite, and the problem is still not fully

solved. Less appropriate, but still very efficient is a random distribution of aligned columnar or even

equiaxed nanoinclusions or crystalline defects. Calculations show that Jc will grow up to ca. 40

vol% of the included nanophase.11 As a matter of fact large inclusions also pin the vortices; in fact

they can pin several vortices simultaneously, and theoretically Jc can achieve 104 to 105 A/cm2 for

micron-sized inclusions.8 However, because of higher concentration at the same volume fraction,

nanosized inclusions may provide one to two orders of magnitude higher Jc.

The next important issue is the nature of a pinning center. The steepness in the wall of the pinning

well (dEp/dx) depends on the properties of the inclusion material: a metallic inclusion gives low-

gradient dEp/dx due to the delocalization of the metal electrons, an isolator provides “normal” gradi-

ent, while a ferromagnetic particle gives an increased gradient because of fast magnetic suppression
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of the superconductor order parameter through the interface. An area with weakened (and even

strengthened) superconductivity also pins a vortex, but the pinning well has lower energy, proportional

to the difference in the condensation energies of the matrix and the inclusion. The wall gradient also

depends on the sharpness of the interface matrix or inclusion. Gradual transition from superconduct-

ing to nonsuperconducting volume causes smoothing of the wall of the pinning well. 

A specific feature of HTSCs is their layered crystal structure (Figure 15.2) representing super-

conducting CuO2 planes separated by metal oxide layers with electric isolator character.12 Thus, a

large superconducting current can easily flow in the ab plane while along the c-axis its value is sub-

stantially lower. Therefore, it is important to make textured material and apply the superconducting

current flow in the ab-direction. Such an electromagnetic anisotropy is also manifested at lower val-

ues of ξc (of the order of interatomic distance) as compared with ξab. As a result, the initial c-axis

columnar vortex can split into “pancake” vortices localized within the superconducting ab planes,

which diminishes the effect of pinning. In the case of strong anisotropy, columnar inclusions

become less efficient and with regard to the pinning effect, approach the equiaxed ones. The criti-

cal current density becomes stronger suppressed by the magnetic field and decreases to zero at a

field Hirr (irreversibility field) much smaller than Hc2. 

A schematic diagram showing the Jc dependence on H and T for the cases of weak and strong

pinning is presented in Figure 15.3.

15.3 DESIGN OF FLUX PINNING CENTERS

In principle, any inhomogeneity in the superconducting state can be a candidate for flux pinning.

The potential pinning sites can be conventionally divided into two groups: crystal structure defects

and inclusions. In the first case, one considers the superconductor as single-phase material, and in
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the latter as composite. The defects include point defects such as atomic vacancies, substituted and

interstitial atoms (ions), extended defects such as dislocations and grain boundaries, irradiation

damage defects representing small areas of amorphized material. Formation of such defects in the

superconductor is illustrated in Figure 15.4. 

As the included phases the composites may contain secondary phases composed of the same

components as the superconductor phase, or foreign phases containing additional chemical ele-

ments absent in the superconductor phase. In a special case, the suppression of superconductivity

can take place in crystal areas with shifted chemical composition. The nature of the inhomo-

geneities determines approaches to material formation. We will consider particular materials fol-

lowing that classification in the following section.

15.4 SUPERCONDUCTOR MATERIALS WITH CRYSTALLINE DEFECTS

15.4.1 POINT DEFECTS

Often oxide superconductors prepared as homogeneous material (e.g., single crystal) exhibit very

high Jc (�105 A/cm2) and Hirr (�10 T) at 4.2 K, while at higher temperatures, Jc and Hirr decrease

quickly and at 77 K the material has poor properties. High parameters at low temperature are usu-

ally associated with the presence of large number of pinning centers with low energy, presumably

oxygen vacancies. With the increase in temperature, the raised thermal energy becomes compara-

ble with the pinning energy so that these defects cannot coerce the vortices. It especially concerns

highly anisotropic bismuth-based cuprates Bi2Sr2CaCu2O8�x (Bi-2212) and (Bi,Pb)2Sr2Ca2Cu3O10

(Bi-2223). 

To increase pinning these superconductors were doped with many metal oxides (usually in

amount of several mol%), and sometimes this led to moderate pinning enhancement, as in the case

of Pb and Pr substitution.13,14 However, the nature of the increase in pinning was not clear, as the

dopants could impact the material in various ways: e.g., cation substitution could alter the charge
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carrier density and electromagnetic anisotropy, possible secondary-phase impurities formed could

act as pinning centers as well. 

Later on, stronger evidence was obtained on point defect pinning.15,16 Melt-textured bulk super-

conductor YBa2Cu3O7 (Y-123) was doped with “homeopathic” amounts of ZnO. Tc of the sample

decreased a little (ca. 1 K), while the critical current density increased twice at 77 K in zero field in

comparison with the undoped sample. Besides, the increase in Jc became more pronounced in a

magnetic field, sometimes showing “peak effect” (a maximum on the Jc(H) curve).

The Zn effect can be illustrated as follows (see Figure 15.4, left). It is well known that Zn

replaces Cu in CuO2 planes and causes a decrease in Tc.
17 Thus, a single Zn ion produces an area

with suppressed superconductivity. The diameter of the area in the ab plane is expected to be of the

order of 2ξab. To allow the superconducting current flow, the areas formed around different Zn ions

should not overlap, which gives an estimation of upper doping limit x in YBa2(Cu1−xZnx)3O7 of the

order of 10�3. Indeed, the highest Jc achieved was for x � 0.0003, and decreased to the Jc value for

undoped Y-123 at x � 0.001.16

Theoretically, to make an efficient pinning center the dopant ion should completely destroy

superconductivity at the distance comparable with ξab, i.e., much larger than the interatomic dis-

tance. Hence, one can expect that a foreign metal ion such as Zn causes pair breaking also at the

many neighboring Cu ions. The real mechanism of the doping effect is not yet clear. It cannot be

excluded that the foreign ions could form associates in the lattice, which would be more efficient

for the pinning, or induce some extended defects. For example, in single crystals of Bi-2212 doped

with Ti ions it was observed that substitution of Cu by Ti led to formation of pairs of antiphase

boundaries parallel to c-axis so that the CuO2 planes were broken.19

An important feature of point defect pinning is the very small fraction of dopant required.

Enhancement in Jc and Hirr was observed for Cr-doped (Bi,Pb)2.2Sr2Ca2.2Cu3−xCrxOy silver-sheathed

tapes,18 with the maximum effect found for x�0.001. A local maximum on Jc vs. dopant concentra-

tion was reported for Bi-2223 ceramics with contents of TaC, NbC, and HfN additives to be of the

order of 0.1 mass%.20,21 Small amounts of Ti, Zr, and Hf diffused from the silver sheath to Bi-2223

was accounted for the Jc increase observed.22,23 In all these cases, substantial contribution of point

defect pinning to Jc enhancement is quite probable.

15.4.2 DISLOCATIONS AND GRAIN BOUNDARIES

It is well known that Jc in Nb3Sn grows with decrease in the grain size of the polycrystalline mate-

rial.24 In that case, grain boundaries play a role of efficient pinning sites, still remaining transparent

for superconducting current flow. In nontextured oxide ceramics, grain boundaries usually impede

current flow due to low ξab value and are responsible for “weak link” behavior (strong suppression

of intergrain Jc even in low field). Mechanical treatment of oxide superconductors introduces dis-

locations, which contribute strongly to the intragrain Jc. At the same time, the intergrain junctions

can be destroyed, which leads to poor Jc transport properties. To prevent the latter, hot deformation

procedures were applied providing some pinning improvement.25,26

The highest Jc is observed in epitaxial thin films. They are usually prepared by vapor deposi-

tion (laser ablation, magnetron sputtering, and chemical vapor deposition) on a heated single crys-

talline substrate (SrTiO3, NdGaO3, MgO, ZrO2, etc.) having low lattice mismatch with the

superconductor. The films have thickness of �1 µm with their ab plane parallel to the film surface

and exhibit Jc exceeding 106 A/cm2 for R-123 and reaching 105 A/cm2 for Bi-2212 at 77 K.27

Microstructurally they consist of biaxially oriented submicron grains with low-angle boundaries

(see Figure 15.4, center). Each boundary comprises an array of dislocations running perpendicular

to the film surface (along the c-axis). It was proposed that such dislocations were efficient pinning

centers.28 Direct observations of the vortices supported this.29,30 The flux lines are captured along

the dislocations perpendicular to the current flow in the most advantageous way. The defects exhibit

short-range order that leads to a decrease in the inter-vortex repulsion providing stronger pinning.

460 Nanomaterials Handbook

Copyright 2006 by Taylor & Francis Group, LLC



The boundary (between dislocations), representing only slightly disturbed crystal lattice, remains a

good conductor.

Other crystalline defects and nanoinclusions in epitaxial films can also contribute to the pinning

to some extent.31

15.4.3 IRRADIATION DEFECTS

Irradiation damage can be produced by exposition of the sample to the beams of particles, or in situ,

by introducing additives containing atoms subjected to nuclear fission (see Figure 15.4, right).

Beam irradiation is extensively used as the defects concentration can be easily controlled by the

quantity of radiation. Irradiation with neutrons and protons gives local defects a few nanometers in

diameter. Heavy ions with high enough energy (Au, Pb, etc., 1 to 20 GeV) produce long columns

of amorphized material with a diameter of the order of 10 nm.32 Such extended defects impact the

flux pinning most strongly, and hence heavy ion irradiation has been studied most extensively.

Single crystals of HTSC having initially low Jc at enhanced temperatures exhibit very pronounced

increase in Jc (by orders of magnitude) and in Hirr after the irradiation. The pinning first grows with

the irradiation dose, then decreases when the fraction of the destroyed superconductor becomes sub-

stantial. The pinning effect also depends on the direction of the channels. In Y-123 with low

anisotropy, substantially stronger effect is observed for the channels running along the c-axis (while

the current is applied in the ab plane). In highly anisotropic Bi-2212, the direction of the channels

is not so important which is accounted for by the pancake vortex pinning.33 Heavy ion irradiation

allows to increase Jc considerably even in high-Jc epitaxial films.34

It should be noted that irradiation with fast protons causes atomic fission resulting in randomly

oriented amorphous tracks in oxide superconductors, especially those containing Hg, Tl, Pb, and

Bi.35 These tracks are similar to columnar defects produced by heavy ion irradiation both in struc-

ture and pinning effect.

To employ nuclear fission in situ the initial precursors were doped with 235U containing com-

pounds. In the doped Y-123 bulk material after the melt processing, the submicrometer-sized pre-

cipitates of Ba(U0.6Y0.4)O3 or Ba2YU0.6Pt0.4O6 (in the presence of platinum) were formed.36,37 The

precipitates themselves acting as pinning centers caused moderate increase in Jc. Then the samples

were irradiated by neutrons, which resulted in the appearance of numerous tracks in the supercon-

ductor matrix. These new pinning sites provided manifold increase in Jc. This technique allowed the

preparation of bulk material with the record Jc value of 3 �105 A/cm2 at 77 K.37

Silver-sheathed tapes of Bi-2223 were also doped using U3O8, which resulted in rather uniform

dopant distribution in the material mostly found in fine precipitates of (Sr,Ca)3UO6.
38 Neutron irra-

diation led to an increase in Jc in the effective pinning energy and to the shift of the irreversibility

line to higher fields.39

15.5 SUPERCONDUCTOR MATRIX-BASED COMPOSITES

15.5.1 FORMATION OF COMPOSITES

Considering the oxide superconductor material as composite containing two or more phases proved

to be a fruitful way to design material with advanced functional properties.40 Matrix phase of such a

composite is a superconducting one that allows smooth current flow without dissipation on grain

boundaries. It can be dense highly textured polycrystalline ceramics with clean grain boundaries

(directionally solidified ceramics and metal clad wires and tapes) or (quasi) single crystalline mate-

rials (epitaxial films and melt-textured bulks). The dispersed phase (pinning additive) should be uni-

formly distributed in the material to form ultrafine inclusions. The phases have to be chemically inert

toward each other both at preparation and application conditions in order to prevent the suppression

of superconductivity. Besides, the dispersed phase has to be stable toward its particles coarsening
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(Ostvald ripening) and segregation. Chemical stability is best provided if both components of the

composite are thermodynamically compatible, i.e., within the range of the material formation condi-

tions (temperature and oxygen partial pressure) they co-exist in chemical and phase equilibrium. The

compatibility gains a special importance since the superconductor phase is often obtained either from

the melt or solid at temperatures close to the melting. Under such conditions most of the substances

regarded as “chemically inert” interact with the superconductor phase or its melt. The interaction has

to be much faster for the pinning additive as it represents highly dispersed phase. 

Considering the addition of new components to the superconductor system, it should be ensured

that superconductive thermodynamic parameters are sustained at high level. As the best chemical

compositions for superconductors had mostly been determined in early studies, it is presumable for

new components not to be dissolved in the superconductor phase.

There are several pathways to form a composite from precursor materials, which are schemat-

ically illustrated in Figure 15.5 with several examples. The most straightforward approach is to

choose the components ratio in the precursor, which corresponds to two-phase region on the

phase diagram (figurative points 1, 1�): superconductor — dispersed phase, and perform a corre-

sponding thermal treatment. For the preparation of the Bi-2223 core tapes usually a solid-state

thermal treatment is applied, though sometimes very short “shock” melting is introduced as an

intermediate step. For the R-123 bulk as well as for the Bi-2212 bulk and tapes, the most appro-

priate is slow solidification from peritectic melt. The process corresponds to the movement from

point 1 to point 1�. In order to get very fine inclusions, the precursors have to be homogeneous

on a submicron level. 

Another approach is to prepare single-phase material with certain composition lying within the

superconductor solid solution (figurative points 2 and 3), then change the temperature such as to get

in the two-phase region superconductor — secondary phase (2 → 2�, 2 → 2	). A special type of the

decomposition takes place when on cooling an immiscibility gap appears in the superconductor

solid solution (3 → 3�). In this case, the phase separation by spinodal mechanism can occur, lead-

ing to nanostructuring of the material. One of the phases formed with weaker superconductivity will

play a role of a pinning phase. 

Similarly, transition to a certain phase region is possible by changing partial pressure of oxygen.

15.5.2 COMPOSITES: SUPERCONDUCTOR MATRIX — SECONDARY-PHASE INCLUSIONS

The multicomponent chemical systems to which oxide superconductors belong are quite complex

and there are many adjacent phases co-existing with the superconductor phase on the phase dia-

grams.4,8,40,41 Quite naturally, these phases were first considered as potential pinning additives. 

Widely applied is melt processing of RBa2Cu3O7−x (R-123)–R2BaCuO5 (R-211) bulk compos-

ites, where R�Y, Nd, Eu, Sm, Gd, and their mixtures.8 The R-123 phase melts incongruently

around 1000°C according to the reaction

R-123 → R-211 � liquid

On solidification, the reverse reaction does not proceed completely as the solid particles of R-211 

dissolve slowly and are trapped by the growing R-123 grains. An addition of the R-211 surplus (20 to

40 mol%) aids to complete the reaction and leads to the formation of two-phase composite 

R-123–R-211 (see Figure 15.5). The material is usually prepared by very slow cooling (�1°C/h) of

the peritectic melt combined with the initialization of the crystallization with small single crystal seed.

The R-123 superconductor forms a matrix composed of quasi-single crystal blocks up to several cen-

timeters in size, while the R-211 phase forms small inclusions. First experiments gave inclusions a few

micrometers in diameter.8 Nevertheless, high Jc exceeding 104 A/cm2 at 77 K was obtained. By tun-

ing the material composition and preparation conditions, the R-211 particles were refined to a submi-

cron size, which allowed to reach Jc above 105 A/cm2 at 77 K.42–45 It was theoretically estimated that
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flux pinning by the inclusions alone could explain the Jc values observed, though other defects, includ-

ing those arising from the inclusions (e.g., dislocations), could also contribute.8 Studies of the bulk

pinning force dependence on the magnetic field supported a dominant role of the inclusions (or inclu-

sion–matrix interface).46,47

Further refinement of R-211 inclusions is expected to give even higher Jc. The obstacle could

be an increasing tendency for the particles to be pushed by the growing R-123 crystal. The theory

Nanostructured Oxide Superconductors 463

3′

Pb-enriched
Pb-poor

Bi,Pb-2212
crystal

Cooling

32′

Secondary phase
precipitates

Bi-2212 
ceramics

Low T
annealing

2

SC phase decomposition

Grain
boundaries

Bi-2212
matrix

Slow cooling

Slow cooling

SrZrO3

particles
Peritectic phase

particles

MeltOxide mixture
Bi−Sr−Ca−Cu−Zr−O

Melting

Melting

Composite: SC - foreign phase
1 1′

1 1′

1′
2′

YBa2Cu3O7−x

matrix

Y2BaCuO5

paricles
Melt

Oxide mixture
Y−Ba−Cu−O

Composite: SC - secondary phase

Inclusion
phase (X)

Superconductor
phase (SC)

SC+X

L+X

Liquid (L)

L+SC

2″

3″

3

SC
T

e
m

p
e
ra

tu
re

1

2

FIGURE 15.5 Pathways of superconductor composite formation. Illustrated by the figurative point move-

ment on the schematic phase diagram and synthesis schemes of particular materials.

Copyright 2006 by Taylor & Francis Group, LLC



of the interaction of a growing crystal with an inclusion introduces critical crystal growth rate vc

below which the trapping rate of the foreign particles dramatically decreases.48,49

νc �∆σ/ηr, ∆σ �σ1 �σ2 �σ3 (15.1)

where σ1, σ2, and σ3 are the energies of interfaces particle — crystal, particle — melt and crystal —

melt, respectively, η the melt viscosity, and r the particle radius. For very small particles vc becomes

high and it is not possible to incorporate large amounts of ultrafine inclusions in the matrix using the

low crystallization rate required for the formation of high-quality superconductor. As was shown in

[50], ultrafine Y-211 grains indeed were pushed out of the crystal. Besides, some dopants increased a

pushing effect (e.g., Pt) and for Ru doping the Y-211 particles were fully expelled from the Y-123

bulk.51 The dopant likely changes the interface energies resulting in the increase in ∆σ. The right way

out seems to be to diminish ∆σ or even make it negative, and probably some other doping will do it.

Similar to R-123 materials the (Bi-2212 — secondary phase) composites can be obtained. By slow

solidification of the oxide melt with surplus of CaO and CuO the Bi(Pb)-2212 material was prepared,

which contained high concentration of Ca2CuO3 inclusions.52,53 Using a ferromagnetic particles dec-

oration technique, it was shown that vortices pinned to the particle–matrix interface.54 Single crystals

of Bi-2212 with elongated CuO particles were obtained by crystallization from the KCl flux.55

In melt-textured Bi-2212, the secondary-phase particles formed are usually several microns in

size, and it seems problematic to make them much smaller. This is related to the fact that the peri-

tectic melt contains all the components of the system in comparable quantity and the secondary-

phase particle coarsening occurs during the processing. 

15.5.3 COMPOSITES: SUPERCONDUCTOR MATRIX — FOREIGN-PHASE INCLUSIONS

Usage of foreign-phase inclusions extends the possibilities to vary microstructure and properties of

the composites. 

In melt-processed R-123, at first additional components were introduced to impact on the dis-

tribution of R-211 phase in the composite. The addition of small amounts of Pt, CeO2, and ZrO2 led

to the R-211 particles refinement. The additives themselves often formed particles of foreign

phases. A range of satellite phases such as phases of Y–Ba–Cu–Pt–O system,56,57 BaSnO3,
58

YBa2SnO5.5, and its solid solutions were identified in the R-123 matrix.59 All of them formed sub-

micrometer grains, which were partially pushed from the R-123 crystallites. These phases were

often considered as undesired impurities. The situation changed when detailed investigation of 

the uranium-oxide-doped Y-123 revealed highly dispersed inclusions of Ba(U0.6Y0.4)O3,

Ba2Y(U0.6Pt0.4)O8.
36,37 Their presence was related to increased Jc observed in the material prior to

neutron irradiation. This encouraged the search for other possible pinning additives, as a result of

which stable phases containing Mo and W oxides were found.60,61 In particular, the presence of

Ba2Y(W0.5Pt0.5)O6 inclusions of 200 to 300 nm in size provided ca. 60% increase in Jc.
61

Bi-2212 superconductor looks promising for application as it can be easily melt processed to

form highly textured material by that providing uniform superconducting current distribution along

conductors such as silver-sheathed tapes, wires, and long rods. Yet, extremely high anisotropy

causes low pinning ability at increased temperatures and artificial high-energy pinning centers

would help to overcome the problem. As was mentioned above the effect of second phases of the

same system was restricted if the melt processing was applied, and therefore the application of 

foreign-phase additives acquires a special importance. 

An extended study on introduction of new components to the Bi–(Pb)–Sr–Ca–Cu–O system

showed that a range of metal oxides could be added to the Bi-2212- and Bi-2223-based materials with-

out significant incorporation of their ions into the superconductor crystal lattice thus conserving high

Tc values.41,62,63 The additives form separate phases chemically compatible with Bi-2212 and Bi-2223. 

In most cases, the phases represent complex oxides, so if a foreign binary oxide is added it

reacts with the superconducting phase consuming certain oxides of the system and thus partially
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destroying the material. Hence, it is important that the additive (or surplus to the precursor) should

have quite certain elements ratio. The only binary oxide found to be partially compatible with the

superconductors is magnesium oxide.64,65 On annealing in contact with Bi-2212, being in highly

dispersed state, pure MgO acquires copper oxide, so that the equilibrium composition is

Mg1�xCuxO, where x�0.08–0.15. As long as the free energy of MgO reaction with CuO is small

enough, single-crystalline MgO does not interact with Bi-2212 and its melt and proved to be an

excellent substrate for the melt processing of the Bi-2212 material. 

Using certain melt processing of a precursor, fine inclusions of the compatible phases can be

created in the Bi-2212 superconductor matrix. Different routes of the precursor preparation can be

applied (they are further consequently numbered). Route I considers preparation of single highly

homogeneous precursor containing all chemical components of the target composite. Co-precipita-

tion and sol–gel methods make it possible to get component mixing on an atomic scale. The same

is applicable to the homogeneous oxide glass prepared by rapid quenching of the melt. Route II

involves mixing of the final components of the composite: superconductor and nanodispersed for-

eign phase. In Route III, two precursors are mixed which on subsequent chemical reaction give an

equilibrium assemblage: superconductor — foreign phase.

As-obtained precursor is subjected to partial melting followed by slow crystallization of Bi-2212

from the melt (see Figure 15.5). The foreign phase forms small solid particles suspended in the melt

which are trapped by the growing Bi-2212 grains. The composite ceramics contain large Bi-2212

plate-like grains (of the order of 100 µm) and foreign-phase particles distributed inside and between

the Bi-2212 grains. The particle size, shape, and spatial distribution in the composite strongly depend

on the nature of the foreign phase as well as on preparation conditions. In Figure 15.6, electron

micrographs of some composites with different inclusion phases are shown.
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FIGURE 15.6 Scanning electron microscopy images (polished cross-sections, back-scattered electrons) of

the melt-processed Bi-2212 superconductor with foreign-phase inclusions. Dark-gray and black rounded and

elongated particles, inclusions of foreign phase; light-gray matrix, Bi-2212. Foreign phases: (a) Mg1−xCuxO,

(b) SrZrO3, (c) (Sr,Ca)In2O4, and (d) Sr5(PO4)3CuxOHy.
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Particles of the majority of foreign phases tend to segregate partially on the Bi-2212 grain

boundaries. The exception is Mg1−xCuxO, which is always found to be uniformly distributed in the

matrix (Figure 15.6a). 

By melt processing the mixture of Bi-2212 and 10-nm-sized MgO powder, material with inclusions

in the range of 200 to 300 nm is obtained.65 During the processing, apparently foreign phase grain

growth takes place. Application of sol–gel precursor (route II) gives even larger grains of Mg1�xCuxO.

That outlines the problem of keeping the included particle size small enough. The composites exhibit

enhanced Jc both at 5 and 77 K, with the increase more pronounced at high temperature. 

Finely dispersed magnesium oxide was also used as pinning additive to Bi-2212 tapes, bulk,

and single crystals.66–68

Doping of Bi-2212 with Al2O3 has revealed two thermodynamically compatible foreign phases

BiSr1.5Ca0.5Al2Oz and (Sr,Ca)3Al2O6, forming micron-sized grains in the material.69 The former

phase particles are totally pushed from the Bi-2212 crystallites, while the latter phase particles are

trapped. Using an oxide glass precursor the (Sr,Ca)3Al2O6 particle size was diminished by the order

of a magnitude,70 yet the particles started to aggregate. Considering Equation (15.1) for a fixed Bi-

2212 crystal growth rate vc, the particle size r becomes too small for efficient trapping. In contrast

the sub-micron Mg1�xCuxO particles are totally trapped, which allows very low or even negative

value for ∆σ.

Perovskites SrAO3, where A�Zr, Hf, Sn, under similar conditions form in the Bi-2212 matrix

finer particles of 100 to 300 nm in size (see Figure 15.6b).62,71,72 However, even application of nano-

sized SrAO3 powders (route II) does not give the resulting particles grain size lower than 100 nm.

The particles are partially incorporated into Bi-2212 grains and partially agglomerated, forming thin

closed areas between the Bi-2212 lamellas so that many direct junctions between the lamellas are

sustained. That allows to obtain high transport Jc in spite of the inhomogeneous foreign-phase dis-

tribution. For example, in the silver-sheathed tapes the SrZrO3 inclusions (prepared using route I

from co-precipitated oxalates) provided considerably better superconducting parameters.71 In

Particular, in comparison with Bi-2212 undoped tapes at 5 K the difference in Jc was negligible,

while at 60 K in zero external field Jc increased twice and in the field 50 mT, the increase exceeded

an order of magnitude. By magnetization decay measurements, it was shown that SrZrO3 doping led

to appearance of additional number of pinning centers with high energy.71 It should be mentioned

that positive effects of other phase inclusions is also mostly observed at enhanced temperatures.

Unlike foreign phases discussed above, (Sr,Ca)In2O4 forms anisotropic rod-like particles in the

Bi-2212 material (Figure 15.6c).73 By varying the preparation route, it is possible to get submicron-

sized particles with different aspect ratio. Particles with higher aspect ratio are better trapped by the

Bi-2212 grains. The most anisotropic particles were prepared by melt processing of the homoge-

neous oxide glass precursor.74

An apatite type Sr5(PO4)3CuxOHy phase75 yields submicron needles in the Bi-2212 matrix

(Figure 15.6d). Elongated inclusions are expected to be more favorable for flux pinning in compar-

ison with equiaxed ones if the magnetic field has a direction parallel to the long dimension of the

particle. Therefore, the next step would be to create aligned rods of such foreign phase in the super-

conductor matrix.

Route III utilizes topochemical reaction of fine grains of the compound containing foreign ele-

ment with the molten precursor of the Bi–Sr–Ca–Cu–O system. This way complex-shaped inclu-

sions can be formed.76,77 Thus, micron-sized grains of Sr2SnO4 transform into perforated shells of

SrSnO3 (Figure 15.7), while Sr3Sn2O7 give serrated particles of SrSnO3. Similar reaction with

Sr2TiO4 results in SrTiO3 shell-like crystals. Ca2SnO4 grains with the size of 1 µm are converted

into submicron grains of SrSnO3, so that dispersed-phase refinement takes place. 

A substantial advance in nanocomposite design was the synthesis of Bi-2212 thick films with

aligned uniaxial inclusions.78 On a single crystal of MgO with specially prepared surface, a “forest”

of MgO nanorods was grown using Mg vapor oxidation (Figure 15.8). The nanorods grew perpen-

dicular to the substrate surface, had mean diameter of 25 nm, length of 
2 µm, and areal density

of 3�109 cm�2. Then, the amorphous BSCCO layer of 1- to 2-µm thickness was deposited by laser
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sputtering and was subjected to a conventional melt texturing processing. The MgO nanorods pen-

etrated the Bi-2212 matrix perpendicular to the film surface. As mentioned above, such columnar

defects had to be most efficient for flux pinning. The introduction of nanorods resulted in the 

several-fold increase in Jc, which was more pronounced at elevated temperatures. The irreversibil-

ity field values increased roughly twice. 

The Bi-2223 superconductor was doped also with magnesium oxide.79–81 It was introduced in

the Bi-2223 silver-sheathed tapes in the form of nanoparticles or nanowhiskers and some increase

in Jc was observed. 

Bi-2223 superconductor is usually obtained by a solid-state reaction. One can expect that the

foreign-phase particles coarsening will not be so pronounced as for the melt processing: however

the trapping ability of the particles is under question, as the superconductor grains grow much

slower. As of now, there is not enough data on composites microstructure to consider these issues.

15.5.4 COMPOSITES OBTAINED BY SUPERCONDUCTOR PHASE DECOMPOSITION

The Bi-2212 and Bi-2223 phases exhibit extended ranges of cation solid solutions, with the compo-

sitional boundaries depending on temperature and oxygen partial pressure. That makes them con-

venient to perform partial decomposition of the initially single-phase material by changing the

temperature and oxygen partial pressure. This approach was used to synthesize the Bi-2212 ceram-

ics containing sub-micrometer-sized inclusions of Bi-2201, Sr3Bi2O6, Sr14Cu24O41, and Ca2CuO3
82,83
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5 µm

FIGURE 15.7 Scanning electron microscopy image (polished cross-section, back scattered electrons) of the

Bi-2212–SrSnO3 composite obtained by melt processing of the mixture of the Bi–Sr–Ca–Cu–O oxide precur-

sor with the Sr2SnO4 micron-sized powder. Dark-gray micron-sized broken circles, shell-like inclusions of

SrSnO3; light-gray matrix, Bi-2212.

MgO Whiskers

MgO Substrate
(single crystal)

Bi2Sr2CaCu2O8+x

Layer

FIGURE 15.8 Thick film of Bi-2212 with MgO nanowhiskers aligned perpendicular to the film surface on

the MgO substrate.
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and Bi-2223 ceramics containing inclusions of Bi-2212, Ca2CuO3, and Ca2CuO3.
84 For example, at

870°C, pure Bi-2212 was prepared enriched with Sr for account of Ca. Then the sample was heat

treated at 700°C for a restricted time, which caused precipitation of secondary-phase inclusions of

100 nm in size, while Bi-2212 adopted composition with lower Sr to Ca ratio (see Figure 15.5). After

this procedure, the intra-grain Jc at 30 K increased 3 to 6 times. Longer heat treatment resulted in the

secondary-phase particles coarsening and decrease in Jc. Annealing of Bi-2212 at 550°C led to pre-

cipitation of smaller secondary-phase particles (20 to 100 nm).85

In Refs. 86, 87 the low temperature oxidation of rare earth for alkaline earth substituted Bi-2212

ceramics was investigated. Precipitation of second phases was observed for R �La, Pr, Nd. The

fastest precipitation occurred for Pr-substituted samples, which was explained by oxidation of Pr3�

to Pr4� followed by its segregation in SrPrO3.

Solid solution separation for composites formation was applied both for Bi-2212 and R-123

superconductors. Phase separation is observed in the lead-doped Bi-2212 with the composition 

Bi2−xPbxSr2CaCu2O8�z when x exceeds 0.4.88,89 In single crystals as well in the large-grained ceram-

ics on cooling, sub-micrometer-sized domains arise, which form layered pattern or appear as

nanoscale rounded areas in the matrix (see also Figure 15.5). The crystal structure remains the

same, but the chemical composition of the domains is different. The domains are enriched with lead

while the matrix is depleted of lead. It is assumed that enriched with lead small areas have lower Tc

values and play the role of efficient pinning centers. This explains the fact that the materials exhibit

considerably increased Jc and Hirr values in comparison with the samples with x� 0.4. 

The R-123 compound forms an extended solid solution range R1�xBa2�xCu3O7�z when rare

earth cation has large radius (La, Nd, Pr). With increasing x, the Tc value decreases quickly. The 

Nd-containing compound has been studied most extensively.47,90,91 Samples of Nd1�xBa2�xCu3O7�z

with x�0 prepared by melt texturing undergo a solid solution separation under particular condi-

tions. The phase with larger x forms nanometer-sized inclusions in the matrix with lower x. The

material shows better Jc values at enhanced magnetic field and its M(H) hysteresis curve is often

characterized by a peak effect (at an intermediate field Jc first increases with field, reaching a max-

imum and then decreases back). The effect is associated with the destruction of the superconduc-

tivity under the magnetic field in weakly superconducting regions that makes them effective pinning

centers. The dependence of a pinning force upon the reduced magnetic field H/Hirr passes through

a maximum at H/Hirr �0.4–0.5, which indicates a pinning of magnetic vortices to small regions

with weakened superconductivity.47,90,91 In contrast to that, pinning to nonsuperconducting inclu-

sions is characterized by the pinning force maximum at a twice lower H/Hirr. Similar nanoscale

weakly superconducting regions are believed to be responsible for pronounced peak effects in

(Nd,Eu,Gd)-123 and (Nd,Sm,Gd)-123.92,93

15.6 CONCLUSIONS

Nanostructuring of a superconductor is a key condition to obtain material with higher critical current

density values sustained at increased temperatures and magnetic fields. Considerable enhancement in

Jc has been achieved by the introduction of high concentration of pinning centers such as crystalline

defects or ultrafine nonsuperconducting phase inclusions. General trends in the material development

can be defined as moving from micro- to nanoscale pinning centers, constructing the pinning sites

with a certain shape (columns), creating a correlated array of the pinning sites. It should be recognized

that in a complex material, the advanced parameters obtained can be associated frequently with many

factors impacting simultaneously, such as different kinds of pinning centers, quality of inter-grain

junctions, and modified matrix superconductor characteristics (lower anisotropy and higher charge

carrier density). Further progress in high-performance oxide superconductor design is connected with

closer understanding of a particular microstructure and its relation to the superconducting character-

istics, with thorough selection of the material chemical composition in multicomponent systems and

development of processing to control efficiently the materials structure on a nanoscale level.
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ABSTRACT

This chapter discusses the structure and major synthesis methods of boron nitride nanotubes
(BNNTs). Structure and chiralities of BNNTs are introduced from the standpoint of curling up
hexagonal boron nitride (h-BN) sheets into nanosized cylinders, and are compared with carbon nan-
otubes (CNTs). Major synthesis methods including arc-discharge, laser, ball milling-annealing, car-
bon substitutions and chemical vapor deposition (CVD) have been reviewed. The recent successful
synthesis of high yield and large quantities of BNNTs will lead to significant application progresses.

11.1 INTRODUCTION

After the discovery of carbon nanotubes (CNTs) in 1991 [1], researchers immediately started to
seek other materials that have the same tubular structure. Boron nitride (BN) is one of them, and
NTs in BN were first theoretically predicted in 1994 [2], and subsequently synthesized successfully
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in 1995 by Zettl’s group at University of California, Berkeley [3]. Like CNTs, BNNTs too have
superstrong mechanical properties, because of their tubular structure and the strong sp2 bonding
within a tube layer. The upper range of theoretical estimates of the elastic modulus of BNNTs is
~850 GPa, about 80% that of CNTs [4,5]. Experimental results demonstrate a distinct mechanical
property with the measured modulus in the range of ~722 GPa to 1.22 Tpa [6,7], which is com-
parable with that of CNTs. In addition to these useful properties, which are similar to those of
CNTs, BNNTs have several other useful properties, and in some parameters, are even better than
CNTs. For example, theoretical studies suggest that BNNTs are insulating materials with a uniform
electronic band gap of about 5.5 eV [2,8], which is independent of either the diameter or chirality
of an NT. Therefore, all BNNTs show insulating or semiconducting behavior in electrical conduc-
tance measurements [9,10]. On the other hand, most CNT samples synthesized currently consist of
both conducting and semiconducting NTs, and it is quite difficult to separate them. Boron nitride
nanotubes also exhibit more stable chemical properties — for instance, they have a much stronger
resistance to oxidation at elevated temperatures [11,12]. Boron nitride nanotubes synthesized using
a ball-milling annealing method can be oxidized only at over 800°C. Some BNNTs with perfect
nanocrystalline structures can withstand temperatures of up to 900°C, while CNTs are readily oxi-
dized in air at a temperature of 400°C, and burned completely at 700°C when sufficient oxygen is
supplied [12]. Owing to the high resistance to oxidation, BNNTs are ideal for composite material
applications.

Though BNNTs have such promising properties when compared with CNTs, several of their
properties, such as energy storage [13–15], optical [16], piezoelectricity and electrical-polarization
effects [5,16,17], field emission [10], and so on, have not yet been adequately studied. To explore
BNNTs’ properties and applications, a sufficient amount of high yield BNNT samples is essential.
This was not possible until recently because the synthesis methods known till recently did not give
the requisite yields. A large number of methods for BNNT synthesis have been documented hith-
erto, and in recent years, a significant progress has been achieved. This chapter first provides a brief
introduction of BNNT structures, which will help in understanding the process of the formation of
BNNTs. Following this, it presents a literature review on major synthesis methods reported from
1995 to 2004.

11.2 STRUCTURES OF BORON NITRIDE NANOTUBES

Boron nitride nanotubes can be regarded as wrapped hexagonal BN (h-BN) sheets from the stand-
point of their structure — the simplest way to construct a NT. It is thus helpful to start from the dis-
cussion of the structures of bulk BN. Bulk BN exhibits polymorphism in its crystalline structures
and has at least four different crystallographic forms: hexagonal (h-BN), rhombohedra (r-BN),
cubic (c-BN), and wurtzite (w-BN) structures. Interestingly, bulk C also has four similar corre-
sponding structures — this stems from the fact that BN and C are isoelectronic substances, with the
same average number of valence electrons per atom. However, in this section, only h-BN will be
discussed, because the layered structure of h-BN is the key to understanding BNNT structures. The
similar and different aspects of h-BN and carbon graphite structures will also be presented. Some
geometric quantities of BNNTs such as chirality will be defined in this section. Finally, typical
transmission electron microscopy (TEM) experimental results of BNNT structures will be dis-
cussed briefly.

11.2.1 HEXAGONAL BORON NITRIDE

The ball-stick model of h-BN structure is illustrated in Figure 11.1. The model shows four coordi-
nated layers (or sheets) of threefold hexagonal networks stacked together and forming the h-BN
structure. The hexagonal layers are generally referred to as basal planes. The flat basal planes con-
sist only of hexagon rings, built with strong sp2 bonds between B and N atoms. Between basal
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planes, much weaker Van der Waals interactions operate to keep them together in certain coordina-
tion to form a three-dimensional structure. As shown in Figure 11.1, a boron atom in one layer is
directly over an nitrogen atom in the adjacent layers, i.e., along the c-axis, B and N atoms alternate.
The adjacent layers are thus distinguished from each other and exhibit an ABAB… stacking
sequence. h-BN hence has a P63mmc symmetry. The distance between adjacent basal planes of 
h-BN is d = 3.34 Å, while the lattice constant along the c-direction should be 2d = 6.68 Å.

11.2.2 BORON NITRIDE NANOTUBE STRUCTURE

Single-walled nanotubes (SWNTs) can be regarded as a seamlessly wrapped mono-atomic sheet of
hexagonal networks. Multiwalled nanotubes (MWNTs) are several such tubulars concentrically
organized and nested into each other. As with CNTs, there are many different ways to wrap BN
basal planes and, consequently, the NTs exhibit different diameters and chiralities, which will be
discussed in this section.

To construct an SWNT, a sheet of hexagonal network can be curled up so that a selected lattice
point in the network is superposed on a predefined origin. For example, the predefined origin (0, 0)
is labeled “O” and the other lattice point A (12,6) is selected as shown in Figure 11.2(a). As to the
indices of the lattice points, i.e., (n, m), a crystallographic convention is adopted. The inter-angle
between basis vectors is 120° as shown in Figure 11.2(a). The NT formed by bringing point O to A
is shown in Figure 11.2(b). The NT can be named after the indices of lattice point A; thus a (12, 6)
BNNT is shown in Figure 11.2(b). The following geometric relation of the tubular structure is obvi-
ous but it is still worth pointing out: the length of OA equals the perimeter of the NT, and the axis
of the NT is along the direction of OA�.

We do not distinguish h-BN and carbon graphite in the above discussion. This is because the
graphite and h-BN have the same symmetry, and the wrapping operation depends solely on the sym-
metry of the hexagonal network. In the case of graphite, two kinds of carbon atoms exist in a sin-
gle graphite sheet, with their adjacent atoms in different geometric relationships; for example, the
atoms at points O and O� (see Figure 11.2[a], disregarding the difference of species between B and
N atoms, the schematic picture of a BN sheet shown in Figure 11.2[a] is similar to a carbon
graphitic sheet). Two adjacent carbon atoms (O and O�) form a pair, and these pairs are fixed on the
hexagonal Bravais lattice, which exhibits the required symmetry for the curling-up operation, i.e.,
these two kinds of carbon atoms can never be superimposed to form a tube. In the case of h-BN,
geometrically, two atoms (B and N) play the same roles as the two types of carbon atoms play in a
graphite sheet. Therefore, we cannot superimpose a boron atom with a nitrogen atom, which also
means that, theoretically, by curling up an h-BN sheet to construct a perfect tubular structure, a
homo-atomic bonding (B–B or N–N) is impossible. There are infinite ways to roll up a sheet into

Boron

Nitrogen A

B

A

c = 0.668 nm

0.334 nm

FIGURE 11.1 Crystal structure of h-BN. Large and small balls represent boron and nitrogen atoms, respec-
tively. The lattice constant of c0 is 0.668 nm. Along the c-direction, B and N atoms alternate in adjacent basal
planes, thus forming a stacking sequence of ABAB…
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an NT with different atomic configurations, though some duplicate cases and mirror-symmetric
equivalents can be ruled out by symmetry considerations. By defining the chirality angle of an NT
as the angle between the zigzag edge (shown in Figure 11.2[a]) and the tube perimeter (OA in
Figure 11.2[a]), different ways of rolling result in NTs with different chirality angles. Two config-
urations of NTs are special: the NT shown in Figure 11.2(b) is the so-called armchair NT, since we
can liken the configuration of the atoms (see bold lines) to an armchair. All (2n, n) NTs, where n is
a positive integer, are armchair-type NTs. Similarly, NTs with (n, 0) indices are zigzag. A (12,0)
zigzag NT is shown in Figure 11.2(c), which corresponds to the lattice point B in Figure 11.2(a) in
the sense of curling up the basal plane.

There is no essential difference between BNNTs and CNTs as far as wall structures or configura-
tion are concerned. However, there are differences in their tip morphologies. An SW CNT is gener-
ally considered to be capped by a half-fullerene molecule (C60) consisting of six-membered hexagons
and five-membered pentagons, and thus CNTs have typical cone-shape tips [18]. Most BNNTs have
flat tips as shown in Figure 11.3, which are formed with four-membered squares instead of five-mem-
bered pentagons [19]. Theoretical investigations reveal that five-membered pentagons in BN would
require energetically unfavorable B–B or N–N bonds that destabilize the structure [20].
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Armchair
tube axis <10-10>

Crystallographic
convention

(a)

(b) (c)

A′ B′

O′
O(0,0)

A(12,6)

Zigzag
tube axis <12-30>

B(12,0)

FIGURE 11.2 (a) Atom configuration of h-BN basal plane. The lattice constant of a0 is 0.252 nm. For crys-
tallographic convention, the inter-angle between the basis vectors is 120°. By wrapping the basal plane and
superimposing lattice point A(12,6) with origin O, an armchair tube, as shown in (b), can be constructed. Point
B(12,0) hence corresponds to a zigzag tube shown in (c). The black lines in (b) and (c) indicate the armchair
and zigzag shapes, respectively.
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In addition to typical straight parallel-walled cylindrical tubes, bamboo and cone-like BNNTs
can also be produced [21]. Moreover, BNNTs can also be filled with metals (Fe, Ni, W, …) and
buckyballs [22]; BN sheath can also be coated on the surface of CNTs [23].

In the following section, chirality of straight and hollow BNNT will be introduced.

11.2.3 TRANSMISSION ELECTRON MICROSCOPY STUDIES OF BORON NITRIDE NANOTUBE

CHIRALITY

From the above discussion, we know that by determining the chirality and diameter of an SWNT,
its atomic configuration is determined completely. Transmission electron microscopy is an indis-
pensable tool for measuring the diameter and chirality of NTs. While diameter measurement is
straightforward, the determination of BNNT chirality is not a trivial job. Electron diffraction (ED)
has been used to elucidate the helical structures of both CNTs and BNNTs [19,24–28]. The other
complementary method within TEM for measuring NT chirality is high-resolution TEM [29–31].
In addition to TEM, any measurement that can reach atomic resolution with the scales of NTs can
discern the chirality of CNTs — for example, scanning tunneling microscopy or atomic force
microscopy [32,33]. In this section, basic knowledge of ED of NTs is first illustrated briefly. Then
we will introduce some of the experimental work on BNNT chirality.

The theory of ED, and thorough reviews can be found in some distinguished review articles
[22,24,25]. Instead of trying to go through the diffraction theories strictly and systematically, here
we have tried to give a simple picture of the ED of thin NTs. For an MWNT, with its tube axis per-
pendicular to the incidence beam as shown in Figure 11.4(a), the top and bottom walls of the NT
are perpendicular to the incidence beam, i.e., the electron beam is along the 0002 direction of these
parts of the NT (in the z-axis direction). Hence, the top and bottom basal planes of the NT will result
in a diffraction pattern like the two-dimensional reciprocal lattice shown in Figure 11.4(b). If the
walls of the NT are aligned to each other, a simple diffraction pattern is expected; otherwise the 
10−10 diffraction spots of each wall (even the top and bottom layers of a single wall) may split,
which is the case of helical NTs or the walls of MWNTs with different chiralities. On the other
hand, the sidewalls of the NT shown in Figure 11.4(a) are parallel to the incidence beam, i.e., the
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FIGURE 11.3 A typical flat tip of BNNTs. (From Loiseau, A. et al., Carbon, 36, 743–752, 1998.
Reproduced with permission from Elsevier Science.) 
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0002 direction of these parts of the NT is along the y-axis direction. The electron beam incidences
along some direction in the basal planes. The significant diffraction spots of such a configuration
are 0002 spots, which are perpendicular to the tube axis — this is because the stacking of the walls
is perpendicular to the tube axis. We can now draw a schematic picture of the diffraction patterns
of an armchair and zigzag NTs — shown in Figures 11.4(c) and (d), respectively. The open circles
in these pictures are the diffraction spots from the sidewalls, and the small dots are from the top and
bottom walls. In detail, the schematic picture of the diffraction patterns is constructed as follows:
(1) we draw the 0002 diffraction spots, which can determine the tube axis; (2) along the tube axis,
in real space, the crystallographic direction is 10 −10 for an armchair NT. In reciprocal space, the
corresponding direction of 10 −10 is along a direction with a 30° inter-angle between its real space
counterparts. The angle between 10 −10 diffraction spot and the tube axis is thus 30°, which is an
indicator for the identification of an armchair NT. The same analysis applies to zigzag tubes and
results in the pattern shown in Figure 11.4(d). The characteristic of a zigzag diffraction pattern is
that the 10 −10 diffraction spot is along the tube axis, i.e., perpendicular to the direction of the 0002
diffraction spots. It is worth clarifying that if one claims that the tube axis of a zigzag tube is along
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FIGURE 11.4 (a) Electron diffraction of MWNTs. The innermost layer is shown as a hexagonal network,
and the outer layers are represented by the flat sheets. Tube walls normal to the incident electron beam gener-
ate diffraction patterns as shown in (b), which are also shown as solid dots in (c) and (d). Tube walls oriented
edge-on to the incident electron beam display a row of (000l) spots, shown as open circles in (c) and (d). (c)
and (d) are diffraction patterns of armchair and zigzag tubes, respectively.
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10 −10, it means that the indices are in the reciprocal space; correspondingly, the very same direc-
tion in the real space is 12 −30.

In practice, nanobeam diffraction (NBD) technique is usually conducted to investigate the
chirality of NTs [34]. The chiralities of BNNTs have been investigated by several research groups.
It seems that different chiralities were obtained from BNNTs prepared through different growth
methods. For the BNNTs produced by arc-discharge method using HfB2 as the electrode [19], dif-
fraction patterns from two as-grown NTs suggest either chiral or nonchiral, however, a preference
toward nonchiral is suggested. Compared with Figures 11.4(c) and (d), Figure 11.5(A) is an armchair
and Figure 11.5(B) is a zigzag [19]. For a given NT, the distribution peak of helicities of its walls
is always close to either 0, i.e., armchair, or 30, i.e., zigzag, with a rather small dispersion of ~10.

Boron Nitride Nanotubes: Synthesis and Structure 345

0

Helicity type

Armchair or near Zigzag or near Multi-helix

20

0110

1010

R
e
la

ti
v
e
 f
re

q
u
e
n
c
y
 (

%
)

40

60

80

100
NBD statistics based

on 45 BN nanotubes

(A)

(C) (D)

(B)

FIGURE 11.5 Electron diffraction patterns from individual BNNTs exhibiting armchair (A) and zigzag (B)
configurations (From Loiseau, A. et al., Carbon, 36, 743–752, 1998.) (C) A characteristic NBD pattern taken
from a rope of zigzag BNNTs, and the histogram (D) shows the preference of zigzag orientation. (From
Golberg, D. et al., Solid State Commn., 116, 1–6, 2000. Reproduced with permission from Elsevier Science.) 
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In Golberg’s [27,31] work, the zigzag type of BNNTs is overwhelming. An NBD pattern of the sam-
ple is shown in Figure 11.5(C), and the distribution of the NT chirality is shown in Figure 11.5(D).
Besides different tip morphologies, it is believed that the second major difference between the struc-
tures of BNNTs and CNTs is that dominant BNNT structures are zigzag tubes. Armchair and chi-
ral tubes are fewer, possibly due to the special tip configurations [35], while CNTs with zigzag,
armchair, and chiral structures are all particularly abundant.

To conclude the discussion on BNNT structure, the preferences of both their flat tips and the
achiral configurations should be stressed, which could be a characteristic of BNNTs. However, the
tips of BNNTs could also be cone-like [36], open [37], and flag-like [38]. Although pentagons or
heptagons can result in homogeneous bonding (B–B or N–N), which is energy unfavorable [2],
these multimorphology tips and the bending of BNNTs indicate the existence of these rings [31].
Different chiralities of BNNTs have been observed, and the preference of specific chirality may
depend on the growth technique employed. As pointed by Golberg [26], BNNTs grown directly
from the vapor phase frequently have armchair configuration, while those grown from laser-heat-
ing and carbon substituted methods, are zigzag-dominant type [26,39]. The formation of achiral
BNNTs, either armchair or zigzag, is probably a consequence of the so-called lip–lip interaction
during the NT growth, which induces a correlation between the chiralities of adjacent layers and
selects the growth of particular pairs of tubes [20]. It is definite that the growth method affects the
morphologies of BNNTs. In the following section, we will review the major synthesis methods
developed since the discovery of BNNTs.

11.3 SYNTHESIS METHODS OF BORON NITRIDE NANOTUBES

The growth of BNNTs involves the formation of boron and nitrogen hexagon networks curled up
to seamless tubular forms as discussed in the previous section. This is directly related to the
rearrangement of boron and nitrogen atoms via nitriding chemical reactions. To make the rearrange-
ment possible and efficient, atomic scale boron and nitrogen clusters need to be first generated,
which requires a significant amount of energy to be supplied. Different forms of energy can be
exploited to fulfill this task, and the growth methods can then be coarsely classified according to
the types of energy supplied. In this section, we will discuss most successful growth methods
reported so far.

11.3.1 ARC DISCHARGE AND ARC MELTING

Pure BNNTs, like their carbon counterparts [1], were first fabricated by using arc-discharge method
[3]. Conventional arc discharge is a method in which the reactants are used as electrodes and vapor-
ized between the two electrodes by electric energy. So far, several variations of the growth tech-
nique for BNNTs have been proposed. Figure 11.6(A) is a schematic diagram of an arc-discharge
set-up. The basic configuration of the set-up consists of a vacuum chamber, gas-flow controls, and
two electrodes with a DC power supply. Depending on the requirements of specific experiments,
the ambient condition inside the chamber can be either inert gas (e.g., helium, argon) or some reac-
tive gas, for instance, nitrogen gas in the case of growing BNNTs. During the growth, the pressure
inside the chamber is usually a few hundred torr [3,19,36–38,40–42]. The reactant materials are
compressed or shaped into rods, which are used as the electrodes. To synthesize CNTs, the elec-
trodes used are graphite rods, while for the growth of BNNTs, the situation is more complicated and
is discussed below. The voltage exerted between the electrodes is ~20 to 40 V, and a high current
up to 150 A is applied to generate the arc [3,19,36–38,40–42]. For given values of the voltage and
current, we can adjust the gap between the electrodes (i.e., cathode and anode) to sustain a stable
arc. The duration of the discharge is normally several minutes. During the discharge, the high
current can easily increase the temperature of the electrodes to ~4000 K and evaporate the elec-
trodes into clusters at atomic scale. The anode is normally the consumed electrode because a large
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quantity of electrons from the arc-discharge is accelerated toward the anode and collides with the
anodic rod. Deposits can be found on the cathode as well as on the inner wall of the chamber. The
deposits consist of many nanosized structures including NTs.

The rod-like electrodes, i.e., the reactants, should exhibit reasonable electrical conductance —
otherwise a high current, and thus a stable arc, are not possible. Unfortunately, this criterion was the
difficulty encountered when scientists first tried to make BNNTs using the arc-discharge method.
Practically, bulk h-BN is an electrical insulator because of its wide band gap of 5.8 eV. Therefore,
pure BN electrodes cannot carry such a high current as required in the normal discharge process.
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FIGURE 11.6 Schematic diagrams of (A) arc-discharging and (B) arc-melting apparatus.
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Alternative conductive electrodes need to be considered. To circumvent this problem, Chopra et al.
[3] used a hollow tungsten tube stuffed with BN powders as the anode, and water-cooled copper as
the cathode. This modification in the preparation of new electrodes made arc discharge the first suc-
cessful method for pure BNNT synthesis. Multiwalled BNNTs were found in the dark-gray cath-
ode soot. The typical length of these MW BNNTs was about 200 nm, with diameters in the range
of 6 to 8 nm. It is worth noting that metal particles were found at the ends of all the investigated
BNNTs. The composition ratio of B over N was about 1.14, as determined by electron energy loss
spectroscopy (EELS). One year later, Terrones et al. [36] tried tantalum tubes filled with BN pow-
ders. Stoichiometric BN MWNTs have been fabricated, and the as-grown BN MWNTs can be sev-
eral micrometers in length. In the two cases above, the starting materials are BN compounds, no
chemical reactions are needed to bind B and N together, although the break and reconnection of
B–N bonds may happen. The formation process is very similar to the case of CNTs. In both cases,
metal particles from the anodes were found in the BNNT samples and they accidentally played the
role of catalysts.

Some groups have used conducting metal borides as both the cathode and anode. Hot-pressed
HfB2 [19,37] or ZrB2 [38,40] electrodes have been demonstrated to be successful so far. In the case of
boride electrodes, nitriding reactions definitely occur during the arcing process. An nitrogen or ammo-
nia ambient is thus usually established as the nitrogen source for the nitriding reaction. As well as MW
BNNTs, some SW BNNTs have been observed, which was first reported by Loiseau et al. [19,37].
The image of an SW BNNT is reproduced as Figure 11.7(A). The aforementioned modifications have
resulted in the successful synthesis of BNNTs, and verified the theoretical prediction proposed several
years ago [2]. However, unlike the case of CNTs, in which the arc-discharge is already a routine
method for high yield synthesis, the yield of BNNTs is very low through the use of these methods. To
improve the yield and, also to overcome the conductance problem of electrodes, Cumings [41] and
Altoe [42] have developed another technique within the framework of arc discharge. Metal addictives
(e.g., Ni and Co) and boron powders were mixed, melted and then cooled to form an ingot. The ingot
was shaped into electrodes. This method can improve the NT yield. Mass quantity production of the
order of a milligram has also been realized. An interesting feature of the as-grown BNNTs is that dou-
ble-walled BNNTs (see Figure 11.7[B]) are the dominant morphology of the products, as can be seen
from the histogram of the wall numbers as shown in the inset of Figure 11.7(C).

Arc melting is similar to the conventional arc-discharge method but with a simpler set-up con-
figuration and experimental procedure. Instead of shaping the reactants into rod-like electrodes, the
reactant powders are put on a Cu mold (anode), as shown in Figure 11.6(B). The cathode is a tung-
sten gun. When the voltage and current (e.g., 200 V, 125 A) are applied between the electrodes, an
arc is generated and the powders on the mold are melted [45,46]. Together with the contribution
from the ambient gas, which may be one of the reactants, the evaporated clusters from the melted
sources form an ion gas. The growth of nanostructures can then occur in the ion gas by forming
quasi-liquid particles first. The presence of a catalyst, especially transition metal borides exempli-
fied by LaB6 [43], are necessary in this method. The as-grown BNNTs are MW, with an appropri-
ate stoichiometry. The effects of different catalysts have been examined as well [44]. This method
is also called plasma-jet evaporation [45,46]. Only MW BNNTs were synthesized using arc-dis-
charge method, and SW BNNTs were not reported. This is different from CNTs, and might suggest
different growth conditions between BNNTs and CNTs. Arc-discharge method was the first tech-
nique in successful synthesis of CNTs and BNNTs, but complications in the scale-up process keep
it as a laboratory technique.

11.3.2 LASER-ASSISTED METHOD

In addition to electrical energy, photonic energy can also be converted into heat, which evaporates
the starting materials into ion gas instantly. Nowadays, the outputs of some advanced lasers have a
very high-energy density in either a continuous wave mode or at kHz-repetition rates. For example,
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at 10.6 µm, the output power of a CO2 laser-emitting infrared radiation can reach as high as 1 kW,
and can be further focused to a spot of several millimeters. When the light, either continuous beam
or discrete pulses, is focused on the target of the source materials with such small spot size, the
energy provided by the incident light elevates the temperature of the irradiated zone to several thou-
sand Kelvin within a very short period of time. If the temperature is above the sublimation temper-
ature of the target material, local explosions may occur and the source materials may effuse from
the surface. The ion gas of atomic scale reactants is thus generated. This process is called laser abla-
tion [47–49]. On the other hand, if the target temperature is below the sublimation point under the
laser radiation, the radiation then only increases the temperature of the target without obvious ejec-
tion of materials from it. This process is referred to as laser heating [50,51]. Both these processes
have been attempted for the fabrication of BNNTs in recent years.

A schematic diagram of the laser-ablation set-up is shown in Figure 11.8. Air-cooled metallic
trap and filer are used to collect the ablation products, while the products of laser heating are obvi-
ously located on the surface and around the irradiated zone of the target. As shown in Figure 11.8,
a tube furnace can be used as an additional energy supply to maintain the temperature of the target
[47]. A diamond anvil cell under high N2 pressure (~GPa) was also used for this purpose by Golberg
et al. [50] in laser-heating process. Targets of laser-assisted processes are usually pure BN or B, and
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therefore the products are metal catalyst free. It is worth mentioning that both laser-heating [51] and
laser-ablation [48] methods produce BNNTs in macroscopic quantity (up to 1 g) with stoichiomet-
ric ratio of B over N.

By ablating a rotating BN target in a flowing N2 ambient (100 ml/s) under pressure of 1 bar,
Lee et al. [48] have synthesized SW- dominant BNNTs in gram quantities (0.6 g/h). The SWNTs
are self-organized into bundles as shown in Figure 11.9(A). When Ni/Co are used as catalyst,
SWNTs can also be found in the products (see Figure 11.9(B)) of laser ablation [47]. Similar to the
arc-discharge method, the laser method involves a significant amount of energy and very high tem-
peratures (several thousands Kelvin). The formation processes of BNNTs are probably very simi-
lar. Both methods produce BNNTs with almost the same small size range and perfect cylindrical
structures with minimum defects. Scaling-up of the process is required to produce much larger
quantity and high yield of SWNTs, which is very important for property and application studies.

11.3.3 BALL MILLING AND ANNEALING

This is a two-step method involving first a ball-milling process at room temperature, and a subse-
quent annealing at relatively low temperatures. These two processes, actually, correspond to sepa-
rate nucleation and growth processes, respectively. As mentioned in the preceding section, atomic
scaled B and N clusters are expected for the growth of BNNTs. The starting materials used in the
previous methods are usually powders or rods that have bulk properties. Generally, the surface to
volume ratio of bulk materials is low. To increase the effectiveness of the effusion, a large surface
to volume ratio of the starting material is helpful. Regarding the chemical reaction involved in the
formation of BN, when one of the reactants is bulk boron, high temperature is required to achieve
a practical rate of the reaction. They are the reasons for exploiting high-temperature routines such
as with the assistance of an electric arc or a high-energy laser for the growth of BNNTs. A differ-
ent type of energy is used to achieve this reaction at lower temperatures. Chen et al. [52–54], in
1999, were the first to fabricate BNNTs using high-energy ball milling (HEBM) to pretreat boron
or boron nitride powders 

Repeated high-energetic milling impacts provide mechanical energy to material powders dur-
ing ball-milling process [55]. The grinding energy of HEBM is at least a thousand times higher than
that from conventional ones. Therefore, HEBM can create structural defects and induce structural
changes as well as chemical reactions at room temperature. There are several types of high-energy
ball mills, such as Spex vibrating mill, planetary ball mill, rotating ball mill, attritors [56]. As an
example, a photo and a schematic diagram of a room-temperature vertical-planetary ball mill are
shown in Figures 11.10(A) and (B), respectively. For the synthesis of BNNTs, boron (or BN) pow-
ders were loaded into a stainless-steel cell with several hardened steel balls. The milling chamber
was then filled with NH3 or N2 up to a pressure of 300 kPa. An external magnet applies pulling
forces on the balls and thus increases milling energy. When the milling chamber rotates, the balls
drop to the bottom of the chamber due to both gravity and magnetic force, as they reach the top of
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the chamber. This impact movement of the balls generates a strong energetic collision toward the
boron/BN powders on the bottom of the chamber. The impact energy can be controlled by adjust-
ing the position of the magnet and the rotation frequency of the chamber. The milling process usu-
ally lasts over 100 h to ensure complete structural changes.

The milling process embraces a complex mixture of fracturing, grinding, high-speed plastic defor-
mation, cold welding, thermal shock, intimate mixing, etc. of the materials. Because the structural
changes and chemical reactions are induced by mechanical energy rather than thermal energy, reactions
are possible at low temperatures (room temperature). In the case of growth of BNNTs, a nitriding reac-
tion between boron and atomic nitrogen inside the milling chamber was realized at room temperature.
Boron nitride was evidenced in the as-milled powders by X-ray diffraction (XRD) as shown in Figure
11.11. XRD results also indicate that the as-milled boron powders are either amorphous or consist of
extremely small, highly disordered crystallites. The ball-milling treatment creates a precursor.

The as-milled boron powders were then put into a tube furnace and annealed in nitrogen or
ammonia at a temperature of 1000°C or higher for several hours. Large quantities of BN MWNTs
have been found in the products. The high yield can be observed in the scanning electron micro-
scope (SEM) image shown is Figure 11.12. The yield of the growth is up to 85%, and due to the
capability of the ball milling, a kg-quantity production is possible. Therefore, this method provides
an opportunity to synthesize BNNTs in an industrial-compatible quantity. This method is very dif-
ferent from the other methods, and special formation mechanisms have been observed. In the case
where BN compounds are used as the starting materials, because the growth temperature during
thermal annealing (1200°C) is far below the melting point of BN phase, no vapor could possibly be
generated as in arc-discharge and laser-ablation cases. The BNNT formation is a solid-state process.
Transmission electron microscopy investigation has revealed that crystal growth driven by surface
diffusion is a possible mechanism under such low-temperature growth conditions [53,54,57,58]. By
varying growth conditions, morphologies such as hollow tubes, and bamboo-like structures, (see
Figure 11.13) can be produced separately [21,52,59]. This method has been used by several groups
and demonstrated to be a very efficient method for production of BNNTs in large quantities [60,61].
Actually, the first commercial source for BNNTs was established based on this synthesis method.

11.3.4 CARBON NANOTUBE SUBSTITUTION

Several one-dimensional structures have been prepared by using CNTs as templates. The func-
tionalities of CNTs in these syntheses might be (1) their open hollow structures being filled by
other materials through capillary effects, (2) their fine cylinders being coated by some materials,
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and (3) the hexagonal-carbon network in the tubular network reacting with other materials. The
last functionality may result in either solid nanowire structures or hollow NTs. If the product struc-
ture reserves the framework of CNTs, the reaction is named CNT-substituted reaction and has been
used for the synthesis of BNNTs. Bando’s group in Japan covered B2O3 powders with carbon
MWNTs and annealed them at 1773 K in flowing nitrogen for half an hour [26,62]. The substitu-
tion reaction is

B2O3 � 3C(NTs) � N2(g) → 2BN(NTs) � 3CO(g)

B2O3 exhibits a much lower melting point of 450°C compared with B (2076°C) and BN
(~3000°C). Therefore, reasonable amount of B2O3 vapor can flow up and react with CNTs.

The general morphologies of BNNTs and CNTs are much alike. However, on an average,
as-grown BNNTs have a smaller number of walls than those of the CNT templates. The EELS
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shows that the composition of the products can be pure BN without obvious trace of carbon. A strik-
ing increase in BN MWNT yield and self-assemblage of tubes into ropes have also been seen when
MoO3 or V2O5 is introduced as an oxidizing-promoting agent during the substituted reaction
[27,63–65]. In addition to the improved yield, this method takes advantage of the alignment of car-
bon nitride nanotube (CNNT) arrays, i.e., by starting from aligned CNNTs, the as-grown BNNTs
are also aligned [66]. Pure BNNTs can be fabricated by this method, but it has been noted that these
attempts frequently resulted in C traces in the products and there were insurmountable difficulties
in preparing 100% pure BN nanomaterials. In fact, similar growth techniques, but with a lower
temperature (1373 K) and a longer anneal time (4 h), are used to fabricate boron doped CNTs
[67,68]. The boron carbon nitride nanotubes (BCN NTs) are easier to get than pure BNNTs, but it
is difficult to control the B level. To purify the BCN NTs from carbon contaminations so as to trans-
form BCN NTs into pure BNNTs, Han et al. [69] burned BCN NTs in air at about 700°C for 30 min,
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and found that up to 60% of the BCN NTs could be transformed. The quantity of BNNTs produced
using this method depends on that of CNTs.

11.3.5 CHEMICAL VAPOR DEPOSITION AND OTHER THERMAL METHODS

In this section, we review several methods that, from the standpoint of energy provided, use ther-
mal energy only. During heat treatment, the formation of BNNTs may be through different kinds of
chemical reactions, depending on the starting materials that are used in the process. This has
resulted in several terminologies concerning these processes.

When amorphous boron (or mixed with h-BN) was heated in ammonia gas with the presence
of Li vapor for 10 to 20 h [70,71], boron nitride MWNTs with a typical diameter of 10 nm were
formed. In addition to Li vapor, oxides such as Fe2O3, MgO, Ga2O3, and SiO2 have also been 
co-heated with amorphous B, and NH3 was usually exploited for the nitriding reaction as well.
Using various oxides, Tang [72] reported that straight concentric pure BNNTs with a large diame-
ter distribution from several nm to 70 nm were fabricated in large scale. The conversion rate was
~40%. The oxides may act as media, reacting with boron and generating an intermediate product of
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B2O2, which is in vapor phase at the reaction temperature. B2O2 vapor and ammonia react and thus
facilitate the formation of BNNTs. Taking MgO as an example, the possible reactions are

2B(s)�2MgO(s) →B2O2(g)�2Mg(g)

B2O2(g)�2NH3(g) →2BN(s)�2H2O(g)�H2(g)

Heating temperature and B/oxides ratio have noticeable effects on the NT formation [73,74].
Boron oxides (B2O3) can also be heated directly either as discussed in the carbon-substituted reac-
tion [26,62], or as described in Bartnitskaya et al.’s work [75]. Boron nitride powders have also been
heated at high temperature (1750 to 2000°C) in nitrogen ambient to fabricate BNNTs [76]. Local
three-dimensional order was first observed in the as-grown products.

Chemical vapor deposition (CVD) has also been attempted for fabrication of BNNTs. A CVD
process is a process of chemically reacting a volatile compound of a material to be deposited, with
other gases, to produce a non-volatile solid that deposits atomistically on a suitably placed sub-
strate. The volatile compound of the first CVD routine for BNNTs was B3N3H6 [77], and it was car-
ried by N2 to the substrate of Si covered with catalysts (Co, Ni, and NiB). The temperature of the
substrate was 1000 to 1100°C. B3N3H6 vapor was decomposed and BNNTs were deposited on the
Si wafer. Changing the volatile materials, Ma et al. [78–81] have developed several CVD routines
for the fabrication of BNNTs. Other compounds such as NH4BF4 and KBH4 are also used as pre-
cursor materials, and heated in a nitrogen-containing atmosphere to synthesize BNNTs [82]. The
yield of the CVD synthesis for BNNTs is not clear, though the CVD process itself is believed to be
a low-cost and high-yield method. Integrated into the CVD method, nanoporus templates have
become widely used to confined grow 1-D nanostructures. Anodic alumina membranes (AAMs) are
one of the most popular templates. The pores of AAM with adjustable diameters in the range of 5
to 200 nm are perpendicular to the surface of the AAM and are organized into arrays. The density
of the pores may be up to 1011/cm2. The nanopores are filled with desired materials (e.g., BN) via
CVD process. After the filling, the template itself can be removed by proper chemical solutions.
Shelimov has used this technique to grow aligned BNNTs. Compared with other growth methods,
the temperature of the deposition is very low (750°C) [83]. However, because of the low tempera-
ture, the as-grown BNNTs are polycrystalline in nature.

11.4 SUMMARY

BNNTs have a similar tubular structure as CNTs with different capes and possibly different chiral-
ities. More detailed research on a large number of BNNT samples is needed to fully clarify the
structure. BNNT synthesis is, however, much more complicated than that of CNTs, even using the
same processing techniques. This is probably because two different elements, B and N, are involved
rather than the single C, and consequently B–N pairs have to be created via a chemical reaction
prior to (or simultaneous to) the growth of tubular nanostructure. According to supplied energy clas-
sification of various synthesis methods, most successful synthesis methods reviewed previously do
not rely on traditional thermal energy as general chemical reactions and crystal growths normally
require. Electric (arc discharge), photonic (laser), mechanical (ball milling), and chemical (CNT
substitution) energies are more successful than thermal energy (pure-furnace heating). This implies
that the nitriding-reaction and NT-formation processes are thermo-dynamical nonequilibrium
processes. Compared with bulk h-BN, the curved BN basal planes in NTs at nanometer scale are
metastable structures, which are difficult to be produced with pure thermal energy under equilibrium
conditions. Similar to the CNT, the formation process needs to be detailed fully. Nevertheless, the
growth techniques of BNNTs still require significant improvement, and new synthesis methods with
better control over the growth directions and locations are needed. There is only one paper [48]
describing the BN SWNT dominant fabrication, while, to the best of our knowledge, study on the
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alignment growth and selective growth of BNNTs is still absent. We believe that the research and
application of BNNTs will be extensively developed, and a fundamental breakthrough of the growth
technique can be achieved.
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ABSTRACT

With the ongoing trend of miniaturization and integration in the electronic device industry, the quest

for nanoceramics, especially nano electroceramics, has naturally focused on the processing meth-

ods that can produce fully dense nanoscale ceramics at relatively low temperatures. This chapter
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surveys the common methods to acquire green bodies and fire ceramics, emphasizing the need to

avoid both agglomeration in powder compact and coarsening during sintering. The recent devel-

opment of an unconventional two-step sintering strategy featuring densification without grain

growth is deemed particularly exciting, since it promises to deliver nanoceramics by pressureless

sintering and has already been demonstrated for several distinctly different ceramics. The principle

of this method, which exploits the different kinetics between densification diffusion and grain

boundary mobility, is also reviewed in terms of solid-state and liquid-phase sintering mechanisms. 

12.1 INTRODUCTION

Nanocrystalline ceramics have attracted considerable interest in recent years because of the prom-

ise of new and interesting properties that are crystallite-size sensitive. These properties include

mechanical, optical, electrical, and magnetic, many of them only manifest in dense ceramics. These

new properties are linked to the high density of grain boundaries and interfaces that result from their

nanoscale structure (characteristic length scale below 100 nm) [1]. Over the past 20 years,

nanocrystalline oxide and nonoxide powders of high purity have also become available from a vari-

ety of synthetic routes, such as precipitation, sol–gel, inert gas condensation, chemical vapor dep-

osition, high-energy milling, and hydrothermal reactions. As a result, considerable progress has

been made in fabricating nanocrystalline ceramics. In the field of electroceramics, this progress is

additionally driven by the technological imperative to miniaturize, because of the small device sizes

and the increasing desire to impart multifunctionality into a single component. This trend is

expected to continue into the foreseeable future; hence, the increasing importance of the fabrication

processes, such as sintering, that may enable nanotechnology [2]. 

While fabrication of nanoceramics logically starts from nanosized powders, the passage from

nanosized powders to dense ceramics maintaining the nanometric microstructure (�100 nm) has

proved challenging for the following reasons. First, agglomeration of powders increases with

decreasing particle size, and the size of the agglomerates rather than the size of the nanopowders

defines the characteristic length scales in sintering and final microstructure. Second, final-stage sin-

tering is always accompanied by rapid grain growth, which has increasing driving force with

decreasing grain size, making it difficult to maintain the microstructure while improving density.

Third, while there are conventional ceramic methods to enhance densification kinetics and suppress

grain growth; they either depend on additives, which might adversely alter the physical properties,

or resort to “bruit force” such as large applied pressure, which increases the cost and limits the

process flexibility. Therefore, innovation is required to overcome or circumvent these problems in

order to achieve efficient fabrication of nanoceramics. 

The aim of this chapter is to provide an outline of major techniques that are available for fabri-

cating dense nanocrystalline ceramics starting with powders. Key aspects of powder processing that

are especially important for nanocrystalline ceramics are first emphasized. A review of the various

densification methods for fabricating such ceramics follows. The main body of the chapter is

devoted to a novel two-step sintering approach, which we developed some time ago [3], using low-

temperature holding to exploit the different kinetics of grain boundary diffusion and grain bound-

ary migration, achieving densification without grain growth. The kinetics of constant structure

sintering in yttria and the successful application of this approach to several oxide and nonoxide

ceramics will be described. 

12.2 POWDER COMPACT

The first problem encountered in fabricating nanograined ceramics is powder compaction before sin-

tering. The ideal green body should be a uniformly dense arrangement of powders without flaws or
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defects. In reality, the quality of powder compact is as much related to the powder characteristics as

to the method of compaction. Powder agglomerates formed during the synthesis process or during

compaction have a decisively negative effect on subsequent sintering. 

Gleiter [4] has used the gas-phase condensation technique to produce nanocrystalline mate-

rial since the 1980s. Originally developed for preparing nanocrystalline metallic powders [5], it

has since been modified to synthesize nanoceramic powders, such as TiO2, ZnO, and MgO [6,7]

by oxidation of the metal precursors. The powders obtained, however, are highly agglomerated.

Since the largest pore spacing in the compact obtained from these powders is of the order of the

agglomerate size, relatively long holding time and high temperature are needed to eliminate large

inter-agglomerate pores during sintering, which usually lead to grain growth [8–11]. Figure 12.1

shows the densification behavior for three kinds of nanocrystalline TiO2 powders with different

agglomerate sizes. It is clear that the larger the agglomerate size, the higher the sintering tem-

perature required. Typically, the grain size obtained is at least as large as the agglomerate size.

For this reason, all early attempts of fabricating nanocrystalline ceramics using conventional sin-

tering methods failed.

Pressureless-sintered nanocrystalline ceramics with grain sizes of 60 to 90 nm and of various

densities have been reported starting from nanopowders that are free of agglomerates [12–15]. To

avoid agglomeration, one strategy is to modify the surface properties of powders by adjusting syn-

thesis conditions or using dispersants. For example, alcohol washing is a well-known method to

prevent the formation of hydroxyl bridges between powders [16,17]. For TiO2 powders prepared by

the gas-phase condensation method, slower oxidation and lower temperature were found to reduce

the heat of exothermic reaction, thus lessening powder agglomeration to a large extent [18,19].

Compacting under a high pressure to gain a highly dense green body is another technique that is

used to break down the agglomerates. High pressure can make particles slide, pores deform, and

pore size shrink. Therefore agglomeration is eliminated indirectly.

Besides powder agglomeration, packing homogeneity is also essential for obtaining dense

ceramics. In the absence of agglomeration, particles still tend to interact with each other via van der

Waals forces during powder handling (e.g., drying, storage, and compacting). The very high sur-

face-to-volume ratio of nanopowders elevates the importance of this force, making it rather difficult

to obtain green bodies of high packing density. Studies on nano powders have shown that, in many

cases, the low density of sintered nanoceramics is due to this kind of agglomeration [20]. 
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Several methods have been used to compact nanocrystalline powders into green bodies:

1. Uniaxial pressing [21]. The drawback of this simple method is that it often results in den-

sity and stress gradients throughout the green body. This problem tends to become worse

with higher pressure. However, some researchers do prefer large pressure (reaching sev-

eral GPa), because it can crush agglomerates, decrease pore size, and even eliminate

pores, resulting in a high green density. 

2. Cold isostatic pressing. No density or stress gradients should result from isostatic press-

ing because of the absence of die-wall friction. However, the applied pressure is usually

limited to several hundred MPa in most commercial equipment.

3. Colloidal processing. Dispersion and deagglomeration of powders can be readily achieved

for powders in the liquid, forming colloids. If subsequent drying is avoided and direct shape

forming is undertaken using colloidal processing schemes, such as slip casting, then the

green compact is free of agglomerates, which is advantageous for nanoceramics [22–24]. 

4. Osmotic consolidation [25]. Osmotic consolidation has often been used by biologists to

consolidate protein solutions. Recently, this technique has also been found effective in

forming compacts of nanopowders. The chemical potential difference across the mem-

brane drives the solvent away from the particle suspension through diffusion across the

enclosure membrane, leaving behind particles to consolidate at the “drain” side of the

membrane forming a “cake” similar to the one in slip casting.

12.3 SINTERING

Sintering is the process whereby interparticle pores in a granular material are eliminated by atomic

diffusion driven by capillary forces. It is the preferred manufacturing method for industrial ceram-

ics. However, during the final stage of sintering rapid grain growth occurs because the intergrain

pore channels that provide effective grain boundary pinning have already disappeared. Meanwhile,

the capillary driving forces for sintering (involving surfaces) and grain growth (involving grain

boundaries) are comparable in magnitude, both being proportional to the reciprocal grain size.

Many efforts have been made to control grain growth in order to produce dense materials with

nanometer-scale structure (grain size less than 100 nm). These are outlined below. 

12.3.1 SINTERING ADDITIVES

It is a well-known practice in ceramics to add solutes or second phase to a ceramic in order to

reduce grain boundary mobilities or to pin grain boundaries, thus aiding sintering. For example, in

the work of Rahaman [26], CaO was added to nanocrystalline Cs2O to cause grain boundary segre-

gation and to obtain fully dense nanoceramics of a grain size of 30 nm after sintering at 1350°C.

Hahn et al. [27] found that when Y2O3 was added to nanocrystalline TiO2, both partially dissolved

in the grain boundary regions and formed a second phase thus limiting grain growth. Consequently,

nanoceramic TiO2 better than 99% dense was achieved with a grain size of less than 30 nm, com-

pared to undoped but similarly sintered TiO2 ceramics of only 90% dense with a grain size of 50

nm. Sintering additives may also result in liquid-phase formation. For example, Kleinlogel et al.

[28] reported sintering of nanocrystalline CeO2 ceramics with transition metal oxide additives,

which led to size-dependent melting to allow dense ceramics at 900°C with a grain size of 100 nm.

This final grain size was about 2 to 3 times the size of the starting powders. However, the use of

sintering aids has its limitation, because the additives may also adversely affect the physical and

chemical properties of the ceramics.

12.3.2 HOT PRESSING AND SINTER FORGING

Hot pressing is the most common method that utilizes a mechanical driving force to supplement

the sintering driving force in order to achieve rapid densification. It has often been used 

364 Nanomaterials Handbook

Copyright 2006 by Taylor & Francis Group, LLC



for fabricating nanometer-scaled ceramics. By decreasing the densification time, grain growth is

usually reduced, resulting in finer grained ceramics. Especially effective is to hot press at very high

pressure and low temperature, so that grain deformation by dislocation plasticity, which aids den-

sification but not grain growth, becomes dominant. Using pressures from 0.5 to 1.3 GPa and tem-

peratures between 500 and 650°C, nano-TiO2 ceramic discs with high densities (�95% of TD) and

fine grain size (15 nm) can be prepared by this method [29,30]. Another mechanically assisted

method of densification is sinter forging, which does not involve any die that provides the trans-

verse pressure. Here the stress state is uniaxial, which facilitates shear deformation that helps in

eliminating large pores [31]. As a result, lower applied pressure and temperature may suffice in

sinter forging compared to hotpressing. Ceramics of TiO2 [32,33] and 3% Y2O3-doped ZnO [34]

have been successfully prepared by this method. However, both hotpressing and sinter forging

require expensive mechanical presses and ancillary equipment, and the shapes of parts that can be

produced by these methods are rather limited. Therefore, they have less appeal for applications at

an industrial level.

12.3.3 SPARK PLASMA SINTERING

Spark plasma sintering is a newly developed sintering process that combines the use of mechanical

pressure and microscopic electric discharge between the particles. The enhanced densification in

this process has been attributed to localized self-heat generation by the discharge, activation of the

particle surfaces, and the high speed of mass and heat transfer during the sintering process. As a

result, samples can rapidly reach full density at relatively low temperature. This process has been

used to prepare a large variety of submicron and nanograined ceramics, including Al2O3 [35] and

BaTiO3 [36]. 

12.3.4 TRANSFORMATION SINTERING

There have been many reports in materials science literature on the enhanced shape deformation

kinetics during a concomitant phase transformation. This is a kind of transformation plasticity,

which has been shown to assist sintering-forming nanoceramics, e.g., by P. Morgan in 1960s. More

recently, Kumar et al. [37] utilized the anatase–rutile transformation to sinter TiO2 sol–gel powders

at about 600°C (around the transformation temperature), obtaining �99% dense nanostructured

titania with an average grain size of less than 60 nm. The authors suggested that the increased

atomic mobility during the phase transformation was responsible for the enhanced sintering rate. 

12.3.5 TWO-STEP SINTERING

We have developed an entirely unconventional pressureless sintering method using a two-step sin-

tering schedule with a prolonged, low-temperature hold following the initial sintering at a higher

temperature. The most remarkable feature of this method is that there is continued densification in

the second step but the final-stage grain growth is completely suppressed. Nanocrystalline ceram-

ics can be obtained using this method. This was first demonstrated [3] for cubic Y2O3 (melting

point, 2439°C), which was fully densified at the second-step temperature of 1000°C with a final

grain size of 60 nm. The suppression of final-stage grain growth is achieved by exploiting the dif-

ference in the kinetics between grain-boundary diffusion and grain-boundary migration. Because

there is no need for applied pressure and the sintering temperature is relatively low, this two-step

sintering method, when optimized, is believed to be quite cost-effective. In the following sections,

first the details of this method as applied to yttria, barium titanate, and NiCuZn ferrite based on

the work in our laboratories, are described. This is followed by a review of the further application

of the same approach to liquid-phase sintering of two nanostructured ceramics, zinc oxide and sil-

icon carbide.
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12.4 TWO-STEP SINTERING OF Y2O3 NANOCERAMICS

12.4.1 INTRODUCTION

Yttria (Y2O3) has a cubic defective fluorite structure with a very high melting point 2439°C. Fully

dense Y2O3, typically sintered at above 1700°C, has superior thermal stability and is used as an opti-

cal material, having transmission at longer IR wavelengths than most other oxides (9.5 µm cutoff).

Various processing techniques have been utilized to produce yttria powders that can be sintered at

lower temperatures. These include urea method [38], hydroxide method [39], and ammonia-precip-

itation method [40]. For example, Chen and Chen [41,42] and Chen [43] synthesized several fine

Y2O3 powders that were brought to full density at 45% of their melting points using normal sinter-

ing method. More recently, we have used a simple pressureless two-step sintering method to obtain

fully dense Y2O3 with a grain size of 60 nm at temperatures of about 1000°C [3]. The suppression

of final-stage grain growth is achieved in this process by exploiting the difference in the kinetics

between grain-boundary diffusion and grain-boundary migration. These aspects are described

below to illustrate the salient features of the method.

12.4.2 SINTERING OF Y2O3

Pure Y2O3 powders were synthesized by solution–polymerization route using yttrium nitrate and

polyethylene glycol. Nanopowders with a grain size from 10 to 60 nm were obtained. We have also

investigated Mg- and Nb-doped (1 at%) powders, since Mg is known to enhance kinetics in Y2O3,

while the opposite holds for Nb. These dopants were introduced by coating the above powders using

Mg(NO3)2 and niobium isopropoxide as cation sources, followed by low-temperature calcination.

To avoid SiO2 contamination, powder processing was conducted using plastic ware, and sintering

was performed in a dedicated “clean” furnace. Cylindrical pellets (diameter � 10 mm, thickness �

10 mm) were prepared by die-pressing followed by cold isostatic pressing. Pressure up to 310 MPa

was applied to obtain green bodies with different densities. Typically, a green body with density of

45% of the theoretical density (5.013 g/cm3 for Y2O3 [40]) was used.

12.4.2.1 Normal Sintering

Normal sintering was conducted in air using a heating rate of 10°C/min up to 1500°C, holding it

there until the maximum density was reached. The density was continuously monitored during heat-

ing and some runs were interrupted to measure grain size. Figure 12.2 shows the results of normal

sintering for undoped Y2O3, Y2O3 doped with 1 at% Mg as well as Nb, all having an initial powder
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FIGURE 12.2 Grain size of Y2O3 in normal sintering vs. (A) sintering temperature; (B) relative density.
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size of 30 nm. Depending on the composition, the final grain size varies between 200 and 600 nm,

with most of the increase and variation occurring when the density exceeds 80%. This is in accord

with the common experience of accelerated grain growth during final-stage sintering, where the

effect of sintering additives is the alteration of the competition between densification and grain

growth. Clearly, fully dense ceramics with a grain size below 100 nm cannot be obtained even with

30 nm powders and sintering additives. 

12.4.2.2 Two-Step Sintering

In two-step sintering, the heating schedule shown in Figure 12.3 was followed. In the first step,

the samples were heated from room temperature to a high temperature (T1) at a rate of 10°C/min.

Then the temperature was lowered at a rate of 50°C/min to a lower temperature (T2) and held

there until maximum density was reached, which required 10 to 40 h. We have shown that in the

second step, densification can proceed without grain growth. It turns out that there is a minimum

density, to be referred to as critical density, which needs to be exceeded in the first step in order

to achieve full densification without grain growth, in the second step. This density is independ-

ent of the temperature (T2) and time taken in the second step. There is also a temperature window

for T2 within which full densification without grain growth becomes possible. The lower limit of

this window is typically much below the temperature required for normal sintering to reach full

density [42,44]. 

Table 12.1 gives some of the two-step sintering results for both undoped and doped Y2O3 using

powders with an initial size of 30 nm. After two-step sintering, all samples approached full density

(above 99% theoretical density). The contrast of microstructure development in normal vs. two-step

sintering can be seen in Figure 12.4, which shows rapid grain growth at high density in normal sin-

tering, but no grain growth in two-step sintering. These results are in complete contradiction to the

generally accepted theory of sintering. On the other hand, it has been shown that at densities above

70%, all pores in Y2O3 are subcritical and unstable against shrinkage (which occurs by capillary

action) [41,42,45]. Such pores can be filled as long as grain-boundary diffusion allows it, even if

the particle network is frozen as it clearly is in the second-step sintering. Therefore, the densifica-

tion in the second step is thermodynamically feasible. The data in Table 12.1 indicate a lower limit

for the density after the first step at about 75%, which may be regarded as the critical density and

rationalized by the above reasoning.

12.4.2.3 Nanograined Y2O3

The grain size in Figure 12.2B typically increases by a factor of 4 to 5 when the density increases

from 40 to 80%. This ratio is not sensitive to the dopant, sintering temperature, or the initial powder
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size. Since two-step sintering can allow full densification from 75% without increasing the grain size,

the final grain size is about 4 to 5 times the initial powder size. Therefore, to obtain a dense ceramic

with a grain size of less than 100 nm, powders of 10 to 20 nm are needed. Indeed, using 10 nm pow-

ders and two-step sintering, we obtained several dense, doped Y2O3 nanoceramics. Examples of these

experiments are shown in Table 12.2. The microstructure of a dense ceramic with a grain size of

60 nm is also shown in Figure 12.5. The same powder, with Mg addition, sinters to full density at

twice the grain size if normal sintering is used (see Figure 12.6).
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TABLE 12.1

Results of Two-Step Sintering of Undoped and Doped Y2O3 Powder Compacts (Initial Grain

Size of 30 nm)

Sample After First-Step Sintering After Second-Step Sintering

ρρ0 (%) T1 (°°C) t1 (h) ρρ1 (%) G1 (nm) T2 (°°C) t2 (h) ρρ2 (%) G2 (nm) 

Y2O3-1 44 1250 0 75 122 1150 20 99.5 125

Y2O3-2 44 1250 0 75 122 1100 30 99.0 123

Y2O3-3 44 1310 0 80 138 1150 20 99.6 140

Y2O3-4 44 1310 0 80 138 1100 30 99.6 140

Y2O3-5 44 1350 0 85 160 1150 20 99.5 165

Y2O3-6 44 1350 0 85 160 1100 30 99.0 162

Y2O3-7 44 1400 0 88 200 1150 20 99.5 202

Y2O3-8 44 1400 0 88 200 1050 40 99.0 196

Y-1%Mg-1 44 1250 0 78 116 1100 20 100 120

Y-1%Mg-2 44 1250 0 78 116 1050 30 100 118

Y-1%Mg-3 44 1300 0 84 155 1050 20 100 157

Y-1%Mg-4 44 1300 0 84 155 1000 20 100 160

Y-1%Nb-1 44 1450 0 82 115 1250 20 99.2 120

Y-1%Nb-2 44 1450 0 82 115 1200 40 99.0 118
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FIGURE 12.4 Different gain size trajectories followed by normal sintering and two-step sintering. In normal

sintering, grain size continues to increase at high density. In contrast, in two-step sintering, with a lower tem-

perature (T2) during the second step, grain growth is completely suppressed while sintering continues.
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12.4.3 KINETICS OF CONSTANT STRUCTURE SINTERING

An interesting observation in the second-step sintering is illustrated in Figure 12.7, which shows

that the normalized densification rates from five representative runs are self-similar. This observa-

tion can be understood from the scaling argument of Herring [46], which states that the normalized

densification rate can be expressed as

� F(ρ) (12.1)

Here t is the time, γ the surface energy, Ω the atomic volume, k the Boltzmann constant, T the

absolute temperature, G the mean grain diameter, δ the width of the grain boundary, D the grain

boundary diffusivity, and F(ρ) an unspecified function of density ρ. This argument applies if grain

boundary diffusion is the dominant mechanism and if self-similarity in the microstructure is pre-

served during sintering. Note that the data shown here include the same composition sintered at dif-

ferent temperatures, with different starting grain sizes (governed by the choice of the first-step

δ D
�
G 4

3γ Ω
�

kT

dρ
�
ρdt
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TABLE 12.2

Results of Two-Step Sintering of Y2O3 Doped with 1% Mg (Initial Grain Size of 10 nm)

Sintering Condition Relative Density (%) Grain Size (nm)

First step Second step

1080°C–0 min N/A 76 55

1080°C–0 min 1000°C–10 h 99.5 56

1080°C–0 min 1000°C–20 h 100 60

1120°C–0 min N/A 85 80

1120°C–0 min 1000°C–10 h 100 84

1120°C–0 min 1000°C–20 h 100 90

FIGURE 12.5 Microstructure of fully dense Y2O3 doped with 1% Mg. This specimen was sintered at 1000°C

for 20 h, after reaching 76% relative density in an initial firing at 1080°C. 
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sintering parameters) and different dopants. Despite these variations, the curves are parallel to each

other supporting the notion that F(ρ) is a universal function.

The magnitude of the normalized densification rate can be used to determine the grain size

exponent in Equation (12.1). By plotting normalized densification rate against grain size in the

log–log form, we obtained the exponent 3.7, for undoped Y2O3, which is consistent with Equation

(12.1). The normalized densification rate can also be used to determine the activation energy of

grain boundary diffusivity. This can be seen by rewriting Equation (12.1) as

δD � G4 (12.2)

and obtaining the activation energy from its Arrhenius plot. The activation energies — 410 kJ/mol for

Y2O3, 550 kJ/mol for Mg-doped Y2O3, and 310 kJ/mol for Nb-doped Y2O3 — are comparable in

kT
�
3γ Ω

1
�
F(ρ)

dρ
�
ρ dt
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FIGURE 12.6 The grain size of Y2O3, doped with 1% Mg and with an initial particle size of 10 nm, increases

with relative density during 10 h normal sintering at 1080°C.
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magnitude to the activation energies for grain boundary mobilities previously determined for these

materials at higher temperatures (see Table 12.3 and Figure 12.8). This is consistent with the notion that

the densification kinetics in the constant grain size regime is controlled by a grain boundary process.

The above analysis applies if second-step sintering results in full densification and no grain growth.

However, if second-step sintering is conducted at too low a temperature, sintering may proceed for a

while but then is exhausted. The normalized sintering rates of such runs, shown in Figure 12.9, deviate
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TABLE 12.3

Activation Energy for Grain Boundary Diffusion of Undoped and Doped Yttria Calculated

Sample Present Results (kJ/mol) Reference Result (kJ/mol)

Y2O3 410 340[47], 398[48]

Y-1% Mg 553 636[48]

Y-1% Nb 310 272[48]
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FIGURE 12.8 Grain boundary diffusivity, multiplied by grain boundary thickness, vs. temperature for

undoped and doped Y2O3. From sintering data obtained at density of 86% with same grain size.
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FIGURE 12.9 Densification rate is exhausted during second-step sintering if T2 is too low, as in the three

cases A–C.
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from the universal shape described above. The rather abrupt termination of densification is probably

caused by the exhaustion of diffusion itself. The temperature and the grain size regime where this

occurs is shown in Figure 12.10, in which the solid symbols represent conditions when second-step

sintering can be completed without grain growth, while the data points below the lower boundary line

are ones, where densification is exhausted without grain growth. On the other side of the upper bound-

ary line are conditions where grain growth is observed. Therefore, the two boundary lines define the

kinetic window for the second-step sintering within which densification without grain growth may be

achieved. This general behavior was observed in both undoped and doped Y2O3.
Exhaustion of diffusion could arise because of the exhaustion of kinks, ledges, sources and

sinks, which are required to provide and accommodate diffusing atoms and point defects. Some of

these, such as kinks and ledges, may be eliminated when they are filled by atoms/point defects dur-

ing diffusion proceeds. Nucleation of new sources and sinks may be difficult, especially in small

grains, because of poor nucleation statistics in small volume as well as the increased threshold

energy required. For example, if a screw dislocation loop is envisioned for the source and sink, then

the threshold energy is inversely proportional to the grain size. In this regard, we note that in Figure

12.10 the lower boundary has a slightly negative slope indicating that the exhaustion of sintering is

more obvious at smaller grain size. On the other hand, it is noted that the upper boundary line has

a positive slope. This could be because the driving force for grain growth decreases with grain size,

and so a higher temperature is needed.

Finally, we will speculate on the mechanism that allows densification without grain growth, which

requires grain boundary diffusion while suppressing grain boundary migration. Since successful two-

step sintering can be achieved in both undoped and doped (with Nb suppressing kinetics as well as with

Mg enhancing kinetics) samples, we do not think solute drag is a central element in the mechanism. It

is clear, however, that grain boundary migration must involve additional kinetic processes beyond grain

boundary diffusion. Furthermore, if such processes have a higher activation energy, then grain bound-

ary migration can be suppressed at lower temperature despite active grain boundary diffusion.

Czubayko et al. [48] reported that in high-purity zinc tricrystals, grain boundary migration was severely

retarded at lower temperatures by the drag of the triple point. (At high temperatures, the drag is negli-

gible.) This observation lends support to the above speculation and leads us to propose the schematic

in Figure 12.11, in which we plot the grain boundary diffusivity, the intrinsic grain boundary mobility
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(e.g., of a bicrystal grain boundary, which has the same activation energy as grain boundary diffusiv-

ity), and the mobility of junctions (triple point and/or pore-boundary junction), which has a higher acti-

vation energy. For a polycrystal, the apparent grain boundary mobility is controlled by the slower of

two — the intrinsic grain boundary mobility or the junction mobility. At low temperature, it is then pos-

sible for grain boundary diffusion to have an activation energy smaller than that of the apparent poly-

crystal grain boundary mobility, resulting in the suppression of grain growth without quenching

densification. The design of two-step sintering seeks to take advantage of this disparity.

12.5 TWO-STEP SINTERING OF OTHER FUNCTIONAL AND STRUCTURAL
CERAMICS

In this section, we review the successful applications of the two-step sintering approach to other ceram-

ics in the pursuit of fine grain and nanograin ceramics. Specifically, BaTiO3, NiCuZn spinel ferrite, ZnO

varistor, and SiC will be described. For the latter two systems, liquid-phase sintering additives are com-

monly used in conventional sintering; this practice has also been adopted in two-step sintering. 

12.5.1 BATIO3 CERAMICS

Barium titanate has perovskite structure and is one of the most important electroceramics. It is

extensively used as high dielectric constant capacitors, PTC resistors, transducers, and ferroelectric

memories [49]. The electrical properties such as permittivity, Curie temperature, and phase assem-

blage are known to be sensitive to the grain size and the characteristics of grain boundaries [50–53].

Therefore, the development of fine grain and nanostructured BaTiO3 is of current scientific interest.

In addition, since the dimensions of BaTiO3-containing components, such as multilayer chip

ceramic capacitors, continue to shrink, there is also a technological need to develop fine grain

BaTiO3. (Currently, the thickness of the dielectric layer is 2 µm and, therefore, the grain size should

be 200 nm or less in a polycrystalline layer to assure property uniformity.) To date, most studies on

the size effect on BaTiO3 have focused on powders and films of a much smaller thickness than for

practical applications. Recently, Park and Cho [54] hot-pressed bulk BaTiO3 ceramic with a grain

size of 40 to 50 nm, but the density reached was only 3.56 g/cm3, which is much lower than the the-

oretical density of 6.03 g/cm3. As will be shown below, we have used two-step sintering to fabricate

fully dense BaTiO3 with a grain size of about 60 to 70 nm, which is the first presureless-sintered

dense nanograined BaTiO3 ceramic ever reported.

BaTiO3 nanopowders used here were prepared by an oxalate precipitation method [55]. The

mean particle size was determined to be 10 to 30 nm. After isopressing at 200 MPa (relative density

� 46% of theoretical), the green compacts were sintered using two-step sintering. The first step used
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FIGURE 12.11 Schematic Arrhenius plot for grain diffusion, mobility of pore/grain-boundary junction or

four-grain junction, and intrinsic mobility of grain boundary (without extrinsic drag due to nodal points/lines).
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a higher temperature T1 ranging from 1100 to 1250°C. After reaching T1, immediate cooling to a

lower temperature T2 ranging from 1150 to 850°C was used for 10 to 20 h for isothermal sintering.

The initial heating rate was 10°C/min, and the intermediate cooling rate (from T1 to T2) was

30°C/min. During the second-step sintering, density improved from a lower value (73 to 87%) to bet-

ter than 96% without any grain growth. These results are summarized in Table 12.4 and Figure 12.12.

For BaTiO3 at T1 the critical density , which is required for producing dense ceramics during the

second-step sintering, is about 73%. This is essentially the same value as for Y2O3 (about 75%). The

kinetic “window” for reaching full density without grain growth is shown in Figure 12.13. As in the

case of Y2O3 (Figure 12.10), closed symbols have been used to indicate the conditions to obtain full

densification without grain growth. Above this window grain growth was observed; below this win-

dow sintering was exhausted before achieving full density. Clearly, the phenomenology and the

shape of the kinetic window are very similar in both sets of ceramics despite their very different

chemistry and crystal structure.

The finest grain size of dense, undoped BaTiO3 ceramics (98.5% of theoretical density)

obtained so far is around 60 to 70 nm, using starting powders with an initial size of 10 nm (see

Figure 12.14). This nanograined BaTiO3 ceramic shows only cubic phase according to x-ray
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FIGURE 12.12 Grain size vs. density for BaTiO3 specimens sintered by two-step and by normal sintering.

TABLE 12.4

Conditions for Two-Step Sintering of BaTiO3 (30 nm Powders) Reaching High Density with-

out Grain Growth

Sintering Condition Relative Density (%) Final Grain Size (nm)

First step Second step ρρ1 ρρ2

1100°C–0 min 900°C–20 h 73 96 150

1100°C–0 min 950°C–20 h 73 97 150

1150°C–0 min 900°C–20 h 78 96 200

1150°C–0 min 950°C–20 h 78 97 200

1150°C–0 min 1000°C–20 h 78 97 200

1200°C–0 min 900°C–20 h 87 96 500

1200°C–0 min 1000°C–20 h 87 96 500

1200°C–0 min 1100°C–10 h 87 97 500
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diffraction. Further investigation of the size effect on the microstructure and physical properties of

these BaTiO3 ceramics is currently in progress.

12.5.2 NICUZN FERRITE

Ferrites have the spinel structure A2BO4 in which Fe may occupy either A or B site, or both. They

are ferrimagnetic and widely used as soft magnets. In the past 10 years, with the development of sur-

face-mounting technology, considerable progress has been made in the miniaturization of electro-

magnetic components. NiCuZn ferrite is commonly used in various electronic devices such as

multilayer chip inductor in the high-frequency region [56–59]. In order to be co-fired with the elec-

trode (usually Ag, with a melting point of 961°C), NiCuZn ferrite is sintered at �900°C. For this pur-

pose, sintering aids such as Bi2O3 and V2O5 are commonly used to lower the sintering temperature.

However, these additives tend to harm the magnetic property of the ceramics acquired. Therefore,

ultrafine grained NiCuZn ferrite with a uniform composition and microstructure, densifiable at low

temperature without sintering aids, is of considerable interest [60]. Using two-step sintering and

nanosized ferrite powders, we have obtained submicro grain-sized NiCuZn ferrites with excellent
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FIGURE 12.14 SEM image of nanograined BaTiO3 ceramics prepared by two-step sintering.
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properties, including high initial permeability of up to 1000 and high resistivity above 1010 Ω cm,

which are two orders of magnitude higher than those obtained in conventional ferrite ceramics. 

In this research, starting ferrite powders with a composition of (Ni0.2Cu0.2Zn0.6O) (Fe2O3) were

prepared via a citrate precursor method [61]. The mean grain size of powders varies from 10 to 60

nm, depending on the heat-treatment condition. These powders have excellent sinterability and can

be densified at �900°C without any addition of sintering aids. During two-step sintering, the pow-

der compacts were first heated to a high temperature T1 ranging from 850 to 930°C, then immedi-

ately cooled to lower temperature T2 ranging from 750 to 870°C, with a dwell time from 4 to 8 h to

reach high density. Some results of two-step sintering using a heating rate of 10°C/min and a cool-

ing (from T1 to T2) rate of 30°C/min, are listed in Table 12.5.

In the NiCuZn ferrite system, the critical density obtained at T1 that is required to produce dense

ceramics during subsequent T2 sintering is about 76%. Once again, this value is essentially the same

as for Y2O3 and BaTiO3. Figure 12.15 shows the kinetic window for reaching full density without

grain growth. Solid symbols are temperature and grain-size conditions of successful second-step

sintering runs for NiCuZn ferrite. Open symbols above the upper boundary indicate conditions that

showed grain growth in the second step, whereas open symbols below the lower boundary indicate
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TABLE 12.5

Conditions for NiCuZn Ferrite (Initial Particle Size of 10 nm) Fabricated Using Two-Step

Sintering That Shows No Grain Growth during the Second Step

Sintering Condition Relative Density (%) Final Grain Size (nm)

First step Second step ρρ1 ρρ2

850°C–0 min 760°C–8 h 76 96 200 

850°C–0 min 800°C–6 h 76 97 200

890°C–0 min 750°C–6 h 81 97 400

890°C–0 min 825°C–6 h 81 98 400

910°C–0 min 750°C–8 h 87 97 500

910°C–0 min 800°C–6 h 87 98 500

910°C–0 min 850°C–4 h 87 99 500

930°C–0 min 800°C–4 h 91 99 800

930°C–0 min 850°C–4 h 91 99 800

930°C–0 min 870°C–4 h 91 99 800
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FIGURE 12.15 Kinetic window for reaching full density without grain growth for NiCuZn ferrite. 
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grain growth that did not reach full density in the second-step sintering. The general behavior is

quite similar to that of Y2O3 and BaTiO3. Therefore, the feasibility of two-step sintering to achieve

high density without grain growth has again been established for another complex oxide system

using pressureless means without sintering aids.

The finest NiCuZn sample obtained in this study has a grain size of 200 nm and a density of

over 97%. It was initially heated to 850°C (T1), then cooled to 800°C (T2), and sintered there for 6

h without grain growth. In another case, the sample was heated to a higher temperature of 930°C

(T1), and high density of 99% was attained with grain size of 700 to 800 nm after holding for 4 h at

850°C (T2), during which time there was no grain growth. Figure 12.16 shows the SEM micro-

graphs of two such samples (Figures 12.16A and B), and of one sample obtained from conventional

processing (Figure 12.16C) (using normal sintering and powders from solid-state reactions). The

contrast in microstructure is rather dramatic, with the two-step-sintered samples showing much

finer, uniform microstructure.

The frequency-dependent permeability curves of the ceramic samples prepared by two-step sin-

tering and normal sintering method are compared in Figure 12.17. The sample prepared by two-step

sintering has an initial permeability of up to 1000, more than three times that of the sample prepared

by the conventional ceramic method. This extremely high magnetic permeability value has not been

reported for NiCuZn ferrite before, suggesting the benefit of a very fine and uniform microstruc-

ture, high density, and chemical purity (in the absence of sintering aid). 
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FIGURE 12.16 SEM images of fracture surface microstructures for NiCuZn ferrite made from (A)

nanocrystalline powder densified by two-step sintering (T1 � 850°C/0 min, T2 � 800°C/6 h), (B) nanocrys-

talline powder densified by two-step sintering (T1 � 930°C/0 min, T2 � 850°C/4 h), and (C) solid-state reac-

tion powder densified by normal sintering.
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An adequate DC resistivity is also required for ferrite to avoid “creeping” during electroplating,

which may adversely affect the quality of the components. Usually, by conventional ceramic pro-

cessing methods, ceramics with DC resistivity of 107 to 108 Ω cm can be achieved, which hardly

satisfies the requirement. The ultrafine grain ferrites obtained by two-step sintering show high DC

resistivity, over 1010 Ω cm, which is much more suitable for practical applications and has much

enhanced reliability. As is well known, one important factor that affects the resistivity of a ceramic

is the fraction of grain boundaries in a polycrystal. This fraction increases with decreasing grain size

and may account for the superior resistivity observed here. 

12.5.3 ZNO VARISTOR

Zinc oxide has wurtzite structure and is semiconducting. Sintered with the addition of Bi2O3 as a liq-

uid-forming sintering aid, ZnO ceramics are widely used as varistors. Commercial varistors prepared

by the conventional ceramic method contain compositional and microstructural heterogeneities,

along with a large grain size of more than 5 µm. As a result, they have a relatively low breakdown

strength, which has limited their use in higher voltage (�10 kV/cm) applications. Using two-step

sintering, Duran et al. [62] fabricated fully dense Bi2O3-doped ZnO varistors with submicron grain

size. The ceramics exhibited a nonlinear current coefficient as high as 270 and a breakdown field Vb

(at 1 mA/cm2) of about 20 kV/cm. These values are more than one order of magnitude higher than

those found in commercial ZnO varistors.

In this work, nanopowders of Bi2O3-doped ZnO (total additives of 2 mol% including Bi2O3,

Sb2O3, CoO, and MnO) were prepared by thermal decomposition of a metal–citrate polymeric com-

plex precursor. The powders have a Brunauer-Emmett-Teller (BET) surface area of 40 m2/g with a

particle size of 28 nm. After isopressing at 200 MPa (relative density � 46%), the green compact was

densified using two-step sintering. Following initial heating to 900°C (T1) and sintering for 5 min, the

temperature was lowered to 825°C (T2) and held there for 10 h. Grain growth was suppressed during

second-step sintering while densification proceeded, reaching full density with a grain size of 500

nm. In another case, after the first step of 940°C (T1), sintering was continued at 825°C (T2) for 6 h

to reach full density without grain growth, with a grain size of 700 nm. In contrast, in normal sinter-

ing, the grain size achieved for the dense ceramic body was about 5 µm. The critical density required

for the first step was between 80 to 90% in order to obtain fully dense bodies during the second step. 
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FIGURE 12.17 Frequency-dependent permeability curves of ceramic specimens made from (A) nanocrys-

talline powder densified by two-step sintering (T1 � 930°C/0 min, T2 � 850°C/4 h) and (B) solid-state reac-

tion powders fired via normal sintering route.
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In the ZnO–Bi2O3 system, a liquid phase forms at above 825°C. Therefore, the relatively high

densification level attained in the first step (T1�825°C) is achieved by liquid-phase sintering,

involving a rapid rearrangement of the solid ZnO nanoparticles. From SEM observations, it was

found that the intergranular liquid phase is continuous at T1 but discontinuous at T2 (dihedral angle

much higher than zero), indicating a strong temperature dependence of the dihedral angle [63].

During cooling from T1 to T2, the wetting liquid rapidly recedes from the two-grain boundaries to

the multigrain junctions. Thereafter, most ZnO grains will be in direct contact with each other with-

out a liquid phase in between. For this reason, grain boundary mobility is suppressed in second-step

sintering. 

The electrical properties of a varistor strongly depend on the density and the microstructure uni-

formity. The small grain size is apparently an added advantage. As a result, two-step sintering has

yielded varistors that have excellent electrical performance.

12.5.4 SIC CERAMICS

Silicon carbide has either a zinc blende structure (β-SiC) or a wurtzite structure (α-SiC), but other

structures that are related to these two by way of different stacking sequence are also common. In

all cases, bonding of SiC is highly covalent, which distinguishes it from all the oxides described so

far. Sintering of SiC typically requires the addition of liquid-forming sintering aids. Even so, very

high sintering temperature, in excess of 1800°C, is usually needed. Since grains grow more readily

during liquid-phase sintering than during solid-state sintering, it is difficult to obtain nanostructured

ceramics by conventional means. Recently, Lee et al. [64] reported fully dense nanostructured liq-

uid-phase-sintered SiC with agrain size of 40 nm, using two-step sintering under hot-pressing con-

ditions (20 MPa). Therefore, the feasibility of densification without grain growth by two-step

sintering has also been demonstrated for covalent ceramics, albeit with pressure assistance. 

In this work, SiC powders (particle size of 20 nm and mostly β phase) were mixed with sinter-

ing aids, 7 wt% Al2O3, 2 wt% Y2O3, and 1 wt% CaO, then hot-pressed in Ar atmosphere under an

applied pressure of 20 MPa. The additives are expected to form a liquid phase at about 1400°C.

Three different heating schedules as shown in Table 12.6 were used. In two-step sintering, the pow-

der compacts were first heated to a temperature (T1) ranging from 1650 to 1750°C, then immedi-

ately cooled to (T2) 1500 or 1550°C. The specimens were further treated at this temperature for up
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TABLE 12.6

Sintering Schedule Adopted for SiC [64]

Sintering Method Specimens Sintering Conditions

Conventional sintering C1 1500°C–8 h

C2 1550°C–8 h

C3 1750°C–5 min

C4 1750°C–30 min

Zero-time sintering Z1 1700°C–0 min

Z2 1750°C–0 min

Z3 1800°C–0 min

Z4 1850°C–0 min

Two-step sintering First step Second step

T1 1650°C–0 min 1500°C–8 h

T2 1700°C–0 min 1500°C–8 h

T3 1700°C–0 min 1550°C–2 h

T4 1700°C–0 min 1550°C–8 h

T5 1750°C–0 min 1550°C–8 h
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to 8 h. The heating rate to T1 was 20°C/min, and the cooling rate from T1 to T2 was 40°C/min. For

comparison, normal sintering was also carried out.

As shown in Figure 12.18, significant grain growth occurs during the final stage of densifica-

tion, but this was absent in two-step sintering (Samples T4 and T5). An examination of the data in

Figure 12.18 also indicates that the critical density, which needs to be achieved in the first-step sin-

tering in order to assure full densification in the second-step sintering, is about 85% of theoretical

density. This value is similar to the one found in Bi2O3-doped ZnO, another liquid-phase sintering

system. It is, however, significantly higher than the critical density (75%) for Y2O3, BaTiO3, and

NiCuZn ferrite, all sintered by solid-state mechanisms.

During liquid-phase sintering, the final-stage densification mainly involves the elimination of

isolated pores through liquid flow into them. Thermodynamically, this requires the pores to be rel-

atively small compared to grains, so that it “drains” the liquid from the surrounding meniscus. For

this reason, grain growth that eventually renders pores unstable to be filled by the liquid is an essen-

tial mechanism. Conversely, without grain growth, pore-filling-controlled liquid-phase sintering

cannot proceed. Although the slower grain-flattening mechanism for liquid-phase sintering could

contribute to densification, we believe pore elimination in the present case is more likely due to the

applied pressure, which affects deformation and local grain rearrangement, bringing pores to tran-

sient configurations that are temporarily unstable. Unlike the case of ZnO, however, there is no clear

evidence of liquid redistribution observed in the present case in view of the large amount of liquid,

typically 10 to 15% in volume fraction, used [65]. Therefore, the suppression of grain growth can-

not be attributed to liquid recession and the actual mechanism is yet to be determined.

12.6 CONCLUSIONS

Dense, nanograin ceramics are of current scientific and technological interest, especially for applica-

tions in electromagnetic devices in which miniaturization and integration are essential. The process-

ing challenge is to fabricate fully dense ceramics at low temperature, preferably without additives and

pressure, and with the least amount of coarsening of the initial microstructure. In this review, we have

emphasized the importance of agglomeration-free green-body fabrication and two-step sintering, the

latter being a unique, unconventional, yet industrially viable process capable of densification without

grain growth. Two-step sintering exploits the difference in the kinetics between grain boundary diffu-

sion and grain boundary migration at low temperature, and it has been demonstrated for simple

oxides (Y2O3, with and without dopants), complex oxides (BaTiO3 and NiCuZn spinel ferrite), and
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liquid-phase-sintered ZnO and SiC. As nanocrystalline powders in the size range 5 to 10 nm are

becoming increasingly available, we believe it should be possible to achieve dense, nanostructured

industrial materials of a grain size 25 to 50 nm using two-step sintering. The simplicity of this sinter-

ing approach should also make it a useful tool for preparing model systems to study grain size-

dependent properties in nanostructured materials and grain boundary kinetics at low temperatures.
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ABSTRACT

Recently we postulated that most solids with a high c/a ratio belong to the same class, which we

designated as kinking nonlinear elastic (KNE).1 The high c/a ratio renders slip, other than basal and

non-basal slip and twinning, prohibitively expensive. Thus only basal slip, that leads to kinking is

activated during deformation. The signature of KNE solids is the formation of fully reversible, hys-

teretic, stress–strain loops, on repeat loadings. This full reversibility, in turn, is due to the formation

of incipient kink bands (IKB), comprised of two nearly parallel dislocation walls of opposite polar-

ity that are attracted to each other; when the load is removed that they annihilate. The energy dissi-

pated per cycle is usually substantial and increases with increasing stress. Recently, we have also

shown that repeated spherical nanoindentations, on the same location, is a technique that is ideally

suited to identify and characterize KNE solids. Examples on Ti3SiC2, mica, hexagonal boron

nitride, graphite, and sapphire are presented. KNE solids tend to be nanolayered, but as shown

herein, sapphire, which is not, also behaves like a KNE solid. 
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13.1 INTRODUCTION

Graphite, ice, sapphire single crystals, layered semiconductors, high-Tc superconductors, hexagonal

boron nitride (h-BN), Mg, Bi, Zn, the ternary carbides and nitrides (the so-called MAX phases, see

below) mica, and other layered silicates, among others, are not thought to be related. In this chap-

ter we not only show them to be related, but we also demonstrate why they are all members of a

huge new class of solids, best described as kinking nonlinear elastic (KNE) solids.1 In doing so, we

demonstrate how repeated loadings onto the same location with a hemispherical nanoindenter tip is

a powerful technique for characterizing these solids.1–4 The considerable information gleaned from

this technique is outlined herein.

Kinking is a ubiquitous and well-known phenomenon in nature that can be seen easily at many

scales. At the largest scale, kinking and kink bands (KBs) are quite common in geologic formations.

This mechanism has been invoked to explain deformation in single-crystal hexagonal metals, such

as Cd and Zn,5,6 highly constrained rocks, organic crystals, card decks, rubber laminates, oriented

polymer fibers, wood, graphite fibers, laminated C–C and C-epoxy composites, among others.7

Before proceeding further it is important to emphasize that this chapter deals with kinking in

crystalline solids exclusively; kinking in amorphous solids or polymers is not discussed.

Orowan was the first to report on kinking in a metal.5 Later, Hess, and Barrett6 suggested that

the formation of KBs entailed the formation of pairs of dislocations of opposite signs that move in

opposite directions in response to a shear stress. It is the coalescence of these mobile dislocation

walls (MDWs) into a narrow region that gives rise to kink boundaries.6,7 A few years later, Frank

and Stroh (F&S)8 derived an analytic expression, based on energy arguments, that predicted the

remote stress at which a KB nucleus became unstable. Recently, we adapted the F&S theory and

introduced the concept of IKBs discussed in more detail below.9,10

In our previous work we suggested that a sufficient, but not necessary, condition for a solid to

be a KNE solid is a high c/a ratio.1 This condition ensures that only basal plane dislocations are

energetically favorable and eliminates twinning as a possible deformation mechanism. Under those

constraints a solid can either deform by kinking or fracture. 

This chapter is structured as follows: the next section describes kinking and its characteristics at

all levels — atomic, microscopic and macroscopic. Section 13.3 deals with the kinking in bulk sam-

ples. The theoretical aspects of kinking — with special emphasis on the F&S model — and spheri-

cal nanoindentations are discussed in Section 13.4. Section 13.5 deals with specific examples,

including mica, sapphire, graphite, Ti3SiC2, and Ti2AlC, as representatives of the MAX phases. The

latter are a novel class of layered, machinable, hexagonal ternary carbides and nitrides that number

over 50, with the chemical formula Mn+1AXn, where M is an early transition metal, A is an A-group

element (mostly IIIA and IVA), and X is C or N.11–13 The last section links the results obtained from

nanoindentations and bulk compression specimens and provides an overview of KNE solids.

13.2 KINKING IN CRYSTALLINE SOLIDS

As noted above, at the macroscopic level, kinking is manifested in many systems ranging from geo-

logic formations to card decks (Figure 13.1a). In general, kinking will occur whenever a plastic,

anisotropic system is loaded parallel to the deformation or slip plane.

At the microscopic level kinking is observed as bucking in individual grains.14 For the most

part, because kinking is essentially a buckling phenomenon, it is associated with delaminations and

lack of constraints. This is why, for example, when samples with highly oriented grains are loaded

parallel to the easy or basal slip planes they kink at the unconstrained corners rather than in the bulk7

(Figure 13.1b). It is also the reason that, as discussed below, kinking under an indenter is much

more difficult than in simple compression experiments.

Atomically, the so-called stove-pipe configuration, where two kink boundaries are separated from

each other by a dislocation free region is identified as a KB (Figure 13.1c).15 Kink boundaries are

essentially thin regions into which numerous MDWs have collapsed. In other words, MDWs — which
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are but low-angle grain boundaries — are the precursors of kink boundaries. It is important not to con-

fuse kink boundaries with twins. The latter are crystallographically determined, while the former, also

symmetrical across the kink boundary, can take any angle. The kink boundary angle depends on the

number of MDWs that ultimately end up in it.

13.3 KINKING NONLINEAR ELASTIC SOLIDS

Before reviewing the nanoindentation results of typical KNE solids — most of which have been sin-

gle crystals — it is instructive to review briefly the response of their polycrystalline counterparts
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a KB comprised of two kink boundaries.15 Note similarity to twinning.
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under cyclic loading. There are two typical responses. Type I, where all the loops are closed, includ-

ing the first loop (Figure 13.2a) and type II, where the first loop is open, but all subsequent loops

are closed or fully reversible (Figure 13.2b). The response of some of the MAX phases tested to

date, such as Ti3SiC2 and Ti2AlC, is of type I;9 and that of graphite, sapphire, and h-BN are of type

II.2 The reasons for the differences are not entirely clear but could reflect differences in grain bound-

ary strengths and ease of delaminations; the latter favored by a low c44. What is occurring, however,

is better understood; in type I, only fully reversible IKBs are nucleated. In type II, during the first

cycle, MDWs result in KBs, which in turn lead to a reduction in domain size resulting in harden-

ing. In all subsequent cycles, only fully reversible IKBs form.

In recent chapters, we developed atomistic10 and constitutive models16 for describing KNE

solids. Only the atomistic model, based on the F&S paper,8 is described here. F&S considered the
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problem of the growth of a thin elliptical subcritical kink — with dimensions α and β, such that

α �� β — comprised of opposite sign dislocations (Figure 13.3a). Initially, the thin elliptical kink

is subcritical because it increases the free energy of the system. Using an energy approach, remi-

niscent of Griffith’s, F&S showed that the remote shear stress τ needed to render a subcritical KB

unstable depends on α and is given by8

τ �τc ��� (13.1)

where b is the Burger’s vector, G the shear modulus (for single crystals G is replaced by c44), and

γc the critical kinking angle given by

γ c � �
D

b
� � (13.2)

with ν being Poisson’s ratio and D the distance between dislocations in the walls (Figure 13.3a).

F&S modeled a two-dimensional single crystal and thus assumed, correctly, that once the

inequality in Equation 13.1 was satisfied, a subcritical KB would rapidly and autocatalytically grow

to the edge of the sample and dissociate into two parallel MDWs (Figure 13.3b). Continued load-

ing would then result in the formation of other IKBs and MDWs within the first one. It is the rep-

etition of this process that ultimately leads to the formation of the KBs.6,7

However, in order to explain our recent results, many of which are discussed in this chapter, we

had to invoke the idea of an IKB.9,10,17 An IKB is one in which the ends remain attached and is

therefore fully reversible (Figure 13.3a).

In a polycrystal, 2α is determined by the thickness of the grains.10 The situation under a nanoin-

denter indented into a single crystal is different. To model this situation we make the plausible

assumption that4

a � α (13.3)

where a is the contact radius of the indenter (see below). Once α is known, β, can be determined

from8,17

2β� (σ –σt) (13.4)

where σt is a threshold stress, below which the response is purely elastic. 

2α(1– v)
�

2G

3�3�(1– v)τloc
��

2G

G2bγ c
�

2α
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FIGURE 13.3 Schematic of (a) an IKB with length 2α and width 2β. As long as the ends remain attached, the

force is attractive. (b) IKB under an indenter showing MDWs bracketing an IKB; upon removal of the load only

the latter disappears. Note the delamination plane, which must accompany the IKB to MDW transformation.
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Recently, we have shown that the number of IKBs per unit volume, Nk, is given by10,17

Nk � ε1KB (13.5)

where εIKB is the nonlinear strain under the indenter due to the formation of the IKBs. In other

words, εIKB = εtot − εel, where εtot is the total strain and εel the elastic strain. In this model and in the

following discussion, the formation of dislocation pileups is ignored, because their contributions to

the inelastic strain is small compared to those from kinking.10,17

Once Nk, α and β are determined, a near complete picture of the dislocation configuration under

the indenter comes into focus. The results are shown schematically in Figure 13.4 and can be sum-

marized as follows: below σt the response is linear elastic; at σ � σt a large number of short IKBs are

introduced in the material (Figure 13.4a). With increasing load the number of IKBs actually decrease

at the same time that their lengths increase (Figure 13.4b). This somewhat counterintuitive result

comes about because with increasing stress, the IKBs get longer and wider, merge and thus decrease

Nk. Without a merging mechanism, the IKBs could not penetrate deeper into the crystal while main-

taining the shape dictated by Equation 13.4. How that is accomplished is unclear at this time, but most

probably occurs by the annihilation of adjacent IKB walls that have opposite polarities.

As the loads are increased further, the IKBs penetrate deeper into the sample and when the ten-

sile stresses that develop at their tip exceed the delamination stresses of the material, delaminations

occur below the indenter (Figure 13.4c). With delaminations, the walls making up the IKBs imme-

diately become mobile and are swept away from under the indenter and end up as pileups or

mounds on either side of the indenter (Figure 13.4c).

As clearly demonstrated in this chapter, the formation of fully reversible, reproducible hysteretic

stress–strain loops upon load cycling is one of the signatures of IKBs (e.g., Figure 13.2a). The area

within each loop, Wd, represents the energy dissipated per unit volume per cycle as a result of the to

and fro motion of the dislocations comprising the IKBs. Wd is related to the energy dissipated by a

dislocation line of unit length sweeping a unit area, Ω, by10,17

� Wd (13.6)

In deriving Equation 13.6, Wd is assumed to be solely due to the movement of IKB related disloca-

tions; the motion of pileup dislocations is again neglected. With that caveat, we believe Ω/b is a

material property that is proportional to, if not equal to, the critical resolved shear stress (CRSS) of

basal plane dislocations involved in the IKBs. This comment notwithstanding, more work is needed

to establish the relationship between Ω/b and the CRSS. 

G2γ c
��
πNkα

3(σ –σt)
2

Ω
�
b

2G2γ c
��
πα3(1– v)2[σ –σt]

2
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corresponding to stresses greater than delamination stresses. Note plastic deformation and pileups around the
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13.4 THEORETICAL ASPECTS OF SPHERICAL NANOINDENTATIONS

According to Hertz, applying a load of P using a spherical indenter of radius R (Figure 13.5a)

results in an elastic penetration depth, he, relative to the original surface given by

he ���
4

3

E

P

*
��

2/3

��
R

1
��

2/3

(13.7)

E* is a reduced modulus given by

�
E

1

*
� ��

1

E

–ν

s

s
2

���
1

E

–ν

i

i
2

� (13.8)

The subscripts s and i refer to the specimen and the indenter, respectively.

Geometrically, as long as hc << R, the actual contact diameter 2a is related to hc by

a � �2�R�h�c� (13.9)

where hc is the depth at which the indenter and surface are no longer conformal (see Figure 13.5a).3

If one further assumes that18

hc � htot � he/2 (13.10)

a can be readily calculated from Equation 13.9 once he is calculated from Equation 13.7. This

assumption, shown schematically in Figure 13.5b, is a very good approximation as long as the sys-

tem remains in the elastic regime. 

Furthermore, in the purely elastic regime,18,19

hc �htot /2 (13.11)

combining Equations 13.7 to 13.12 it can be shown that

�
π

P

a2� � �
4

3

E

π

*
� ��

R

a
�� (13.12)

The left-hand side is the indentation stress and a/R can be considered to be an indentation strain.

Hence a plot of P/πa2 vs. a/R should, in the elastic regime, yield straight lines with slopes that are

proportional to the E*.
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nanoindentation curve. In order to convert these results to stress–strain the approximation that hc�ht�he/2 is made.
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As discussed below the response under the repeated loadings of a spherical nanoindenter

depends on applied stress; at stresses below the stress needed to initiate the IKBs, the response is

linear-elastic. At stresses high enough to initiate IKBs but not sunder them, i.e., not to cause delam-

inations, the response is of type I. At even higher stresses the response is of type II. It is crucial to

note that the IKB to KB transition must be accompanied by delaminations that, as discussed below,

more often than not, result in massive pop-ins. 

13.5 NANOINDENTATION RESULTS ON KNE SOLIDS

In the following sections, our recent nanoindentation results on sapphire, graphite, Ti3SiC2, h-BN,

and mica are reviewed. 

13.5.1 SAPPHIRE

Typical load–displacement results of a sapphire single crystal loaded normal to its basal planes by

with a spherical diamond indenter of 1 µm radius are shown in Figure 13.6a.20 Unless otherwise

noted, the indenter is typically pushed into the same location five consecutive times. This cycling

is crucial because it is only when the third and subsequent cycles fully reproduce the second cycle

that a solid can be unambiguously characterized as KNE (see below). The results shown in Figure

13.6a clearly show that at around 30mN, a pop-in of the order of 100nm is observed. When the

load–displacement curves were converted into stress–strain curves (not shown) the stresses at which

the pop-ins occurred were �40GPa. Figure 13.6b plots the load–displacement results for a region

indented 24 times, zooming on the middle section of the loops. The reproducibility of these hys-

teretic loops is noteworthy, especially that the maximum normal stresses in every cycle were of the

order 40GPa.20 This reproducibility is consistent with the formation of fully reversible IKBs. 

In metals, the theoretical shear stress needed to create a dislocation in a perfect crystal is

assumed to be �G/2π .21 Recent nanoindentation results and theoretical models have verified this

assumption; in some cases the measured strengths were actually higher than G/2π.22–24 If one

assumes the maximum shear stress, τm, under the indenter to be �σn/2 (20GPa in this case) and

noting that c44 for sapphire is 148GPa,25 it follows that τm for sapphire is at least equal to c44/7.5,

which, gratifyingly, is �G/2π . The very high stresses needed to initiate the IKBs are compelling

evidence that the small volume probed by the indenter must have been perfect, or near perfect.

In general, and despite pop-ins of the order 2–3 µm, it was not easy to find the locations of the

indentations in the SEM or with an AFM. In a few cases, we were able to trace the indentation and

confirmed that material pileup was seen around the indenter.20 In agreement with previous work on

the nanoindentation of sapphire single crystals,26–29 there was no evidence for surface linear features

associated with slip lines or twins, when the loading was parallel to the c-axis. When the loading was

parallel to the a-axis, linear features were observed, again in agreement with the previous work.26,28,29

In order to find the indentations, a square array was introduced into the surface. When the dis-

tance between the indentations was �6µm, in some areas, the surface was damaged exposing the

locations of the nanoindentations marks, and as important it provided direct evidence for the

formation of kink bands.20

The implications of the results shown herein are not inconsequential. They unambiguously

show that dislocations, most probably in the form of IKBs, are mobile even at room temperature.

Furthermore, if the factors by which IKBs in sapphire nucleate can be understood, and lowered sig-

nificantly, it may be possible to impart some limited ductility to an otherwise very brittle solid.

13.5.2 THE MAX PHASES

Like other KNE solids, the response of the MAX phases to indentations, depends on the applied

load. For example, for a fine-grained (3–5 µm) Ti3SiC2 polycrystalline samples in the low load

regime (Figure 13.7a), the response, while slightly noisy, was fully reversible.30 When these results

are converted into stress–strain (Figure 13.7b), the response on initial loading and initial unloading
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is linear-elastic. Note that the loops, even the first, are fully reversible indicating that the response

is of type I.

At higher loads the response is of type II (Figure 13.8a). When these results, obtained on coarse-

grained (100 µm diameter and �15µm thick) Ti2AlC polycrystalline samples, are converted into
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FIGURE 13.6 Typical load–displacement curves obtained when sapphire single crystals repeatedly loaded —
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was repeated 24 times in the same location. Reproducibility of loops is noteworthy.20
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stress–strain curves (Figure 13.8b), the response is one where an elastic region

is followed by a plastic region at �3GPa.17 The response is clearly of type II. The slope of the lines

upon initial loading and unloading correspond to the Young’s moduli values of Ti2AlC.30

The results shown in Figure 13.7 and Figure 13.8 were obtained on polycrystalline samples and the

response on the first loading in the different locations was quite stochastic.31 However, the response of

the second and subsequent cycles, was much more reproducible from location to location and harder

than during the first cycle. As noted above, reproducibility and hardening after the first indent is a char-

acteristic of KNE solids, and results when the indenter essentially creates its own “equilibrium”

microstructure.3 The hardening is due to the formation of smaller domains under the indenter as a result

of the deformation. Despite being layered solids, the MAX phases in general, and Ti3SiC2 and Ti2AlC

in particular, are reasonably tough and we were thus not able directly to observe this domain reduction.
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Graphite and mica are more brittle and direct evidence for domain reduction is shown below (see Figure

13.11). As important, direct TEM evidence for the formation of KBs and delaminations under a

Berkovich indenter in epitaxial thin films of Ti3SiC2 — loaded parallel to the c-axis — exists.32

It is important to note that despite loads corresponding to stresses of the order of 6–8GPa, SEM

observations of areas indented showed little trace of the indentations (Figure 13.9a). At the highest

stresses, however, a clear crater is observed (Figure 13.9b). The slip lines along the basal planes of

some grains are clearly visible.

Every MAX phase tested to date — Cr2AlC, Ti3GeC2, Ti3AlC2, and Zr2InC, among others —

has been shown to be a KNE solid. These results will be published in the near future.

13.5.3 GRAPHITE

Similar to sapphire and the MAX phases, the response of graphite single crystals loaded normal to

their basal planes with a 13.5 µm radius hemispherical diamond indenter depends on load.2 At low
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loads (not shown) the response is of type I.2 At �10mN or �0.5GPa, the response changes from

type I to type II. At higher loads, the response is clearly of type II (Figure 13.10a). In Figure 13.10b,

the slope of the solid inclined line corresponds to an elastic modulus of 36.5GPa, which is the value

of c33 reported in the literature for graphite.33 Note clear evidence for a yield point around 0.4GPa.

Postindentation SEM micrographs of most surfaces loaded to 200mN showed no trace of

indentation. In a few instances, a faint circumferential crack pattern was observed (see inset in

Figure 13.10a).

In one experiment a massive, 60µm, pop-in was registered.2 When the specimen surface was

examined in the SEM a graphitic “rose” with sixfold symmetry was clearly visible2 (Figure 13.11a).

Higher magnification SEM micrographs of the center of the crater provide unambiguous evidence
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FIGURE 13.9 Typical SEM micrographs of a fine-grained polycrystalline Ti3SiC2 sample loaded to (a)
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for the break up of the single crystal into smaller domains alluded to above.2 The nanolaminate

nature of graphite and direct evidence for the formation of KBs is shown in Figure 13.11b. That

graphite forms KBs had been known for a long time.33 The fundamental role IKBs play in the defor-

mation process was not appreciated until quite recently. The deformation of polycrystalline graphite

was finally understood only by understanding that role.2

13.5.4 MICA

The response of mica single crystals, loaded normal to their basal planes, with a 13.5µm spherical dia-

mond indenter was found to be a strong function of the quality of mica sheets used.1 The response of
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the best quality mica (Grade A) was linear-elastic up to, in some cases, 8GPa (cycles 1 and 2 in Figure

13.12a). In other cases, the linear elastic regime was interrupted by massive pop-ins4 (cycle 3 in Figure

13.12a). Surprisingly, and despite these massive pop-ins, in some cases, the response upon reloading

was again linear-elastic (cycles 4 and 5 in Figure 13.12a). The pop-ins, however, create a crater that

reduces the stress under the indenter (Figure 13.12b). The fact that the response after a pop-in of

�1µm, is elastic is intriguing and not well understood. Clearly dislocations must have nucleated and
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FIGURE 13.11 SEM micrograph of a (a) graphite single crystal that experienced a 60µm pop-in.2 (b) Same

as (a), but at a higher magnification and with emphasis on the center of the crater. (c) Mica single crystal, after

a �2 µm pop-in.1
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moved, which in turn implies delaminations. The pop-in also most probably resulted in a penny-shaped

delaminated volume under the indenter. Why no evidence for IKB formation — i.e., fully reversible

hysteretic loops — is observed is not clear. One possibility is that the domains formed after the mas-

sive pop-ins are too small for an IKB to nucleate in them. For the latter to occur, a higher stress is prob-

ably needed; a situation not unlike the one shown in Figure 13.6a. These comments notwithstanding,

more work is needed, some of which is ongoing, to understand better this intriguing behavior.

When a lesser grade mica (Grade B) was used, the response was of type II1 (Figure 13.12c). It

is important to note that the small openings at the end of the repeat cycles shown in this figure are

artifacts of the experiment; the actual load–displacement response (not shown) is fully reversible.

This was confirmed several times by sometimes indenting the same location repeatedly — in one

case up to 100 cycles — and then examining the indentation location in the SEM. In all cases, no

trace of the indentation was found, which would not have been the case had the response not been

fully reversible. Another important clue is the area encompassed within the load–displacement

curves: for a KNE solid this areas asymptote to a constant value, after a few cycles.
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FIGURE 13.12 Load–displacement curves obtained when single-crystal mica samples — loaded parallel to

the c-axis with a 13.5µm radius spherical nanoindenter — were indented. (a) Grade A. (b) Stress–strain curves

of results shown in (a). (c) Grade B. Here the response is fully reversible, but the difference between the first

and subsequent cycles is small. Small gap on unloading is an artifact of the experiment,1 (d) Stress–strain

curves for Grade C mica. Here the note slope on initial loading is roughly half than that in (c).4
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When an even more defective mica (Grade C) was indented, the response was unique (Figure

13.12d).4 The modulus upon loading was significantly lower than the one measured in Figure

13.12c, i.e., < c33. The reason for this state of affairs is not entirely clear at this time, but suggests

that the nucleation of IKBs in this mica is significantly easier than in either Grade A or B. 

As noted above, in some cases, massive pop-ins — of the order of 2 µm (Figure 13.12a) —

were observed. SEM micrographs of the indented regions (Figure 13.11c) showed large craters
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FIGURE 13.13 (a) Load–displacement curves of polycrystalline h-BN samples loaded to 10mN with a 13.5µm

radius spherical nanoindenter.34 (b) Stress–strain curves of results shown in (a). Note that here the penetration depth

is so large as to make Equation 13.12 invalid, as evidenced by the negative slopes upon initial unloading.
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reminiscent of those formed in graphite (Figure 13.11a). Here again, the nanolaminate nature of

mica, direct evidence for kinks and, as important, the break up of the single crystal into smaller ones

is unambiguous.

13.5.5 HEXAGONAL BORON NITRIDE

Typical stress–strain curves derived from nanoindentation load–displacement (Figure 13.13a)

curves in polycrystalline h-BN are shown in Figure 13.13b. The response here is unlike any

other material explored to date. The response is initially elastic (solid line) is followed by

yield and considerable hardening. Upon reloading, fully reversible loops are observed. In

this case, however, the penetration is so deep that Equation 13.12 breaks down. This is manifested

by slopes that, upon initial unloading, are too steep to be physically meaningful. Note the same

problem is encountered in Figure 13.12b and may explain the positive curvature of the curves. 
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13.6 BULK VS. NANOINDENTATION RESULTS

Figure 13.14 is a log–log plot of Wd vs. σ for a number of solids obtained from nanoindentation

experiments and compression of polycrystalline bulk samples such as those shown in Figure 13.2.

The agreement between the two sets of results for Ti3SiC2 and graphite over five orders of magni-

tude is gratifying and confirms that our procedure to converting load–displacement curves to

stress–strain is reasonably valid. When the results shown in Figure 13.14a are normalized by the

appropriate elastic constants the different curves collapse on one universal curve (Figure 13.14b)

strongly suggesting that the same underlying mechanism — kinking — is operative in all cases.1

13.7 SUMMARY AND CONCLUSIONS

Kinking nonlinear elastic solids are an important newly identified and fairly ubiquitous class of

solids. Repeated spherical nanoindentations, into the same location, on single and polycrystalline

samples is a powerful technique to identify KNE solids and obtain important information about

what is occurring under the indenter. The technique also clearly delineates the important and cru-

cial role that IKBs and KBs play in the deformation of these solids. 
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ABSTRACT

In this chapter, nanocrystalline bulks and films based on high-melting point carbides, borides, and

nitrides are described and discussed in the context of preparation, structure, and properties. Special

attention is given to the widespread compounds, such as silicon carbide, silicon nitride, aluminum

nitride, boron nitride, boron carbide, titanium boride, titanium carbide, titanium nitride, tungsten car-

bides, and composites on their base. The poorly known and complex data are discussed and pointed.
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14.1 INTRODUCTION

High-melting-point compounds (HMPCs) are carbides, borides, nitrides, oxides, intermetallics, and

other compounds with melting temperatures (Tm) above 2000°C (or even 2500°C). The above given

Tm limits are the conventional limits choosen for considerations of convenience, with no physical

reasons for their selection. At present, the number of known two-component HMPCs with

Tm�2500°C is at least 130, and with Tm � 2000°C about 240.1 However, the number of the well-

studied and practically used HMPCs is considerably less. This survey concerns HMPCs such as

TiC, TiB2, TiN, ZrC, NbC, WC, SiC, AlN, Si3N4, B4C, BN, and some others that have been most

extensively studied, as well as triple compounds and composites on their base. Nanocrystalline

oxide HMPCs are discussed in other chapters.

The first comprehensive reviews on nanocrystalline HMPC-based materials have been pub-

lished by the present author about 10 years ago.2–4 This topic appeared very popular, and during the

following 10 years more than 30 reviews (see, for example, Refs.5–37 including our 10

reviews6,7,10–12,18,21,25,26,29) were published. The great attention enjoyed everywhere by nanomateri-

als in general and by nanocrystalline HMPCs in particular for the past 10–15 years is due to at least

three reasons.

First, there is the hope of realzing unique mechanical, physical, chemical, and biological prop-

erties (and therefore performance) in the nanocrystalline state. It is common knowledge that

HMPCs are the base of many advanced materials that are important in many modern technological

fields, such as tool industry, mechanical engineering, electronics, nuclear technology, engine indus-

try, and chemical engineering. Keeping in mind that transition in nanocrystalline state results in

many new properties and correspondingly in the broadening of the applications, the information

generalization on synthesis, structure, and properties of nanocrystalline HMPCs is very timely and

topical. Second, the topic of nanoscience and nanotechnology is interdisciplinary, and many spe-

cialists in physics, chemistry, materials science, and biology are involved in this field. Third, this

topic revealed many gaps not only in our understanding of fundamental features of nanocrystalline

state, but in technological aspects too. In general, information on nanomaterials accumulated in an

avalanche mode, which also is the reason for making this present review. 

As before,2–4,6,7,10–12,18,21,25,26,29 attention is focused on ultrafine powder (UFP), nanostructured

bulks, and films/coatings. As usual the upper limit of UFP size and of crystallite one in bulks and

films/coatings will be about 100 nm. Information on nanotubes and nanowires based on HMPCs is

also analyzed. 

14.2 ULTRAFINE POWDER, AMORPHOUS PRECURSORS, NANOTUBES, AND
NANOWIRES

14.2.1 GENERAL CHARACTERISTICS

As for any common powder, UFP preparation methods may be classified into physical and chemical

groups with some variants (see Table 14.1).2 This classification is very conventional because, in many

cases, the preparation method is based on more than one basic principle (e.g., gas-condensation tech-

nique in reactive atmosphere, mechanical alloying that is called mechanosynthesis, etc.). It is gener-

ally supposed that the boundary between different powder preparation methods is often diffuse and

poorly defined. Table 14.1 presents information from review 2 along with some additional informa-

tion. The references on results before 1994 can be found in Ref. 2 and most of the attention with regard

to the synthesis routes is focussed on recent works.

As can be seen from Table 14.1, there are several methods for the production of nearly all UFPs,

which not only enlarges the technical possibilities but also creates competition. Under these condi-

tions, the ability to generate UFPs of required specifications and economical considerations are the

basis for the choice of the route.
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It is well known that bulk nanomaterials can be obtained not only by powder technology meth-

ods but also by controlled crystallization from amorphous state. In this connection, attention will be

focussed on amorphous precursors. New subjects such as nanotubes and nanowires will also be

described.

14.2.2 SILICON CARBIDE AND SILICON NITRIDE

Several strategies such as conventional, direct, and carbothermal syntheses, laser synthesis, thermal

decomposition, mechanical alloying by high-energy ball milling (HEBM), and others can be used

for SiC, Si3N4, and Si(N,C) powder preparation. In many cases, some additional demands such as

sinter additives (e.g., about 1 wt% boron to SiC or several wt% oxides to Si3N4) as well as spheri-

cal uniform shape, high purity, and no agglomeration are made to technology.

The high cost of elemental Si and silane (SH4) sources leads to a relatively expensive product,

although in these cases, high-quality UFP can be produced. The reaction between carbon and silica

in inert atmosphere or in nitrogen stream (for S3N4 or Si(N,C) synthesis) provides an inexpensive

route, but the precise control of narrow particle size distribution and high purity is very difficult if

not impossible, in general. For example, β-SiC powders have been prepared by a carbothermal

reacting of silica gel with hydrocarbon gas (propylene, C3H6) at 1650°C.38 This process results in

nonagglomerated and low-cost powders, but their particle size was only 0.1 to 0.3 µm and oxygen

content was 0.8 wt%. Syntheses of SiC powder via carbothermal reduction of SiO2 in the presence

of Mg and direct reaction of Si and C revealed that, in the first case, the decrease in particle size

was very significant (up to mean size of ~0.02 µm).39 Nonstoichiometric high-purity β-SiC powder

was obtained by reacting silicon and natural graphite particles in the regime of self-propagating

high-temperature synthesis (SHS), but the average size of particles was also only 0.15 to 0.30 µm.40
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TABLE 14.1

Methods of Carbide, Nitride, Boride UFP Preparation

Group Method Variation Compound

Physical Gas condensation In inert gas or vacuum SiC

In reactive gas TiN, ZrN, NbN, AlN, VN, HfN

High-energy destruction Milling ZrC, Si3N4, AlN, α-SiC 

Mechanical alloying TiC, ZrC, TaC, WC, SiC, TiB2,

TiN, BN, Si3N4, AlN, (Ti,Al)N,

(W,Al)C

Detonative treatment BN, SiC, TiC

Chemical Synthesis Thermal BN, SiC, Si(C,N), WC-Co,

AlN, (Mo,W)2C, TiB2, TiN�TiB2

Laser TiB2, SiC, Si3N4

Plasma TiN, ZrN, HfN, NbN, Ti(C,N),

AlN, BN, Si3N4, TiC, SiC, WC,

Si3N4�SiC, TiN�TiB2

Self-propagated AlN, SiC, MoSi2, TaC

Electrolysis WC, WB4

Electro-spark TiC, TiN

In solutions or liquids Mo2C, W2C, TiB2, SiC

Thermal decomposition Condensive SiC, Si3N4, Si (N,C), BN, AlN, NbN

precursors

Gaseous precursors ZrB2, BN, TiB2, HfB2

Source: Modified from Andrievski, R.A., J. Mater. Sci., 29, 614, 1994. With permission.

Copyright 2006 by Taylor & Francis Group, LLC



SHS followed by milling was also used for the preparation of nanocomposite SiC–AlN submicron

particles smaller than 200 nm.41

More effective methods in the synthesis of nanophase SiC, Si3N4, and Si(C,N) powders are sol-

gel and carbothermal syntheses (with the use of special precursors) as well as laser and plasma tech-

nologies. β-SiC nanopowders were synthesized under the carbothermal reduction of precursors

prepared by liquid mixing methods (polymerized mix of ethylsilicate/phenolic resin).42 The parti-

cle size was in a range of 40 to 100 nm. Boron-doped powders had two types of particle agglomer-

ates with an average particle size of ~25 and ~70 nm.

The Institute for Laser- and Plasmaphysics (University of Dusseldorf, Germany) produced β-SiC

nanopowders by a CO2 laser-assisted synthesis using a mixture of silane and acetylane.24,43 The boron

additives are introduced by adding diborane to the reactant gases. The mean particle sizes measured

by transmission electron microscopy (TEM) were 15 nm for SiC and 13 nm for SiC(B) powder, with

narrow particle size distribution. Oxygen content was 1 to 2 wt%. The production rate was about 50

g/h. For comparison, SiC nanopowders (Pieper-SiC), produced commercially by laser synthesis had

a mean particle size of 50 � 25 nm and an oxygen content of 1.4 wt%. 

Three different strategies for the preparation of SiC–Si3N4 composites from organosilicon pre-

ceramic polymers were investigated.44 Composites were synthesized from blends containing poly-

meric precursor for SiC and Si3N4, mixes of polysilane precursors for SiC and silicon powder, and

co-polycycloclodisilazane-silane single polymeric precursor. X-ray diffraction (XRD) studies con-

firmed that in all cases SiC–Si3N4 composites were obtained successfully after pyrolysis and crys-

tallization by heat treatment. A monodispersed spherical Si3N4/SiC nanocomposite powder was

prepared by heat treatment under argon at 1450°C of a spherical Si3N4/C powder, which in its turn

had been synthesized by heating organosilica powder in a nitrogen atmosphere.45

Nanocomposite powder of 20 vol% TiN–Si3N4 systems can be prepared by in situ direct nitri-

dation of TiO2–Si3N4 nanocomposite powders, which in turn are obtained from TiO2 nanoparticles

with a particle size of ~20 nm and commercial Si3N4 powder (grade SN-110, UBE, Japan).46

Plasma-chemical processes such as direct-current arc jet, radio-frequency (r.f.) plasma, and

hybrid plasma as well as sol–gel synthesis were also used for SiC, Si3N4 a Si(C,N) UFP prepara-

tion,2,47–51 but the precise narrow size distribution regulation and phase control are not so easy. In

many cases, synthesis of Si3N4 UFP results in the preparation of amorphous phase. The phase com-

position of Si3N4 nanopowder synthesized by vapor-phase reaction of SiCl4 and NH3 in r.f. plasma

and crystallized at 1250 to 1500°C is shown in Table 14.2.50 It can be seen that, after synthesis, the

major phase is amorphous and only after heat treatment at T � 1450°C the crystalline content

became very high (more than 75%). Gubicza et al.50 have used different methods to elucidate the

mean particle size of UFP (d) and estimated firstly their dislocations density (φ).

Amorphous polymer-derived ceramics in Si–N–C and Si–N–C–B systems are used for consol-

idation by controlled crystallization from amorphous state at temperature lower than conventional

408 Nanomaterials Handbook

TABLE 14.2

The Phase Composition, Average Particle Size Calculated from XRD and Specific Surface

Area d, and Dislocation Density φφ of the As-Synthesized and Heat-Treated Si3N4 Powders 

Phase As-Synthesized T �� 1350°C T �� 1500°C

vol% d (nm) φφ (m−−2) vol% d (nm) φφ (m−−2) vol% d (nm) φφ (m−−2)

Amorphous 80 — — 65 — — 20 — —

α 17 35–75 5 × 1014 32 50–60 2 × 1014 67 N/A N/A

β 3 N/A N/A 3 N/A N/A 13 95 7 × 1015

Source: Modified from Gubicza, J. et al., J. Mater. Sci., 35, 3711, 2000. With permission.
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sintering techniques without incorporation of oxide sintering additives. A flow diagram for the

preparation of precursor-derived ceramics includes various stages such as synthesis, cross-linking,

thermolysis, and crystallization.52 For example, suitable monomers are polymerized into macro-

molecular compounds by following cross-linking of the polymers at moderate temperatures and a

transformation into a preceramic network. Its thermolysis at high temperatures (1000 to 1400°C)

resulted in an amorphous ceramics, which in turn were crystallized under specific conditions to a

nanoceramics. Copolymerized alkyl/aryl-substituted polysilane, polysilazanes, polysilycarbodi-

imides, polydimethylsiloxane, polyborosilazanes, borazine-based oligosilazanes and so on that are

cross-linked via C–B–C bridges or N–B–N units were used for precursor synthesis.52–56 For exam-

ple, as precursors, the commercial polysilazane [Si(CH)3R-NH]n-[CO-NH] and boron oligovinylsi-

lazane {B(C2H4-Si(H)-NH]3}n, respectively, were used for the systems Si–C–N and Si–B–C–N.

After cross-linking, bulk samples were milled, sieved, and compacted in a graphite die at pressure

of 48 MPa and temperatures of 150 to 400°C, followed by thermolysis in an argon atmosphere at

1050 to 1400°C.

Silicon carbide bulks and films can be used for the synthesis of nano- and microcrystalline 

diamond-structured carbon by extracting silicon from SiC in chlorine-containing gases 

(Ar-[1–3.5% ]Cl2 – [0–2%]H2) at ambient pressure and temperatures not exceeding 1000°C.57

The synthesis of silicon carbide nanotubes by decomposing SiO on multiwalled carbon nan-

otubes has been reported.58 Beside SiC nanotubes the reaction products also included β-SiC

nanowires and biaxial SiC-SiOx nanowires. Structural and electronic properties of two distinct types

of stable SiC nanotubes with a Si/C ratio of 1:1 were predicted and published.59 β-Si3N4 nanofibers

with diameter of about 60 to 400 nm were prepared through a combustion synthetic route (the heat-

ing of Si/Si3N4/NH4F/Al mixture in a nitrogen pressure of 100 atm. with the highest combustion

temperature in the center of the sample of about 1900°C).60

14.2.3 ALUMINIUM NITRIDE, BORON NITRIDE, AND BORON CARBIDE

As it has been described in Ref. 2, AlN nanopowder can be synthesized by several methods such as

plasma technology, calcination of aluminium chloride and glucose mix, electrochemical synthesis,

and cryomilling. In special carbothermal synthesis, a precursor61 that contains an intimate mixture of

Al2O3 nanopowder and carbon has been prepared by a chemical pyrophoric reaction followed by heat-

ing in a flowing nitrogen-gas atmosphere up to 1723 K. The synthesized AlN particles have a diame-

ter lower than 100 nm. Direct nitridation of aluminium vapor in a microwave plasma forced-flow

reactor resulted in synthesis of fully nitrided powder with particle sizes of 10 to 100 nm and surface

areas of 45 to 370 m2/g.62 Gas–reduction–nitridation method was used for treatment of alumina

nanopowder by NH3–C3H8 gas mixture.63 The AlN nanopowder synthesized had a mean particle size

of about 50 nm. Electric explosion of aluminum wire (pulsed wire discharge) in an atmosphere nitro-

gen-containing gas (NH3/N2) can be used for the preparation of nanometer-sized AlN powder with an

average particle size of 30 nm and AlN content of 95 to 97 wt%.64,65 Polymer pyrolysis has also been

described for AlN UFP synthesis.2 A method for the preparation of AlN–BN nanocomposite powder

has been developed.66 This method involves the pyrolysis of precomposite gels (AlN)x–(BN)y from

aqueous solutions of AlCl3 6H2O�H3BO3� (NH2)CO at 800 to 1100°C for 10 h in a flow of ultra-

high-purity anhydrous ammonia followed by N2 annealing of composite powder between 1100 and

1600°C. Particle sizes of AlN and BN were found to be of 18 to 47 and 4 nm respectively.

Different methods of BN UFP synthesis have been analyzed in Ref. 67. The most effective way

to obtain BN nanopowder is to use B2O3 reduction–nitridation in N2 with magnesium as the reduc-

ing agent. There are many polymeric precursors such as polyborazine, polyvinylborazine, and

polyvinylpentaborane for the preparation of BN and B4C nanopowders.68 As in the case of Si3N4

UFP, BN and B4C nanopowders are also mainly in the amorphous state. Quasi-spherical BN

nanocrystals in the range of 30 to 80 nm have been prepared by pulsed-laser-induced liquid/solid

interfacial reaction at normal temperatures and pressures.69
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In recent times, there have been many publications describing the synthesis of BN nanotubes by

several methods, such as laser ablation,70 mechanothermal treatment,71 extended vapour–liquid–solid

method.72 (See also Chapter 11.) A continuous CO2 laser ablation reactor can produce BN single-

wall nanotubes with a prefered zig-zag configuration in gram quantities.70 Mechanothermal method

involving extensive milling treatment of boron powders and their heating in N2 gas at 1200°C results

in large quantity production of multiwalled BN nanotubes with cylindrical or bamboolike structure

in amounts of the order of a kilogram.71 BN nanotubes of diameter about 20 nm have been synthe-

sized by reacting a mixture of NH3/N2 over nanoscale Fe-B “catalyst” particles at 1100°C.72 Some

examples of BN nanotube filling by ZrO2 rods and Co have also been described.73,74

AlN nanowires (approximately 10 to 50 nm in diameter) have been synthesized at 1100°C by

reacting Al�Al2O3 mix in a flowing NH3 atmosphere, using carbon nanotubes as templates.75 The

reaction of a mixture of N2 and NH3 gases and nanoscale α-FeB particles at 1100°C results in the

formation of BN nanowire with diameter about 20 nm and length up to several tens of microns.76

14.2.4 TUNGSTEN CARBIDE, TITANIUM CARBIDE (NITRIDE, BORIDE), AND

RELATED COMPOUNDS

Tungsten carbide nanopowder as a base for high-application hard metal attracts considerable atten-

tion because there is a strong tendency toward production of fine and ultrafine grained WC–Co and

related materials (see, for example, Refs. 77–82). Thermochemical synthesis of WC–Co nanopow-

der includes the use of a precursor compound, tris (ethylenediamine) cobalt tungstate —

Co(en)3WO4, in which tungsten and cobalt are intimately mixed at the molecular level; subsequent

reduction and controlled carburization yield desired composite product with a high surface area and

extremely good mixing.77 Nanophase WC–Co powder was doped with vanadium carbide (VC) and

VC/TaC by solution process to overcome coarsening and abnormal grain growth of the WC parti-

cles during sintering.78–82

There are many other examples of WC-based nanopowder synthesis, such as WC mechanochem-

ical synthesis in different versions, including Mg and Al additions,83–86 WC synthesis from carbon-

coated precursors,87 WC–Co synthesis from precursors obtained by co-precipitation,88 WC–TiC–Co,

and Ti(C,N)–WC–Ni nanocomposite powder synthesis.89,90 There are many difficulties with the var-

ious approaches for obtaining high-performance hard metals, such as the developing of thermal sta-

ble homogeneous nanostructure, the strong requirements on the carbon content in hard metal, and

economical considerations. For example, the integrated mechanical and thermal activation process is

proposed, including the HEBM of WO3�CoO�C starting with not expensive materials and subse-

quent heating at 650° and 1000°C.85 The resulting powder has a narrow particle size distribution (0.3

to 0.5 µm) and the crystallite size of the WC phase is about 30 nm. However, these and many other

results have been obtained only on the laboratory scale. Companies such as H.C. Starck (Germany),

Wolfram BHG (Austria), Dow Chemical Company (USA) and others produce ultrafine WC powder

with a particle size in the range less than 0.2 to 0.3 µm.79–81 USA Inframat Corporation (“IMC”) pro-

duces WC and WC/(5 to 15%Co) nanopowders with carbide grain size of 40 to 80 nm.91 These

nanograined WC nanoparticles are agglomerated in agglomerates with average size of 0.2 to 0.4 µm.

The WC/Co granules with size 5 to 45 µm are also produced for thermal spray application. IMC has

developed WC/Co bulk consolidated materials with high Vickers microhardness (HV) of 23 GPa and

fracture toughness (KIC) of about 7 MPa m1/2.

A wide variety of the synthesis versions for TiN (TiC, TiB2) and related nanocompounds are

also widely described in the literature (see, for example, Refs. 2, 92–112). In addition to the widely

used methods mentioned earlier, such as plasma and laser synthesis, milling, and reduction synthe-

sis, in recent times, HEBM, SHS, and thermal decomposition reactions are gaining acceptance.

Special attention is being given to the preparation of multicomponent composite UFPs. TiN/TiB2

composite nanopowders have been synthesized from a mixture of Ti�TiB2 powders under N2

atmosphere or a mixture of Ti�BN powders under Ar-atmosphere by HEBM.92–94 Formation of
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TiB2/TiN/Ti(CxN1−x) nanocomposite powder via HEBM and subsequent heating has been also ana-

lyzed.95 The evolution of different reactions in the case of using two initial mixtures (Ti/B4C one

and Ti/BN one) during milling under Ar-atmosphere and following heat treatment in vacuum at 400,

700, and 1300°C (the heating rate was 10°C/h) have been examined by XRD and TEM. The ball-

to-powder weight ratio was 10:1 and it was found that within 10 h of milling, the following reac-

tions occured:

Ti � B4C → TiC � 4B (amorphous) (14.1)

Ti � BN → TiN � B (amorphous) (14.2)

During ball milling for 10 to 30 h, the following reaction occured:

5Ti � B4C → BN � B (amorphous) → TiC � TiN � 3TiB2 (14.3)

Formation of Ti(C,N) has been detected only after heat treatment at 1300°C. The grains in

TiB2/TiN/Ti(CxN1−x) nanocomposite powder were found to be 30 to 60 nm in size.

Titanium nitride nanocomposites with alumina can be prepared by mechanochemical reduction

of rutile with aluminum in N2 atmosphere.96 The following reaction occured after milling for 

100 h:

3TiO2 � 4Al � 3/2N2 → 3TiN � 2 Al2O3 (14.4)

The as-milled powders were �1 µm in size, although XRD measuments revealed that the crystal-

lite sizes were �20 nm for all phases.

Regarding the synthesis of TiN, TiC, TiB2, HfB2, ZrB2, MoSi2, and ZrC, some new results have

been published (see, for example, Refs. 37, 97–112), including SHS, electric field-activated com-

bustion, reduction–nitridation synthesis, plasma nitridation synthesis, gas-phase reactions, and elec-

tro-spark synthesis. A special aging heat treatment has been proposed for the formation of

nanostructure in nonstoichiometric vanadium carbide (VC0.875).
113

14.2.5 PROPERTIES OF UFP AND NANOTUBES

Because of its small size, the main properties of UFP are connected with their high surface area

value. For the UFP spherical form, the following equation can readily be obtained.

S � 6/γthds (14.5)

where S is the specific surface area, γth the theoretical density, and ds the mean particle diameter

defined from the S measurements. ds is obtained from gas low-adsorption experiments. The particle

sizes have also been studied by XRD analysis and TEM method. In some cases, measured values

of d show considerable variation between TEM method and S or XRD-analysis determinations. This

is probably due to the influence of particle morphology, particle-size distribution, agglomeration

degree and crystallinity. The morphology of UFP can be very different: spherical particles, polyhe-

dral and needle-shaped forms, irregular powders and aggregates.2 The particle-size distributions

have mainly log-normal (Gaussian) forms but some deviations from the theoretical log-normal dis-

tribution, such as a normal one, a bimodal one (presence of two peaks), are observed. The best way

to obtain precise information on nanoparticle-size distribution is the use of several different meth-

ods followed by a comparison of the results.

Table 14.3 gives the S values for some UFPs. It is clear from these data that the variations in S

for different UFPs with identical ds vary by about six times because of the difference in γth values.2

Nanocrystalline High-Melting Point Carbides, Borides, and Nitrides 411

Copyright 2006 by Taylor & Francis Group, LLC



Different properties of UFPs such as interparticle friction and particle packing, chemical and phase

composition, gas evolution characteristics, compressibility, and behavior at pressureless sintering,

as applied mainly to TiN and Si3N4, have been analyzed elsewhere.2–4,6,114–119 The most interesting

features of these results are a great enrichment of the nanoparticle surface by carbon monoxide,

hydrogen, and other gases as well as the poor compressibility of UFP. Figure 14.1 shows the effect

of high-vacuum heat treatment on the rate of gas evolution for TiN UFP (ds~70 nm).6,116 It is obvi-

ous that there are two gas evolution peaks at ~250°C (for H2O and N2) and at ~650°C (for CO, CO2,

and H2). Carbon monoxide dominates appreciably in the evolving gases. The total volume, V, of

escaped gases for different TiN powders is shown in Table 14.4.2,116

A roughly similar situation has also been observed in the case of Si3N4 UFP. The content of

evolved gases for as-prepared and annealed Si3N4 nanopowders (ds~20 nm) is given in Table 14.5.6,117

During high-vacuum heat treatment, the main peaks of gas evolution have been fixed at 300 to 400°C

(for H2O and CO2) and at 500 to 900°C (for CO, H2, and N2). Vacuum annealing results in significant

decrease of desorbed gas quantity.

The data on gas escape are very important for the development of consolidation regimes by hot

pressing and other methods because the presence of adsorbed gases in closed pores hinders the full

densification. UFP before consolidation need vacuum heat treatment for removal of adsorbing

gases.

It is well known that the compressibility of powders decreases markedly with decreasing parti-

cle size, and so UFP compressibility is very poor. This may be due to severe interparticle friction

of nanoparticles for the high value of specific surface area. In connection with the interparticle fric-

tion, the UFP apparent density is also very low, e.g., for Si3N4 powders with a particle size of about

103, 50, and 17 nm, the apparent densities are 0.5, 0.1, and 0.03 g/cm3, respectively.3 Table 14.6

demonstrates the comparison of the compressibility of Si3N4 and TiN nanopowders with different

particle size.3,6 From these data it is evident that the behavior of these powders during compaction

depends critically on particle size and, therefore, it is impossible to obtain near-dense compacts

from UFP under cold compaction conditions even at high compaction pressures of up to 8 GPa.

Information on properties of nanotubes, nanowires, and nanofibers, based on BN, SiC, AlN,

and Si3N4, is not very comprehensive. To our knowledge, information is limited to some data on

structure, band gap, and Young’s modulus (see, e.g., Refs. 58–60, 70–76, 120–123). BN nanotubes

are now better understood and it is known that their band gap is of ~5.5 eV, independent of nan-

otube diameter. With regard to the measured elastic properties, there are at least two different

results, such as E � 1.22 � 0.24 TPa, which greatly exceeds the elastic modulus of any known

fibres,72 and the average value of E obtained from measurements of 18 cantilevered nanotubes was

722 GPa (theoretical value of E is ~850 GPa).120 The peculiarities of structure, electron, and other

physical properties of noncarbon nanotubes are reviewed in Refs. 121 and 122. The comprehen-

sive review on synthetic strategies and properties of inorganic nanowires, including BN, BCN,

SiC, Si3N4, AlN, TiC, and BCx, has also been published.123 (See also Chapters 10 and 11.)

412 Nanomaterials Handbook

TABLE 14.3

Specific Area Values for Some UFPs (γγth in Parentheses)

ds (nm) S (m2 g−−1)

B4C, BN Si3N4, SiC, AlN TiB2, TiC, TiN WC (15.8 g/cm3)

(2.3–2.5 g/cm3) (~3.2 g/cm3) (4.5–5.4 g/cm3)

100 24–26 ~19 11–13 4

50 48–52 ~38 22–26 8

10 240–260 ~190 110–130 40

Source: Modified from Andrievski, R.A., J. Mater. Sci., 29, 614, 1994. With permission.
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FIGURE 14.1 Temperature dependence of the gas evolution rate (Q) for TiN UFP. (From Andrievski, R.A.,

in Nanotechnology. Molecularly Designed Materials, Chow, G.-M. and Gonsalves, K.E., Eds., ACS,

Washington, DC, 1996, chap. 20. With permission.) 

TABLE 14.4

Volume of Escaped Gases for TiN Powder

Characteristics S (m2/g)

0.15 16 62

ds (nm) 8 � 103 70 18

V (cm3/g) 1 7 33

Source: Andrievski, R.A., J. Mater. Sci., 29, 614, 1994. With permission.

TABLE 14.5

Some Characteristics of Gas Evolution for Si3N4 UFP before (1) and after High-Vacuum

Annealing for 1 h at 1200°C (2)

Powder Type Total Gas Volume (cm3/g) Predominant Gas Content (mass %)

CO H2 N2 H2O

As-prepared (1) 625 59 11 21 9

Annealed (2) 89 79 7 10 4

Source: Andrievski, R.A., Nanotechnology. Molecularly Designed Materials, Chow, G.-M. and Gonsalves, K.E., Eds., ACS,

Washington, DC, 1996, chap. 20. With permission.
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14.3 NANOCRYSTALLINE BULKS

14.3.1 GENERAL CHARACTERISTIC OF CONSOLIDATION

As indicated above, UFP cold compaction at high pressure does not result in their dense consolida-

tion. The dynamic high-pressure methods, such as shock compaction and magneto-impulse tech-

nique, are also not very effective in UFP dense consolidation at room temperatures.2 All known

high-temperature consolidation methods of powder technology such as sintering and various ver-

sions of hot pressing may be used in UFP processing. One of the main problems in nanomaterial

(NM) fabrication is consolidation with full densification but without sacrificing the nanocrystalline

structure. In this connection, conventional regimes of sintering and hot pressing (which are assisted

by intensive recrystallization and disappearance of nanostructure) are mainly invalid with regard to

nanomaterial preparation. It is mainly special regimes of sintering and hot pressing such as rate-con-

trolled sintering (RCS),35 reactive hot pressing (RHP),124,125 spark plasma sintering or plasma-acti-

vated sintering (PAS — combination of high alternating current with unaxial pressure),103,104,126,127

rapid liquid-state sintering,77 and transformation-assisted consolidation (TAC),127,128 which are suit-

able for near-full densification with nanostructure preservation. It is also important to use nanopow-

ders with very low grain size such as those obtained by HEBM or in amorphous state.

Table 14.7 summarizes information on some results of consolidation by different methods

including data on initial powder size, regimes, related density τ, and grain size L of consolidated

bulks. It is probable that these data are the most representative. It is worth noting that in most cases

the characteristics of nanostructures were on the upper side, i.e., the grain size L was more than 30

to 50 nm. Conventional hot isostatic pressing (HIP) of nanophase nonoxide powders (SiC, TiN, TiC,

etc.) led to densities of only about 92 to 98% of theoretical value (the grain size after HIP was 70

to 200 nm).24 High pressure sintering (HPS) and PAS with UFP obtained by HEBM seem to be

more effective both in values of density and grain size but demands special equipment. Shock com-

paction or sintering in shock waves also result in the preparation of high dense compacts with

nanostructure, but in many cases the general macrostructure is not so uniform.131,132

Regimes of UFP consolidation have a great effect on the density and nanostructure of bulks. 

Figure 14.2 show the effect of HPS temperature on relative density and properties of TiN and ZrC bulks,

respectively.6,103,133 From Figure 14.2 it is obvious that using compaction pressure of 4 GPa results in a

decrease in the active densification temperature of 600 to 800°C, as compared with pressureless sinter-

ing; it is also evident that the further increase in pressure up to 7.7 GPa is not very effective. As it is clear

from Figure 14.2 the values of E and HV are practically changed monotonously with the density. Some
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TABLE 14.6 

Effect of Particle Size ds and Compaction Pressure P on Relative

Density ττp, (%) of Si3N4 and TiN Powders (the Compact Diameter,

~10 mm)

Powder ds (nm) ττp at P (GPa)

1 4 6 8

Si3N4 1000 64 74 79 82

50 54 65 70 72

17 52 60 63.5 68

TiN 80 64 80 84 85

70 60 75 80 81

Source: Modified from Andrievski, R.A., in Nanotechnology. Molecularly Designed

Materials, Chow, G.-M. and Gonsalves, K.E., Eds., ACS, Washington, DC, 1996, p. 297. With

permission.
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decrease in the hardness change in the interval 1130 to 1400°C may be related to the progress in recrys-

tallization. Intensive recrystallization can be seen in the case of ZrC high-temperature consolidation at

compacting pressure of 1.5 GPa (Figure 14.3).103

There are interesting scientific problems in the mechanism of nanopowder consolidation with

the constraint of nanostructure sacrificing. Thus, in the RCS method, it is necessary to separate the

proper sintering and recrystallization processes, providing the full densification and minimum grain

growth. The effectivness of nonisothermal sintering of special regimes helping to obtain a dense

nanostructure in sintered solids can be estimated on the basis of some experiments.35 Very intrigu-

ing effect of TAC is observed in the case of SiC and Si3N4. In the former, the disorder–order trans-

formation between 1600 and 1700°C is expected to increase the densification at high level. Figure

14.4 demonstrates clearly the role of ordering in the densification of nanostructured SiC prepared

by mechanical alloying under HEBM conditions.127 XRD study revealed that this powder in the as-

received state has disorder hexagonal structure that on heating between 1600 and 1700°C trans-

forms to ordered cubic structure. The rapid densification observed at sintering seems to be related

to an enhanced mass transport by structural ordering. At the same time, a commercial SiC nanopow-

der (30 nm SiC*) with initial cubic structure is densified at sintering conventionally.

In the latter, the pressure-induced phase transformation from amorphous state to crystalline

β/α-Si3N4 is expected to nucleate many new grains without their coarsening significantly.128

Amorphous Si–C–N and Si–B–C–N ceramics were fabricated from polymer powders by mul-

tistep thermal conversation but the total porosities of the samples obtained ranged from 11 to 15%.56

Controlled crystallization from amorphous state combines with amorphous powder consolidation

and leads to nanostructure formation. However, as it has been demonstrated with silicon carboni-

tride and silicon nitride samples, some residual closed pores have been revealed.54

As regards nanocomposites, in Table 14.7, there are only some examples on TiN/TiB2,

TiB2/TiC, and TiN/Si3N4 composites. Information on microcomposites and micro-/nanocomposites

is much wider (see, e.g., Refs. 124, 125, 141–146) but in the most cases these materials have a grain

size of about 1 µm and higher or contain small volumes of nanoparticles (some of their properties

will be described later).

There are many results on sintering of submicron and ultrafine grained (nanophase) hard metal

based on tungsten carbide (see, e.g., Refs. 77–82, 86–91, 147). Keeping in mind the industrial

application of these data, it seems important to point out that using grain growth inhibitors such as

VC, Cr3C2, TaC, etc. results in the production of a new ultrafine WC hard metal.The comparative

dilatometric study of sintering of conventional micron size WC�7.8% Co�0.7% VC powder and

nanopowder of the same composition (the average WC grain size of about 30 nm) revealed that the

major part of sintering of nanopowder was completed in the solid state while most of the densifi-

cation of micropowder was done by liquid-state sintering.147 However, in spite of carbide doping

effect, the real size of WC phase is not less than 50 to 100 nm but normally about 100 to 200 nm

because of intensive recrystallization and difficulties in obtaining a dense nanostructure. In this con-

nection, it must be noted that in many cases there is a competition between advantages of nanoma-

terials and the economics of the new complex technology. 

14.3.2 STRUCTURE AND PROPERTIES

14.3.2.1 Structure

Scanning electron microscopy (SEM), TEM, and XRD are the main methods for nanomaterials struc-

ture study. Figure 14.5 shows SEM and TEM micrographs of TiN, ZrC, and TiN/Si3N4 bulks consoli-

dated by HPS, PAS, and hot pressing, respectively.12,46,103 Using the SEM method gives the possibility

to study fracture surfaces; as is evident from Figure 14.5a, the fracture of TiN nanobulks is intercrys-

talline. The increase in grain size results in the transition from intercrystalline fracture to transcrystalline

one.12 TEM study provides information both on structure, by microdiffraction study, and chemical com-

position of different regions by energy dispersive spectroscopy (EDS) analysis, as shown in Figure 14.6
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TABLE 14.7

Some Results of Non-Oxide Bulk Consolidation by Different Methods

HMPC Method; Initial Powder Size (nm) Regime (Temperature, Pressure, Time) ττ (%) L (nm) Reference

SiC HIP; 15–20 1650°C, 350 MPa, 1 h 98.6 70 24

HPS; 10–200; 3–50 1700°C, 4–6 GPa 98 (assumed) ~50 129

PAS�TAC; 5–10/100–150 1700°C, 40 MPa, 10 min 98 30–50 127

(agglomerates)

Si3N4 HPS�TAC; amorphous nanopowder 1100–1300°C, 6–8 GPa 85–96 25–40 128

HPS; 18 1000–1100°C, 5 GPa, 30 min 93–95 160–200 130

1300–1420°C, 5 GPa, 30 min 95–96 240–450

Shock compaction; 70/400–500 40 GPa, 1200°C 99 40–60 131

(agglomerates)

BN Sintering in shock waves 96 25 132

SiC/Si3N4 Thermolysis of compacted ~1650°C, 2 h Near dense(without ~30 54

nano/nanocomposite polymer powders open pores)

Si-B-C-N and Thermolysis of compacted 1050–1400°C, 2–5 h 85–89 Amorphous 56

Si-C-N ceramics polymer powders 

TiN HPS 1200°C, 4–7 GPa, 5 min

~70 98–99 40–80 6, 131–136

~40 95–96 30–60 93

~16–18 95 30–40 134

PAS; ~5 1690°C, 20–38 MPa, 30 min �96 ~65 126

RCS Sintering in non-isothermal regimes 35, 137

up to 1200–1600°C

~80 99 (1600°C) 150–200

Copyright 2006 by Taylor & Francis Group, LLC



N
an

o
crystallin

e H
igh

-M
eltin

g Po
in

t C
arb

id
es, B

o
rid

es, an
d
 N

itrid
es

~45 96 (1460°C) 250

~15 98 (1200°C) 50

TiC PAS; �5 1690°C Near dense ~60 138

ZrC PAS; HPS; ~5 1330°C; 38 MPa 98.5 65 103

1300°C; 1.5 GPa 99.5 95

MoSi2 PAS�RHP; HEBM reactants I�1600 A, 106 MPa, 3–6 min 82–93 58–75 104

WC PAS; ~7 1690°C, 20–38 MPa, ~99 25 83

WC/MgO �50

TiN/TiB2 HPS; 80 (TiN)/400 (TiB2) 1200–1400°C, 4 GPa, 5 min 96 250–300 93, 135

270 (HEBM) 97 N/A

TiB2/TiC PAS�RHP; HEBM reactants 800°C (5 min for gas evolution)� Up to 98.6 60–70 139

1400°C (~3 min), 30 MPa

WC/Co Hot mechanical working; N/A ~100 100–300 140

liquid-phase sintering (VC doping)

N/A ~100 100–300

20 vol% TiN–Si3N4 Hot pressing; nanopowders 1550–1800°C, 30 MPa, 60 min 98 100–600 46

with sintering acids up to (Al2O3/Y2O3)

Source: Modified from Andrievski, R.A., J. Mater. Sci., 29, 614, 1994. With permission.
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for regions A, B, and C of Figure 14.5c.46 It is evident from Figure 14.5c and Figure 14.6 that in the

structure of the investigated nanocomposite there are not only Si3N4 and TiN phases (regions A and B),

but also some admixtures such as oxygen, yttrium, and aluminum, in the grain boundary (region C)

originating from the surface oxidation layer (SiO2) in initial powder and the sintering aids.
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Mahday, A.A. et al., J. Alloy Comp., 299, 244, 2000. With permission. c: Gao, L. et al., J. Eur. Ceram. Soc.,

24, 381, 2004. With permission.)
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In addition, the grain size distribution can be obtained from TEM micrographs (Figure 14.7).103

In many cases, the grain size distribution information is important for the analysis of size effect in

NM, i.e., for an understanding of nanostructure influence on properties.

To obtain the most representative information on nanostructure, it is desirable to use several

independent methods including XRD, which gives information from the much biggest place as

compared with SEM and TEM examination.

High-resolution TEM study of TiN and TiB2 nanostructured films revealed the presence of edge

dislocations inside the crystallites.25 Figure 14.8 shows a TEM micrograph with clear dislocation

image in the TiN film. The estimation of the characteristic length of the dislocation stability in

nano-TiN resulted in a value of about 0.1 nm, implying that the dislocation observations in TiN film

with a grain size of about 5 to 10 nm seem to be very realistic.
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FIGURE 14.6 EDS analysis of 20 vol% TiN/Si3N4 composite. (From Gao, L., J. Eur. Ceram. Soc., 24, 381,

2004. With permission.)
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FIGURE 14.7 Grain size distribution of consolidated ZrC as determined from several micrographs 

(about 150 representative grains). (From Mahday, A.A. et al., J. Alloy Comp., 299, 244, 2000. With 

permission.)

FIGURE 14.8 High-resolution TEM micrograph of TiN film (obtained by D.V. Shtanskiy). (From

Andrievski, R.A., in Functional Gradient Materials and Surface Layers Prepared by Fine Particles

Technology, Baraton, M.-I. and Uvarova, I., Eds., Kluwer Academic Publishers, Dordrecht, 2001, p. 17. With

permission.) 
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14.3.2.2 Properties

14.3.2.2.1 Mechanical Properties
The most investigated properties of HMPC-based materials are the mechanical properties, espe-

cially hardness. It is necessary to point that HMPC-based materials are brittle solids and their brit-

tleness is a well-known inherent property associated with the high value of the Peierls–Nabarro

stress with a high barrier for dislocation glide and the absence of plastic deformation. The disloca-

tion low mobility in HMPCs is a reason for their high value of hardness.

The brittle-to-ductile transition temperature (BDTT) of most HMPCs is �1000°C and higher.1

In relation to the above, the study of nanostructured HMPC mechanical properties has at least two

very important fundamental and practical aspects.2,12,25 First is an attempt to increase the HMPC

hardness up to the level of that of diamond, i.e., to develop new types of superhard materials. The

second is contrary and is the possibility to decrease the BDTT, i.e., to make HMPC materials more

ductile. These aspects demand comprehensive information on the material’s nanostructure. 

Tables 14.8 and 14.9 summarize information on the mechanical properties of consolidated

HMPCs, including data on their relative density τ and grain size L. The mechanical properties, such

as Vickers hardness HV, fracture toughness KIC, Young’s modulus E, shear modulus G, bulk modu-

lus K, Poisson’s ratio ν, and flexural (bend) strength (or transverse rupture stress) σf for conven-

tional polycrystalline and single-crystal specimens are also included for comparison.

Before proceeding to Tables 14.8 and 14.9, some observations can be made. Mechanical prop-

erties of HMPC-based materials are very structure-sensitive and are not depend only on grain size

but are nearly connected with many other factors such as porosity, deviation on stoichiometrical

content, the presence of impurities, and residual stresses.1 Literature data on mechanical and other

properties of HMPC-based materials are not complete as compared to the characterization of nano-

materials, and a detailed comparison of their properties is often not a simple task. Figure 14.9 shows

the effect of relative density on hardness and Young’s modulus of TiN bulks consolidated by HPS

of different UFPs.134 It is evident that there is a significant change in HV and E values under the

effect of τ. Moreover, in the case of hardness, there is an additional effect of grain size; the E val-

ues in the investigated size range were independent of L. For a small range of τ, the following rela-

tionships can be written in terms of porosity θ in a fraction of unity (θ � 1−τ)

Hv � � (14.6)

(14.7)

E � Eo (1 � 3.9θ ) (14.8)

where HVo and Eo are the values of hardness and Young’s modulus for porous-free specimens.

Linear character of relationships (14.6)–(14.8) is typical for a small interval of porosity; in

larger intervals there are other dependances, e.g., exponential, etc.1

Vickers hardness values are frequently measured by using different loads; so Table 14.8 includes

information on load P. For comparison with the literature data, it must be remembered that values

obtained at lower loads have proved to be generally higher. For example, the difference in the hardness

measurements between P � 0.5 and 100 N is expected to be equal up to 500 Vickers units (5 GPa).82

Many relationships exist between hardness and grain size for nanomatrials (see, e.g., review 157).

In many cases these relationships reflect the increase of hardness with the refinement of grain size and

is described by the well-known Hall–Petch equation,

Hv(σy) � Ho (σo) � kyL
�1/2 (14.9)

where σy is the yield strength, Ho the grain-body hardness, σo the internal stress hindering the

propagation of plastic shear in the grain body, and ky is the proportionality coefficient. However,

there is some abnormal behavior in the nanocrystalline range such as the anti-Hall–Petch rela-

tionship and deviations of exponents from 0.5 in Equation (14.9). In general, in brittle solids,

HVO (1 � 4.7θ ) for L � 40 � 80 nm

HVO (1 � 2.1θ ) for L � 30 � 40 nm
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TABLE 14.8

Hardness and Fracture Toughness of Consolidated HMPCs

Fracture 

Toughness

HMPC Consolidation Method ττ (%) L (nm) Microhardness HV KIC (MPa m1/2)

GPa Load (N)

SiC HIP24 98.6 70 24–25 100 3.0–4.2

Shock compaction148 96–97 60–100 23–27 2 N/A

Hot pressing with 95–99 200–300 27–29.8 4.9 2.5–3

Al aids149
�99 670 25.6 4.9 5.1

HPS150 ~100 330 32–41.5 20 N/A

Single crystal1 — — — 1 —

(0001) — — 36.7 — 1–3

(1010) — — 46.9 — 3

Polycrystal1,25 ~100 �103 26�2; 32.5 1–5 3–6

Si3N4 HPS25 99 ~500 32.5 1 N/A

Shock compaction131 99 40–60 23 5 N/A

HIP24 97 300–400 18.4 100 4.5

Single crystal117

(0001) — — 26–28 2–5 1.5–2

(1100) — — 32–36 2–5 —

Polycrystalline cubic N/A N/A 43 0.01 N/A

(�0.5 wt% oxygen)151

β phase25 ~100 �103 30�2 1–5 3–5

TiN HPS12,93,133,134,152,153 (~100) 40–80 26.2 0.5 3.8�1.8

95–96 30–60 30–31 0.5 —

(~100) 30–40 29 0.5 —

RCS137 96 250 18�1 0.5 N/A

98.1 50 25�1.5 0.5 N/A

99.3 150–200 23�1 0.5 N/A

PAS126
�96 ~65 19–20 500 N/A

Single crystal (111)11 — — 22.6 0.03 N/A

Polycrystal1,25 ~100 103 20�2 1–3 4–5

Ti(N,C) HIP24 96.6 100 16 100 3.5

TiC HIP24 97.6 102–103 21 100 2.9

PAS138 ~100 ~60 32 500 N/A

Single crystal1

(001) — — 29.5 1–5 2

(110) — — 27 1–5 N/A

(111) — — 27.8 1–5 N/A

Polycrystal1,25 ~100 �103 30�2 1–3 2

ZrC HPS103 99.5 95 27 300 N/A

Single crystal1

(001) — — 25.1 1–5 3

(110) — — 23.4 1–5 N/A

(111) — — 24 1–5 N/A

Polycrystal1 ~100 �103 24–26 1–5 2–3

WC PAS83 ~99 25 23 500 4

Single crystal1

(0001) — — 19–23.5 9.8 N/A

(1010) — — 12–17.5 9.8 N/A

Polycrystal1 ~100 �103 16.7 0.3 7.5

Continued
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including HMPC-based materials, hardness increases with the refinement of the grain size much

less as compared with ductile metals. On the whole, the nature of the HV–L relationship needs fur-

ther investigation, also the possible extrapolation procedure in Equations (14.6)–(14.9) demands

careful and detailed discussion.

Taking into account the above-mentioned remarks, the data in Tables 14.8 and 14.9 can be

analysed in the following way:

1. The obtained hardness values of covalent nanobulks of SiC and Si3N4 are close to or

lower than those for polycrystals and single crystals. High values150 are supposed to be

related to superstoichiometric carbon content, the presence of planar carbon defects, and

the growth of dislocation density. The low values of HV can be attributed to residual

porosity and to not very low values of L.24,25,131,148,149

2. The same situation prevails for some metal-like HMPCs (TiC, ZrC, and Ti(N,C)). Only

nano-TiN and nano-WC specimens obtained by HPS and PAS, respectively, have hard-

ness values higher by half than those obtained for polycrystals and single crystals.

Maximum hardness for binder-free WC nanoceramics is expected to be about 30 GPa

with a grain size of about 40 nm.82 Maximum hardness for TiN nanocrystalline film (see

below) is about 35 GPa.

3. Two-phase or multicomponent nanocomposites on a base of TiN, TiB2, and SiC also have

moderate hardness values. Only ultrafine and partly nanocrystalline WC/Co hard materials

are characterized by hardness values higher by half as compared with conventional hard

ones. Maximum hardness value for WC/Co nanoalloys is estimated to be about 25 GPa.82

4. However, nanocrystalline HMPCs are characterized by not very high values of fracture

toughness. The situation is the same in the case of many brittle NMs (see, e.g., Refs. 24,

424 Nanomaterials Handbook

TABLE 14.8 (Continued )
Fracture 

Toughness

HMPC Consolidation Method ττ (%) L (nm) Microhardness HV KIC (MPa m1/2)

GPa Load (N)

TiN/Si3N4 Hot pressing46 98 100–600 14 100 5.9

TiN/TiB2 HPS12,93,153 97–99 250–300 33–34 0.5 4.5–5.2

HIP143 95–99 N/A ~20 5 4–5

TiB2/TiC RHP146 94–97 N/A N/A N/A 8.5–12.2

PAS139 98.6 60–70 20.6 4 N/A

TiB2/B4C Sintering with Fe aid144 99.9 4×103 27 10 5.7

TiB2/AlN HIP143 99 N/A 30–40 5 6–7

SiC/AlN Reactive HIP154 Near dense 200–500 28–32 4.9 4–4.6

Si3N4/TiN Hot pressing145 Near dense 200–500 17.8 100 6.4–7.2

WC/Co Liquid-phase sintering

6 wt% Co ~582

Grade NY6A155 ~100 290 24.3 50 N/A

Grade WC 0.1 L79 ~100 ~100 22.8 300 N/A

Conventional S6155 ~100 1300 16.8 50 11–12

10 wt% Co ~582

Grade nano77,78 ~100 100–200 19–20.5 N/A 1–2156

Grade NY10A155 ~100 290 19 50 N/A

Grade WC 0.1 L79 ~100 ~100 20.4 300 N/A

Conventional S10155 ~100 1320 15.2 50 11–12

WC/MgO PAS83 99 �50 15 500 14

Ti(C,N)/WC/Ni Liquid-phase sintering90 ~100 300–600 14 100 8–10
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82, 156, 158, 159). The decrease can be related to intercrystalline fracture of NMs.12

Unfortunately, the optimistic prognosis on the possibility of ductility increase for

nanoceramics160 is not verified in full measure. In reality, the enhancement of nanoce-

ramics fracture toughness is expected to be for many-phase nanocomposites, where the

realization of the crack propagation way increase could be fulfilled.12 Note also that for

hard alloys with similar hardness and different grain size (e.g., conventional micro

WC/Co and Inframat nano WC/Co), the KIC value for is about �70%.91 Improved KIC val-

ues have been observed for Al2O3 nanocomposites with additions of carbon nanotubes

and nanocrystalline niobium.161 In these experiments, the PAS consolidation for near-

dense state was used and KIC values about of 13–14 MPa m1/2; for pure nanocrystalline

alumina, KIC values more than 300% have been obtained.

5. As indicated earlier, the elastic properties of investigated NMs are comparable to those of

conventional materials. It is well known that amorphous solids exhibit lower elastic mod-

uli (about 70%) than their polycrystalline counterparts and so the decrease in elastic prop-

erties may be observed in cases when the nanomaterial grain size is lower than several nm,

i.e., when the proportion of grain boundary regions in the nanostructure is 	10%.

6. The absolute values of σf for investigated materials are not so high and are typical for

conventional HMPC-based materials with a wide interval of deviation. 

As is evident from the above discussion, the general level of mechanical properties of HMPC-based

materials is not very high. This is in contrast with the case of nanometals which are characterized

by hardness level 4 to 6 times higher than conventional polycrystal metals.157 

Such a situation can be explained by the different nature of brittle/plastic deformation and the

not-so-small grain size in nanoceramics (L � 30 to 50 nm) with residual porosity (see Table 14.7).

Nanocrystalline High-Melting Point Carbides, Borides, and Nitrides 425

TABLE 14.9

Elastic Properties

HMPC ττ (%) L (nm) E (GPa) G (GPa) K (GPa) νν σσf (MPa)

SiC149 95–99 200–300 N/A N/A N/A N/A 380–410

TiN

HPS134,152 ~100 40–80 470 188 — 0.25 N/A

PAS126 96 65 440 180 270 0.23 N/A

Polycrystal1 ~100 �103 440–600 160–180 290 0.2–0.25 400–600

TiC138 ~100 ~60 450 185 270 0.26 N/A

Polycrystal1 ~100 �103 450–485 190–200 240–290 0.2–0.22 400–600

WC83 ~99 25 813.5 405 273 0.004 N/A

Polycrystal83 ~100 �103 N/A 419 300 N/A 350

WC/MgO83 N/A �50 413 171 237 0.21 N/A

TiN/Si3N4
46 98 100–600 N/A N/A N/A N/A 920–1155

TiB2/TiC146 94–97 N/A N/A N/A N/A N/A 450–680

TiB2/B4C
144 99.9 4 � 103 ~500 N/A N/A N/A 580–620

TiB2/AlN143 99 N/A 300–500 N/A N/A N/A 400–500

TiB2/TiN143 95–99 N/A 300–400 N/A N/A N/A 200–450

Si3N4/TiN145 ~100 200–500 N/A N/A N/A N/A 1000

SiC/AlN154 ~100 200–500 N/A N/A N/A N/A 600–800

WC/Co155

6 wt% Co ~100 290 N/A N/A N/A N/A 910

~100 1300 N/A N/A N/A N/A 2610

10 wt% Co ~100 290 N/A N/A N/A N/A 1660

~100 1300 N/A N/A N/A N/A 2740

E, elastic (Young’s) modulus; G, shear modulus; K, bulk modulus; ν, Poisson’s ratio; and σf, flexural (bending) strength.
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In addition, it is important to note that almost all types of HMPC consolidation (with the exception

of RCS and thermolysis of compacted polymer powders) take place in a very short time and the

deformation conditions of PAS and HPS cannot result in equilibrium configuration of grain bound-

aries.35 Therefore, the lowering of mechanical properties can be observed because, as it was pointed
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FIGURE 14.9 Effect of relative density τ on (a) microhardness HV and (b) elastic modulus E of nanocrystalline

TiN prepared by HPS: (a) ( � and �) L�40–80 nm; (� and �) L�30–40 nm; (b) (� and �) L�30–80 nm.

(From Andrievski, R.A. et al., Phys. Doklady, 42, 496, 1997 (English transl.). With permission.)

Copyright 2006 by Taylor & Francis Group, LLC



Nanocrystalline High-Melting Point Carbides, Borides, and Nitrides 427

out earlier, the fracture of HMPC-based materials is intercrystalline (see Figure 14.5a) and the crack

propagation depends on the grain boundary strength. The nature of grain boundaries and triple junc-

tions in HMPC-based materials have been investigated in a limited way and need further study.25,35,162

There is little information on the high-temperature deformation of HMPCs.12,56,155,163–165 To our

knowledge, as applied to nanomaterials, the effect of grain size on the BDTT has not been studied in

detail. The possibility of superplasticity in TiN/TiB2 and Si3N4/TiB2 microcomposites was investigated

with the use of compacts prepared by HPS from powder mixes, of 80 nm/400 nm and 80 nm/1 µm,

respectively.12,163 Figure 14.10 shows the concentration dependence of the creep rate in the Si3N4–TiB2

system (temperature of 1600°C, load of 20 MPa, and duration of 30 min).2,163 It is evident that there

is a maximum value of creep rate (about 1.7 � 10−4 sec−1 that corresponds to the total deformation at

compression of about 30% ) for the Si3N4–75 vol% TiB2 when using Si3N4 UFP. The maximum

revealed may be related to the display of superplasticity. It should be noted that analogous creep inves-

tigations (T � 1600°C) in Si3N4–TiN, Si3N4–SiC, and TiB2–BN systems have not revealed anomalies

in content dependences as exhibited by Si3N4–TiB2 composite. Hot hardness investigations at 900°C

in the TiN/TiB2 system have also revealed no anomalies.12 Nevertheless, more than 30 years ago,

anomalies in the creep rate/concentration dependences (which were explained as the superplasticity

manifestation) have been fixed at 2100 to 2400°C in many two-phase polycrystalline HMPCs, such as

VC/ZrC, TiC/TiB2, ZrN/ZrB2, and TiC/C.1,166,167

Real nanoscale Si3N4/SiC composites with grain size of 30 to 50 nm were produced by ther-

molysis of compacted polymer powders.56,165 These composites exhibited extremely low creep

rates. The dominant creep mechanism might be Coble or Nabarro–Herring diffusion without evi-

dence of a dislocation activity in postdeformed specimens. Low deformation rates have also been

fixed in the creep investigation of amorphous Si–C–N and Si–B–C–N ceramics derived from poly-

mers.56 The compressive flow stress of boron-doped and undoped SiC specimens with grain size of

200 and 30 nm, obtained by HPS, were studied at 1600 to 1800°C.164

The study of creep and superplasticity of HMPC-based materials is important both for the

development of high-temperature low deformed materials and for commercial superplastic-forming
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FIGURE 14.10 Creep rate change in Si3N4–TiB2 system (T � 1600°C, σ � 20 MPa, t � 30 min.): Ο — initial

powder size 1 µm/1 µm; Χ — initial powder size 80 nm/1 µm. (From Andrievski, R.A., J. Mater. Sci., 29, 614,

1994. With permission.)
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operations, such as sinter-forging. The commercial superplastic-forming operations have also been

investigated as applied to oxide nanocomposites, such as ZrO2/Y2O3, ZrO2/Y2O3/CeO2, Al2O3/ZrO2,

and TiO2, intensively and successfully.13

14.3.2.2.2 Physical, Physical–Chemical, and Other Properties
Figure 14.11 shows the effect of TiN content on electrical resistivity (ρ) of Si3N4–TiN composites

with grain size of 100 to 600 nm.46 In this, the composite silicon nitride is dielectric and TiN is a

good metal-like conductor. It is evident that ρ decreases considerably up to ~0.11 Ω cm, i.e., the

decrease in ρ of pure Si3N4 at about 15 orders and electroconductivity has been observed. In the

other case, in one-phase NM, the numerous grain boundaries present result in the enhanced scat-

tering of carriers and photons and lead to a decrease in the thermal diffusivity, thermal, and electri-

cal conductivity. The temperature dependence of thermal diffusivity of conventional and nanophase

SiC as well as the ratio of their thermal diffusivity are shown in Figure 14.12.24 At higher temper-

atures, the effect of grain boundaries is generally reduced due to the larger proportion of

phonon–phonon scattering.

The important result of Ref. 24 is that it highlighted the observation that the high number of

grain boundaries led to a fast recovery of irradiation-induced defects, i.e., nanomaterials should be

more radiation-resistant than their conventional polycrystalline counterparts.

Detailed study of lattice parameters and superconductivity properties of NbN, Nb(N,C), and

(Nb,Ti)(C,N) nanopowders with a mean particle size of 10 to 70 nm prepared by r.f. plasma has

been realized in Ref. 168. In all cases, the lattice parameter values of nanoparticles for investigated

systems were lower than those for same conventional powders with a particle size of about 100 µm.

Figure 14.13 illustrates the size effect on the critical magnetic field. It is evident that the consider-

able increase in the critical magnetic field with transition to nanocrystalline state is probably con-

nected with the change of phonon spectrum in nanoparticles.

Unfortunately, other physical and especially physical–chemical properties of HMPC-based

materials have been investigated only on a limited scale. So far as we know, the important infor-

mation on the influence of particle size on phase equilibria is exhaustive with the calculations on

TiC–TiB2, TiN–TiB2, TiN–AlN systems.2,169,170 These calculations were performed in a very simple

regular solution approximation and depend only on rough approximation. Tables 14.10 and 14.11

show the eutectic temperature changes in response of grain size. Although these estimations can

present only an approximation, the possibility of decreasing TE in HMPC-based composites must

be taken into account in the development of their processing and application. 
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14.4 NANOCRYSTALLINE FILMS AND COATINGS

14.4.1 GENERAL CHARACTERISTICS OF PREPARATION

There are various methods of preparation of nanocrystalline films and coatings based on HMPCs

and are shown in Table 14.12.11 As in the case of UFP (see Table 14.1), these preparation methods

can be generally classified as physical and chemical ones, with some variants. As shown in the clas-

sification in Table 14.1, that is also conventional in Table 14.12, because often the preparation meth-

ods are based on more than one basic principle and the boundary between them is frequently very

diffuse and poorly defined. Chemical reactions have a profound impact on thermal evaporation and
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TABLE 14.10

Influence of Grain Size of One Component in TiC (TiN)–TiB2

Systems, on Change (∆∆TE) in Eutectic Temperature (Te��2790 K,

TiC–TiB2; Te��2870 K, TiN–TiB2)
169

Grain size (nm) ∆∆TE (K)

TiC (TiN)–TiB2 TiB2–TiC (TiN)

200 ~45 ~35

100 ~90 ~70

20 ~450 ~350

10 ~900 ~700

Source: Modified from Andrievski, R.A., J. Mater. Sci., 29, 614, 1994. With permission.

TABLE 14.11

Eutectic Temperature in TiN–AlN System as a Function of Grain

Size (L) (for Conventional Polycrystalline Samples the TE Value

is 2715 K)170

Dispersed Component L (nm) TE (K)

TiN 200 2660

100 2610

20 2160

AlN 200 2710

100 2690

20 2565

TiN, AlN 200 2650

100 2590

20 2110

Source: Modified from Andrievski, R.A. and Anisimova, I.A., Inorg. Mater., 27, 1450,

1991. With permission.

TABLE 14.12

Main Methods of Films and Coatings Preparation

Group Method Main Variations HMPC

Physical Thermal evaporation Electron beam Borides and carbides

Laser Borides, nitrides, and carbides

Ion plating Arc deposition Nitrides and carbides

Magnetron sputtering Borides, nitrides, and carbides 

Ion-beam-assisted deposition Nitrides and borides

Implantation Borides, nitrides, and carbides

Thermal spraying High velocity oxygen fuel spraying Carbides

Chemical Deposition from gas phase Plasma-assisted and plasma enhanced CVD Borides, nitrides, and carbides

Electron cyclotron resonance Nitrides

Thermal decomposition Gaseous and condensed precursors Nitrides and borides

Thermochemical treatment Nitriding Nitrides

Source: Modified from Andrievski, R.A. J. Mater. Sci., 32, 4463, 1997. With permission.
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ion plating, while the physical and laser actions such as plasma or laser are in considerable use for the

acceleration of chemical reactions. In the pure state, the existing terms, chemical vapor deposition

(CVD) and physical vapor deposition (PVD) are mainly of historical significance. The latter is mainly

used for film preparation with thickness up to several micrometers (a value of 1 to 5 µm seems to be

the most widely accepted). CVD is used both for film and coating (with thickness �10 µm) deposi-

tion. Coatings with thickness up to several tens and even hundreds of micrometers can be produced

by thermal spraying and detonation guns.

It is worth noting that the methods enumerated in Table 14.12 result not only in preparation of

two-component one-phase films and coating, but in many-component, many-phase and multilayer

coating deposition too, such as TiN, (Ti,Al)N, Ti(N,C,B), TiN � Pt, and TiN/NbN. TiN-based films

are good examples for modeling experiments and so are often quoted in publications on synthe-

sis/properties. In addition, the application of TiN films is also very wide. The features of different

preparation methods of films can be found elsewhere.5,11,16,17,20,31,32 As compared with nanobulk

preparation methods, film/coating preparation methods provide more widespread possibilities in

nanocrystalline structure creation although the film/coating thickness is limited.

14.4.2 FILM STRUCTURE AND CONTENT

For film structure and content investigations, many methods such as XRD, SEM, and TEM includ-

ing high-resolution (HRTEM) versions, EDS, Auger electron spectroscopy (AES), x-ray photo-

electron spectroscopy (XPS), Rutherford backscattering spectroscopy (RBS), selected-area electron

diffraction (SAED), scanning tunneling microscopy (STM), atomic force microscopy (AFM), elec-

tron energy loss spectroscopy (EELS), Fourier transform infrared spectroscopy (FTIRS), Raman

spectroscopy, and electron probe microanalysis (EPMA) are being used in different combinations.

In most PVD films, especially produced by magnetron sputtering at low substrate temperatures

grain sizes �10 to 20 nm and even �5 to 10 nm are often fixed. The dislocation presence in TiN

film produced by magnetron sputtering has been shown in Figure 14.8. The presence of edge mis-

fit dislocations with a Burger vector ½ [110], which is characteristic for the carbides and nitrides

(with the NaCl cubic structure) has been detected in multilayer TiN, NbN, VN, and (Ti,V)N films.11

Dark-field TEM and HRTEM micrographs are used for grain size determining grain size.

Figure 14.14 shows dark-field image and SAED pattern as well as the grain size distribution of

Ti(B,N) film deposited by magnetron sputtering from TiB2�50 TiN target.171,172 The presence of

a very small grain size is evident. An interesting method of film nanostructure change is using

additional external magnetic fields (EMF).172,173 Figure 14.15 shows AFM images of TiN films

deposited with and without EMF.172 In these images, it is possible to observe the typical columnar

structure (the dome-rounded shape) as is often occuring in the case of TiN films,5,11 but the

deposition with EMF results in significant topography change and decrease in column

height/width. Table 14.13 shows the effect of an additional EMF on the deposited film grain size.

It can be seen that in essentially all cases, the L values decrease and a significant change of

standard deviation is also observed. An analogous situation of the EMF effect has been resolved

in the TiB2/B4C films.172

HRTEM also provides a good deal of information about multilayer films (superlattices). Figure

14.16 demonstrates an HRTEM micrograph of a TiN/AlN superlattice.19 The SAED pattern is

shown in the upper-right inset and a magnified portion of the pattern is shown at the left inset. The

lattice fringes retain a square symmetry throughout the image and the diffraction pattern verifies the

cubic symmetry. This HRTEM picture confirms that a hexagonal AlN phase is converted in a

metastable cubic AlN phase in the TiN/AlN superlattices. 

Examples of XRD spectra and AES analysis of TiB2/TiN films prepared by magnetron nonreac-

tive sputtering are shown in Figure 14.17, Figure 14.18, and in Table 14.14.162,171,174,175 As is evident

from XRD and SAED information, the mutual solubility of TiB2 in TiN and TiN in TiB2 is very high

as contrasted to the equilibrium state phase diagram (typical eutectic sytem with very low mutual sol-

ubility1). From the AES results it is evident that there is satisfactory even distribution of the film
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components with the exception of only some surface layers with a thickness of about 20 to 30 nm.

This situation gives the possibility of evaluating the approximate formula composition of films. It is

assumed that all nonmetallic and metallic components are substituted separately in nonmetallic and

metallic sublattices respectively, and the films have single-phase compositions that have been veri-

fied by XRD and SAED analyses. From Table 14.14 it is evident that all films contain some impuri-

ties and are nonstoichiometric phases with a high content of nonthermal (structural) vacancies. For

example, the homogeneity region in titanium diboride in the equilibrium state is known to be very

narrow (TiB1.89–2.00).
1 Therefore films I–III based on TiB2 are significantly substoichiometric com-

pounds; on the other hand, TiN-based films IV–VI are superstoichiometric. All foregoing features

such as the high mutual solubility of TiB2 and TiN as well as the availability of large deviations from

stoichiometric content can be related to the low-temperature film deposition (the substrate tempera-

ture was about 150°C) and other peculiarities of magnetron sputtering. At the same time, AlN-based

films VII–VIII are near stoichiometric and have a low content of structural vacancies. However, as a

rule, for many films based on carbides, borides, and nitrides of transition metals, i.e., so-called inter-

stitial phases, their synthesis is frequently accompanied by the formation of nonstoichiometric com-

pounds such as NbN1.35, NbC0.75–0.98, and Zr(B0.67C0.17O0.16)2..25.
11 Contamination by noble gases (Ar,

Ne, and Xe) was also observed in films obtained by some PVD methods.11 The presence of some

quantity of admixtures and structural vacancies must be taken into account for the understanding of

the film properties. The large effect of oxygen and chlorine contamination on the hardness of

Ti–Si–N film produced by plasma-activated CVD process was demonstrated in Ref. 176. Only con-

tents of �0.05 at% of oxygen and �0.5 at% of chlorine result in hardness values of more than

50 GPa. It was shown that 1 to 1.5% of oxygen causes a hardness decrease of about 30 GPa.

The possibilities of XPS as applied to the phase analysis of Ti–B–N films are demonstrated in Figure

14.19, which shows XPS B 1s and N 1s spectra for the three compounds as-deposited and annealed films

obtained by r.f. magnetron sputtering.177 From these data the phase compositions of TiB2N and TiBN0.5

have been estimated by assuming only the presence of the phases TiB2, TiN, and BN in the films.

Additional examples of detailed characterization of the film by FTIRS, EELS, XPS, Raman

spectroscopy, RBS, AES, AFM, HRTEM, XRD, and EPMA can be found in many other papers,

e.g., on SiCN,178,179 BCN,180 CN,34,181 TiC,182 WC,183 (Ti,Si,Al)N,184 (W,Si)N,36 Si3N4,
185 Ti–Si–N,186

and Ti3N4.
187
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FIGURE 14.14 (a) Dark-field HRTEM micrograph and corresponding SAED pattern [(1) reflection (111),

(2) reflection (200), and (3) reflection (220)] of Ti(B,N) film IV (see Table 14.14). (From Andrievski, R.A. and

Kalinnikov, G.V., Surf. Coat. Technol., 142–144, 573, 2001. With permission.) (b) Distribution of grain size in

Ti (B,N) film IV. (From Andrievski, R.A. and Kalinnikov, G.V., in Nanostructured Thin Films and

Nanodispersion Strengthened Coatings, Voevodin, A. et al., Eds., Kluwer Academic Publishers, Dordrecht,

2004, p. 175. With permission.)
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The film lattice parameters are usually greater than those in bulk specimens. This is due to the

effect of high compressive stresses, substitutional and interstitial impurities such as oxygen, carbon,

hydrogen, noble gases, structural vacancies, etc., and small grain size.5,11 XRD analysis gives the pos-

sibility to determine, side by side with grain size, other important structural characteristics, such as

residual stresses, microstrains, and crystallographic orientation (texture coefficients Tc). The residual

stresses in films are thought to originate for two reasons: the first is the difference in thermal expan-

sion between the film and the substrate, and the other is a characteristic feature of the film growth. For

the majority of PVD films such as TiN, TiB2, and TiC, the residual stresses are compressive (with a
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FIGURE 14.15 Three-dimensional AFM 1 µm × 1 µm images, of TiN films of about 1 µm thickness

deposited without external magnetic field (EMF) (a) and with EMF (b). (From Andrievski, R.A. and

Kalinnikov, G.V., in Nanostructured Thin Films and Nanodusper-sion Strengthened Coatings, Voevodin, A. 

et al., Eds., Kluwer Academic Publishers, 2004, p. 175. With permission.)

Copyright 2006 by Taylor & Francis Group, LLC



negative sign); however, for TiN CVD films tensile stresses have been noted.11 In addition, the unmo-

notonous change of residual stresses was found in the TiN homogeneity range.188 Table 14.15 shows

Tc values, grain sizes, microstrains, residual stresses, and microhardness as functions of the N content

in TiN films deposited by cathode arc evaporation on Ti alloy.188 These results implicitly suggest that

all structural and mechanical properties are largely dependent on N content. It is also significant that

erosion resistance was found to be superior for the nonstoichiometric films of TiN0.63–0.66 that 
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FIGURE 14.16 Cross-sectional high-resolution {002} lattice image of a [AlN(1.7 nm)/TiN (5.1 nm)]40

superlattice. The SAED pattern is shown in the upper-right inset and a magnified portion of the pattern is inset

at the left. (From Madan, A. and Barnett, S.A., in Materials Science of Carbides, Nitrides and Borides, Gogotsi,

Y.G. and Andrievski, R.A., Eds., Kluwer Academic Publishers, Dordrecht, 1999, p. 187. With permission.) 

TABLE 14.13

Average Grain Size L of Ti (B,N) Films Prepared by Non-Reactive

Magnetron Sputtering without Additional EMF (of about 400 Oe)

and with EMF

Target L (nm)

Without EMF With EMF

TiB2 3.6�1.8 3.3�1.1

75TiB2�25TiN 2.3�1.1 N/D

50TiB2�50TiN 2.9�1.5 1.8�0.3

25TiB2�75TiN 5.9�4.0 6.5�2.5

TiN 29�15 8.8�2.2

Source: Modified from Andrievski, R.A. and Kalinnikov, G.V., in Nanostructured Thin Films

and Nanodispersion Strengthened Coatings, Voevodin, A. et al., Eds., Kluwer Academic

Publishers, Dordrecht, 2004, p. 175. With permission.
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coincides and corresponds with the minimum grain size and residual compressive stress value as well

as with the maximum hardness and microstrain.

The film crystallite morphology and their preferred orientation were found to vary with many

factors, such as deposition temperature (Tdep), plasma gas content, and film thickness, etc. In the

case of TiB2 films, the (001) texture starts to develop at thickness more than �130 nm; for thinner

films the crystallites are essentially randomly oriented.189 The preferred orientation of three kinds

of CVD TiN deposition was determined: (100) texture at low Tdep, (110) texture at intermediate Tdep

and low molar ratio of TiCl4 to NH3, and (111) texture at high Tdep and high this ratio.190

The film morphology can be represented by columnar and equiaxied grain microstructure with

various intermediate cases of the two. Figure 14.20a shows a typical fully dense columnar structure

of a TiN film after load indentation.11,191 The residual plastic deformation of the TiN columnars

inspite of the brittle nature of the TiN bulk is also evident. A stone- or cauliflower-like structure with

a partly columnar one is observed for TiB2 and Ti(B,N) films (Figures 14.20b and c).11

14.4.3 PROPERTIES

14.4.3.1 Mechanical Properties

Comprehensive tables on hardness and elastic properties with an indication of the preparation

method, film thickness, substrate, measuring method, etc. up to 1997, can be found in review 11.

Only some recent and very representative results will be described below.

As in the case of nanostructured bulks, undoubtedly, hardness measurements are most popular

for film characterization due to the ease of realization and the usefulness of the information obtained.

However, in many cases, the interpretation of these results and comparison of results of different

authors are not so easy because of the known high structural sensivity of hardness and its depend-

ence on load as well as the test method used. The effect of film thickness and type of substrate, not

to mention the influence of residual stresses, content, contamination, and surface topography (see
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FIGURE 14.17 XRD spectra of films deposited onto Si substrate. Target TiB2 (No 3) — film II; target

75TiB2/25TiN (No. 5) — film III; target 50TiB2/50TiN (No. 4) — film IV; target 25TiB2/75TiN (No. 2) — film

V; target TiN (No6) — film VI (see Table 14.14). (From Andrievski, R.A. and Kalinnikov, G.V., Surf. Coat.

Technol., 142–144, 573, 2001. With permission.)
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Figures 14.15 and 14.18 as well as Tables 14.13 and 14.15) on the absolute hardness values often

demand a detailed consideration.

Tables 14.16 and 14.17 show the hardness values of monolayer and multilayer (superlattice)

films respectively. In Table 14.16, the hardness values (see footnote a) relate to estimated val-

ues171,172 using the Jonsson–Yogmark relationship210 based on an “area law of mixtures.” Such mod-

eling of thin film hardness as that of composite (film and substrate) tends to give the hardness of

films themselves (or proper hardness) and eliminates appreciably the effect of the film thickness and

the substrate material hardness. 
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TABLE 14.14

Composition and Structure of Films with a Thickness of 1–3 µµm Prepared by Using Direct-

Current Voltage (I) and Radio-Frequency One (II–VIII)

Sputtering Approximate Crystallite 

Target (wt%) Film Formula Size (nm) Structure Type Parameters (nm)

a c

TiB2 I Ti(B0.73N0.2O0..05C0..02)1.56 4–8 AlB2 0.3060 0.3201

TiB2 II Ti(B0.69N0.24O0.04C0.03)1.64 3.6�1.8 AlB2 0.3083 0.3246

TiB2/25TiN III Ti(B0.56N0.29O0.05C0.1)1.32 2.3�1.1 AlB2 0.3005 0.3263

TiB2/50TiN IV Ti(B0.34N0.49O0.12C0.05)1.49 2.9�1.5 NaCl ~0.42 —

TiB2/75TiN V N/A 5.9�4.0 NaCl 0.4307 —

TiN VI Ti(N0.6O0.2C0.2)1.58 29 �15 NaCl 0.4292 —

AlN VII Al (N0.78O0.15C0.07)0.98 5–10 ZnS N/A N/A

AlN/50TiN VIII (Ti0.55Al0.37Fe0.08) 3–10 NaCl N/A N/A

(N0.73O0.11C0.16)1.075

Source: Modified from Andrievski, R.A. and Kalinnikov, G.V., Surf. Coat. Technol., 142–144, 573, 2001. With permission.
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deposited and annealed at 400°C for 280 min. (From Molart, T.P. et al., Surf. Coat. Technol., 74–75, 491,

1995. With permission.)
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The following comments are useful for correct interpretation of the data presented in Tables

14.16 and 14.17:

1. It is evident that inspite of measurements being carried out under different conditions, the

values of film hardness are greater than those for nanostructured HMPC bulks and are on

TABLE 14.15

Crystallographic Orientation, Grain Size L, Microstrain, Residual Stresses, and

Microhardness (HV; Load of 1 N) of Non-Stoichiometric and Stoichiometric TiN Films with

a Thickness of 20–25 µµm

X Value in TiNX Texture Coefficient TC L (nm) Micro-Strain (%) Residual HV (GPa)

TC (111) TC (200) TC (311) Stresses (GPa)

0.48 0.72 1.57 0.73 18.1 0.100 �2.1�0.15 22.9

0.63 0.37 0.38 2.50 10.9 0.144 �1.8�0.07 26.4

0.66 0.23 0.28 2.96 9.2 0.259 �1.6�0.07 26.1

0.88 3.65 0.03 0.32 16.0 0.127 �2.0�0.15 21.7

0.89 3.82 0 0.18 17.3 0.122 �2.5�0.2 21.2

0.92 3.82 0 0.18 18.6 0.091 �2.7�0.21 21.2

0.97 4.00 0 0 19.2 0.082 �2.9�0.23 20.8

1.00 4.00 0 0 21.2 0.081 �4.1�0.14 18

Source: Modified from Sue, J.A., Surf.Coat. Technol., 61, 115, 1993. With permission.
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FIGURE 14.20 SEM images of a fracture cross-section of TiN (a), TiB2 (b) and Ti (B,N) (c) films. (From

Andrievski, R.A., J. Mater. Sci., 32, 4463, 1997. With permission.)
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TABLE 14.16

Vickers Microhardness HV of Monolayer Films and Coatings

Preparation

HMPC Method Thickness (µµm) Grain Size (nm) Load (N) Substrate HV (GPa)

1 2 3 4 5 6 7

TiNx Different methods11 0.3–25 N/A 0.03–1 Different 17–35

substrates

TiN NRMS173 4�1 N/A 0.01 Steel 13

NRMS�EMF173 4�1 N/A 0.01 Steel 30

Ti(N,O,C)1.58 NRMS172 1–2 29�15 0.2–0.5 Si 23–28a

NRMS�EMF172 1–2 8.8�2.2 0.2–0.5 Si 36–42a

TiN~0.7 RMS192 7.4�0.2 ~20 0.01–0.05 HSS 32�0.7

TiN~1.0 1.2�0.2 ~90 0.01–0.05 HSS 26.1�0.5

Nano TiN/ PACVD17 3.5 2–10 0.07 Stainless steel ~100

amorphous SiNx

Nano TiN/ RMS186 ~1 2–15 0.001–0.0035 Si; WC/Co 15–35

amorphous TiSi

(Ti1�xAlx)N RMS193 2.5 10–70 0.015 Cr steel 40–47

(Ti,Al)N NRMS171 2 3–10 0.2–0.5 Si 45–47a

Ti(Al,V)N RMS194 3 5–50 N/A Steel 40–50

NbNx CAPD11 2 ~100 0.5 WC/Co 34�2

NbN~0.2 RMS192 10.4�0.2 ~20 0.01–0.05 HSS 34�0.7

NbN~0.61 3.9�0.2 ~90 0.01–0.05 HSS 39�1.4

NbN~0.83 CAPD195 2–3 ~30 0.5 WC/Co 42

NbN1.05–1.18 2–3 25–30 0.5 WC/Co 35–38

NbNx RMS196 N/A 30–50 0.015 Steel 36.6

ZrN NRMS197 3–4 10–45 0.03 Steel; Mo 25–41

CN0.13 RMS34 0.4 ~6 0.0005 Si (001) 10

CN0.14 0.4 ~6 0.0005 Si (001) 7

CN0.18 0.4 ~6 0.0005 Si (001) 18

CN0.4 CAPD � ion beam N/A N/A N/A N/A 47

source198

AlN PLD199 0.275 N/A N/A Si (100) 15

Al(N,O,C) NRMS171 3.4 5–10 0.2–0.5 Si (100) 21–22a

Al(Si,Cu)N RMS200 3 Amorphous 0.02 Si (100) 39–47

(W,Si)N RMS36 0.2–0.3 Amorphous; 0.05 N/A 22–31

60–250 annealed 25–50

TiB2.4 NRMS201 3–7 80–660 0.05 Steel 61–77

TiB2.8 NRMS197 3–4 7–25 0.03 Steel; Mo 32–55

TiB1.9–2.5 NRMS173 4�1 N/A 0.01 N/A 37

NRMS�EMF173 4�1 N/A 0.01 N/A 63

Ti (B,N,O)~1.6 NRMS172 1–2 3.6�1.8 0.2–0.5 Si 32–39a

NRMS�EMF172 1–2 3.3�1.1 0.2–0.5 Si 42–49a

TiB2 NRMS202 3–4 N/A 0.98 Steel; Mo 22–69

Ti(B,N,O)~1.6 NRMS171 1–3 2–10 0.2–0.5 Si 40–80a

ZrB2.8 NRMS197 3–4 7–25 0.03 Steel; Mo 42–55

ZrC RMS203 2 N/A 0.01 Steel 30–32

TiC/a-C MSPLD204 0.5 10 0.001 Steel 32

WC–WS2/a-C MSPLD205 0.5 1–2 WC; 5–10 WS2 0.001 Steel 7–16

WC–12%Co HVOFTS206 200–300 35 WC 3 Steel 11.35

SiC MOCVD207 0.15 ~100 N/A Si 32

B4C NRMS208 0.5 1.7–2.8 N/A Si 40�4

NRMS172 1–2 Amorphous 0.2–0.5 Si 42–50a

Continued
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the hardness level of superhard materials. However, the comparison of the hardness values

calculated under different conditions needs thorough discussion with regard to possible

effects of different conditions and artifacts. Reviews of possible errors in the hardness and

elastic property measurements of superhard films can be found in Refs. 11, 215, and 216.

2. There is no doubt that the high values of HV in the majority of monolayer and multilayer

films are the result of nanocrystalline structure and interfaces. Figure 14.21 shows the

effect of a number of layers on the hardness of nitride multilayer films which had a sim-

ilar total thickness (nearly 2 µm). There are at least four physical reasons for the con-

siderable increase in the hardness observed: (1) the stop crack propagation at interphase

boundaries; (2) the low value of crystallite size in monolayers (equal to, lower than the

layer thickness); (3) increase in the dislocation density as a result of the layer lattice mis-

match; and (4) possibility of a more favorable situation with residual strains in multilayer

films. The unmonotonous change in the case of TiN/CrN is connected with the (Ti,Cr)N

solution formation and interphase boundary disappearance for layer numbers greater than

100 to 120, as has been shown by XRD analysis. The case of TiN/CrN confirms the effect
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TABLE 14.16 (Continued )
Preparation

HMPC Method Thickness (µµm) Grain Size (nm) Load (N) Substrate HV (GPa)

1 2 3 4 5 6 7

NRMS�EMF172 1–2 Amorphous 0.2–0.5 Si 48–56a

B4C–TiB2 NRMS172 1–2 Amorphous 0.2–0.5 Si 44–54a

NRMS�EMF172 1–2 Amorphous 0.2–0.5 Si 60–71a

TiB2–B4C NRMS172 1–2 8.5�4 0.2–0.5 Si 40–46a

NRMS�EMF172 1–2 2.9�0.3 0.2–0.5 Si 54–58a

Si–B–C–N PACVD209 1.2 Amorphous 0.001 Si 2.3�4.4

NRMS, nonreactive magnetron sputtering; EMF, external magnetic field; RMS, reactive magnetron sputtering; PACVD,

plasma activated chemical vapor deposition; CAPD, cathodic arc plasma deposition; PLD, pulsed laser deposition; MSPLD,

magnetron sputtering assisted by pulsed laser deposition; HVOFTS, high velocity oxygen fuel thermal spaying; MOCVD,

metal-organic chemical vapor deposition.
aHardness values estimated using the Jonsson–Yogmark relationship based on an “area law of mixtures.”

TABLE 14.17

Vickers Microhardness HV of Multilayer (Superlattice) Films

Thickness of 

Preparation Individual Layer and Maximum Value

Multilayer Film Method Whole Film (nm) Substrate Load (N) of HV (GPa)

TiN/VN RMS211 2.5 (2.5�103) (100) MgO 0.08 ~54

TiN/NbN RMS212 3–4 (2–3�103) (100) MgO 0.1 ~48

TiN/NbN CAPD213,214 10 (2�103) WC–Co 0.5 78

TiN/ZrN CAPD213,214 10 (2�103) WC–Co 0.5 70

TiN/CrN CAPD213,214 ~45 (2�103) WC–Co 0.5 ~50

TiN/V0.3Nb0.7N RMS19 ~3.5 (N/A) N/A N/A ~30

NbN/W(Mo) RMS19,30 ~1 (103) N/A N/A 30–35

TiAlN/VN RMS31 1.75 (3–4�103) Tool steel N/A 56

TiAlCrN/TiAlYN RMS31 0.85 (3–4�103) Tool steel N/A 36

TiN/TiB2; ZrN/ZrB2 RMS30 2.5 (N/A) Sapphire N/A ~50 (after annealing)
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of interphase boundaries and lattice mismatch on increasing hardness. The nature of high

hardness of the nitride superlattices has also been discussed in reviews 19, and 30.

3. The high hardness values of crystalline films can be explained in addition to nanostructure

by a combination of various other effects such as the existence of nonequilibrium phases

and supersaturated solutions as well as the availability of compression stresses and so on.

The high hardness of some amorphous B4C and Ti(B,C) films are also noteworthy.

4. The incorporation of some compounds into superlattice layers such as VN, CrN, YN, and

AlN introduces components which act as dry lubricants or corrosion decreasing agents.

This alloying results in decrease in the friction coefficient and improve temperature,

wear, and corrosion characteristics.31 The effect of hardness on diamond abrason rate

measurements for different nitride films is shown in Figure 14.22.19 However, such clear

relationship between wear rate and hardness has not been observed in all cases for

TiN/NbN nanostructured polycrystalline multilayer film192 but their abrasive wear as a

whole is lower than that for TiN films.

The deformation and fracture peculiarities of films can be studied by SEM and AFM investigations

of fracture surfaces.12,217–219 There are at least two types of deformation under indentation such as

homogeneous deformation (Figure 14.20a and Figure 14.23b) and localized inhomogeneous

deformation (Figure 14.23a). The first has been observed mainly in films with clearly defined

columnar structure as in the case of TiN film. The homogeneous deformation is probably linked

to a slip on the boundary columns. The inhomogeneous deformation mechanism with the forma-

tion of shear bands and steps need further clarification. The band width and step height were

changed in a wide interval and ranged from 100 nm to a few hundred nanometers in size (films of

TiB2, AlN, (Ti,Al)N, etc.).
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14.4.3.2 Other Properties

Electrical properties (electrical resistance ρ) and corrosion performance of HMPC films have been

described in review11. The high-temperature oxidation study of AlN-based film has revealed that

AlN/TiN (I), AlN/TiB2 (II) and AlN/SiC/TiB2 (III) films have significant thermal stability and con-

siderable oxidation resistance. Figure 14.24 shows differential thermal analysis (DTA) and thermo-

gravimetric analysis (TGA) curves under nonisothermal oxidation (heating rate of 15 K/min) for

films I to III deposited on Si substrates from both sides.171,220 It can be seen that a noticeable mass

gain of films I, II, and III starts at ~750, ~950, and 1020°C and the active oxidation temperatures

are ~1100°, ~1200°, and 1300°C, respectively. Some exothermic peaks on the DTA curves reflect

the formation of TiO2 and other oxides. Film III appears to be the most oxidation resistant.

Comparison of oxidation characteristics with those of similar bulk specimens reveals that under the

same conditions, the films, particularly those in an initial amorphous state (films II and III), have a

higher oxidation resistance. A fractographic examination by SEM shows that after oxidation the

microstructure remained virtually unaltered and was close to a nanocrystalline one, i.e., the size of

structural elements was about 100 to 500 nm. The interesting feature in the microstructure after oxi-

dation is the presence of self-reinforced elements and very weak recrystallization, especially in the

case of film III. 

It is agreed that because of a large contribution from interfaces, nanomaterials are characterized

by a higher diffusion permeability and, hence, a lower corrosion resistance as compared to conven-

tional polycrystalline (bulk) materials. The significant thermal stability of film III nanostructure and

its considerable scale resistance, which was found to be several times higher than the corresponding

characteristics of bulk materials, seem to be rather important. At a first approximation, this may be

associated with the self-reinforced structure formation and with the enrichment of the composition

in aluminium in the course of film deposition.

Stability of nanomaterials, including thermal and chemical stability as well as stable behavior

under deformation and radiation, is a very important parameter which is responsible for the wide and

effective application of nanomaterials as a whole and HMPCs films in particular. As applied to
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FIGURE 14.22 Abrasive wear rate versus the hardness of TiN/CrN, TiN/NbN, and TiN/TaN superlattices 

(Λ ~ 10 nm) as compared to monolithitic TiN. (From Madan, A. and Barnett, S.A., in Materials Science of

Carbides, Nitrides and Borides, Gogotsi, Y. and Andrievski, R.A., Eds., Kluwer Academic Publishers,

Dordrecht, 1999, p. 187. With permission.)
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nanostructured nitride, boride and carbide films, this problem has been analyzed in Refs. 29, 30,

221–224. There are some examples of HMPC film thermal stability up to 1000 to 1100°C, which is

related to slow diffusion mobility in HMPCs and spinodal decomposition in some niride solid solu-

tions such as systems of TiN–ZrN, TiC–ZrC and TiN–AlN. Figure 14.25 shows the temperature

annealing effect on the hardness value for TiN and ZrN monolayer films, TiN/ZrN multilayer films

and alloyed (Ti,Zr)N film. Annealing the latter at 1000 to 1100°C tends to increase the hardness as

a result of the TiN–ZrN system spinodal decomposition with formation of a nanocrystalline struc-

ture.11,213 Figure 14.26 demonstrates another interesting example of thermal stability related to the

more stable AlN/TiN multilayer film with the lowest value of bilayer period (λ).225 The possibility to

create thermally stable nanomaterials with very fine grain (layer) size was predicted by some theo-

ritical works (see review 29). However, in general, the best way to develop stable HMPC films as

soon as information on the deformation and radiation effects need further investigations.

14.5 SUMMARY

As evident from the preceding sections, there are many examples of unique properties of nanocrys-

talline bulks, films, and coatings based on HMPCs. The recent advances in this area are significant in

10.0 µm

(a)

(b)

4.29 µm

FIGURE 14.23 Fracture high-resolution field emission SEM images through indentations on TiB2 (a) and

TiN (b). (From Andrievski, R.A., in Nanostructured Materials. Science & Technology, Chow, G.-M. and

Noskowa, N.I., Eds., Kluwer Academic Publishers, Dordrecht, 1998, p. 263. With permission.) 
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that it is now possible to engineer strong and hard materials that can operate under varied conditions

including high temperatures (up to about 1200°C). At the same time, it should be noted that there are

still some gaps in the information on preparation, structure, and properties of these nanomaterials,

especially as applied to nanobulks. Unfortunately, the progress in the study of some important funda-

mental problems such as electronic structure and phase diagrams in nanoscale, the nature of thermo-

dynamic and strength properties of nanomaterials, modeling and the prediction possibility seems to be

very unsatisfactory.

From the above discussion it is also clear that many of the described results need further refining

and understanding. This way of reaching the heart of matter is dictated by not only scientific consid-

erations but also connected with the real application and the potential fields of application of HMPC

nanocrystalline bulks and films/coatings, which are continuously broadening. It will suffice to men-

tion several examples such as superhard wear-resistant nanocomposite mono- and multilayer films for

advanced machining tools,31,226 nanocomposite tribological coatings for aerospace application,20,227

hard coatings for aluminium die casting-soldering,228 diffusion barriers and other components for elec-

tronic and optoelectronic devices,229,230 wear-resistant coatings for biomedical applications,231,232 UFP

in surface engineering technologies and for improoving properties of conventional powders,233,234 and

gas sensor devices.235 It is evident that this wide spectrum of applications demands comprehensive sci-

entific investigations for identifying the best strategy for future technology development.
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Finally, as before,18 we emphasize that nano-HMPCs have great importance not only in our

earthly problems but also in cosmic ones; silicon carbide, aluminum oxide, and metal carbides are

reported to be found as small inclusions in larger presolar grains.236 This stardust (or UFP!) pro-

vides a new thrilling insight into our understanding of many fundamental things such as the dynam-

ics of supernova explosions, the age and chemical evolution of the Galaxy, and processes in the

outer envelopes of stars. So nano-HMPCs enjoy a cosmic scale of scientific interests. Note at proof.

Preparation, properties and applications of plasma-thermal nanopowders see in book 237.
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ABSTRACT

Nanostructured materials fabricated by electrodeposition and electroless processes are presented in

this chapter. The fundamental issues that dictate the control of the reaction rate and ensuing thick-

ness and composition of the deposit are discussed in relation to compositionally modulated nanolay-

ers in a variety of architectures — nanowires, pillars, tubes, core-shell nanoparticles, and composite

materials. The electrochemical processing technique is, in some cases, an alternative to other tech-

niques like vapor-deposition methods, but it also finds an exclusive niche for the deposition of nanos-

tructured materials of high aspect ratio geometries. This chapter discusses a variety of nanomaterials

for industrial applications in order to demonstrate the vast richness promised by electrochemistry.

16.1 INTRODUCTION

Electrochemical deposition of metals is an ancient art that has emerged as an integral process for the

fabrication of nanosize features. Electrodeposition, electroless deposition, and displacement reactions

are used to deposit metals, alloys, and metal-matrix composite materials, governed by electrochemical

reactions. Electrochemically prepared nanomaterials, characterized by at least one dimension in the

nanometer range, include nanostrutured thin-film multilayers, nanowires, nanowires with nanometric
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layers, nanotubes, nanosize particles embedded into metal matrices, and discrete or pressed nanoparti-

cles with metal shells. Owing to the nanometric nature of the structure, the physical properties of nano-

materials can be significantly different from bulk materials having the same composition.

Electrodeposition refers to the reduction of metal ions with an impressed current (or potential). In

contrast, electroless and displacement processes occur without an impressed current (or potential).

Magnetic compositionally modulated multilayered thin films and nanowires are typical examples of

electrodeposited nanostructured materials, while coatings around nanoparticles and lining nanoporous

walls have been carried out by displacement and electroless processes. Electrochemical deposition has

emerged not only as a cost-effective alternative to vapor-deposition methods for thin films, but also finds

a niche in nanotechnology as a preferred method to deposit nanostructured layers onto irregular sub-

strates and into deep recesses, enabling unique materials such as nanotubes and wires to be fabricated.

16.2 COMPOSITIONALLY MODULATED MULTILAYER

Compositionally modulated multilayer (CMM) materials are synthesized by deposition of alternate

layers having different compositions in a sandwich-like fashion. One of the first examples of CMMs

was demonstrated by Blum in 1921, when alternate Cu and Ni layers, tens of microns thick, were

deposited from two different electrolytes. The resulting Cu/Ni multilayer improved the tensile

strength of the electrodeposit compared to elemental copper deposits.1 Today, CMM materials of

interest in other systems include not only mechanical properties2,3 (e.g., fracture and tensile strength,

hardness) but also magnetic properties.4,5 Magnetic multilayers separated by paramagnetic layers on

the nanoscale give rise to giant magnetoresistance (GMR), characterized by a decrease in resistance

(�1%) with an applied magnetic field, as the magnetic domains change from an anti-ferromagnetic

alignment to one that is in the direction of the magnetic field. Cobalt—copper, multilayer, Co/Cu, is

one example that has been thoroughly examined, both in the form of a thin film6–12 and nanowire.13–15

Figure 16.1 shows the MR response of an electrodeposited Co/Cu multilayer film with 1000

repeat bilayers, deposited from a pH 3 electrolyte containing 0.005M CuSO4, 0.5M CoSO4, and

0.54M boric acid. The copper was deposited with a low-current density of �0.2mA/cm2 and the

cobalt at a high-current density of 20mA/cm2, under quiescent conditions. The current flow during the
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MR measurement was parallel to the multilayers, commonly referred to as current-in-plane (CIP) MR.

The magnetic field in this example was perpendicular to the current flow (i.e., transverse). Repeating

the experiment with the magnetic field aligned parallel to the layers and current flow (i.e., longitudi-

nal) has been used to assess the quantity of the MR that arises from anisotropic magnetoresistance,

which is typically less than 1%. However, such experimental probing assumes that GMR is isotropic.

Recent theoretical and experimental evidence, however, has questioned this assumption.16,17

The decrease in resistance is dependent upon a variety of factors, including the choice of elec-

trolyte, bilayer number and layer sizes, as depicted in Figure16.1. Larger room temperature GMR-

percentage changes have been reported with thinner electrodeposited films having less than 100

bilayers,6–8,18–22 although the values are still 2–4 times lower than vapor-deposited counterparts.23

Electrodeposition on multilayers can be carried out using a single or dual bath approach. Dual-

bath electrodeposition requires that either the substrate or electrolyte be transferred during the dep-

osition of each layer. To simplify the process, a single bath is more desirable and compositional

modulation of the layers can be achieved by pulsing the current (or potential), as used to deposit the

Co/Cu example in Figure 16.1.

Figure 16.2 shows the steady-state partial current densities of two depositing metals, M1 and M2

at the working electrode from a single electrolyte, where represents the more noble metal. The total

polarization is shown as the dotted line. At point A, the reduction of M1 occurs. At more negative

potentials, such as at point B, both M1 and M2 deposit simultaneously. At point B, the rate of dep-

osition of M2 is larger than that of M1, as a result of which the deposit is rich in the second com-

ponent. In order to obtain layers with the highest purity, it is desireable for the rate of deposition of

M1 to be as small as possible, while depositing the M2-rich layer. The trade-off, however, is that the

low M1 rate extends the processing time. Either the potential or current can be modulated in a

square-wave pulse to fabricate the multilayers. Scanning tunneling microscopy of cleaved cross-

sections of lead–thallium–oxygen nanometer size deposits showed that potentiostatic pulses

resulted in more discrete layers than galvanostatic pulses.24 However, no single method, pulsed-

potentiostatic vs. pulsed-galvanostatic control, has been shown to exhibit superior GMR, including

a potentiostatic/ galvanostatic scheme.9

In order to limit the reaction rate of the more noble species, its concentration in the electrolyte

is maintained at a value that is orders of magnitude lower than the other metal ion species. In the

example given in Figure 16.1, the electrolyte composition of Cu(II), M1, is 100 times lower than

Co(II), M2, which permits a layered deposit when the current is pulsed. Thus, at point B, the reac-

tion rate of M1 reaches a mass-transport-limiting current density, ilim. At steady state, an estimate of

the limiting current density can be readily determined, assuming that diffusion is the dominant

mode of transport with a Nernstian boundary layer approximation,

i� ilim � (16.1)
�nFDCb

��
δ
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where D (cm2/sec) is the diffusion coefficient of the reacting species, Cb (mol/cm3) its bulk con-

centration, δ (cm) the mass transport boundary layer thickness, n (equiv/mol) the number of elec-

trons transferred, fixed by the reaction under consideration, and F (As/equiv) the Faraday’s constant

(96485 C/equiv). The boundary layer thickness is the most difficult to ascertain as it is dependent

on the hydrodynamic environment surrounding the electrode. In initially quiescent conditions, δ is

typically several hundred microns, while it is only tens of microns in vigorously well-mixed elec-

trolytes. A comprehensive list of limiting current correlations for different electrode shapes and

hydrodynamic conditions has been tabulated by Selman and Tobias.25

The less noble reactant, M2, is in excess in the electrolyte, and generally deposits under kinetic

control during multilayer fabrication. Deposition far from equilibrium can be approximated by a

Tafel equation, according to

i��i0exp� ηs� (16.2)

which requires knowledge of two kinetic parameters, the exchange-current density, i0 (A/cm2) and the

cathodic-transfer coefficient, αc- (dimensionless). These values have been reported for a wide variety

of reactions; however, i0 is dependent on the species’ activity, i.e., concentration, and is highly specific

to a particular electrolyte. The surface overpotential, ηs- (V), is the polarization away from the equi-

librium potential, when no concentration gradients occur. If the polarization is large, kinetic control of

the M2 reaction gives way to a transport control as described by Equation (16.1), and depicted at point

C in Figure 16.2. Deposition, however, is typically not desirable at this region, where both species are

dominant by mass transport, due to the development of rough-surface deposits and excess-side reac-

tions from the solvent (not shown in Figure 16.2) that contributes to a loss in efficiency.

Kinetic behavior is characterized by a uniform concentration distribution of reactants near the

electrode surface. During the multilayer fabrication, if the more noble species, M1, is deposited

below point A (Figure 16.2), under kinetic control, and then is co-deposited at point B (Figure 16.2),

under mass transport control, there will be a change in the noble metal-concentration gradient that is

time-dependent, resulting in a compositional gradient within the alloy layer. Classical descriptions of

a single reacting species under a time-dependent diffusion control for a galvanostatic or potentiosta-

tic pulse have been developed by Sands and Cottrell.26 Owing to the enhanced compositional gradi-

ent of a reactant during pulsing, its limiting current is subsequently enhanced during the pulse. An

expression for the larger pulse limiting current density, ip, compared with the DC, unpulsed, coun-

terpart (Equation [16.1]) for a galvanostatic pulse, has been elegantly described by Cheh27,28

i� ip � ilim�1� � ��
∞

k�1
�

�1

(16.3)

where r is the ratio of the first current-density pulse (point A, Figure 16.2) to the second value (point

B, Figure 16.2), a (�π 2D/4δ 2) the diffusion parameter, θ2 the second period duration, and θ the

cycle time. Equation (16.3) predicts that for the CoCu/Cu system, the amount of Cu co-deposited

with Co in the alloy layer of a multilayer will be larger than Cu co-deposited with Co as a DC plated

bulk alloy. An analogous equation for potentiostatic-pulse deposition onto a rotating disk electrode

has also been presented by Viswanathan and Cheh.29

In the lower left-hand corner of Figure 16.2, a portion of the anodic component of the partial-

current density of the less noble metal species is shown. Depending on the kinetics of this reaction,

there can be a simultaneous displacement of M2 deposited metal by the more noble species, M1,

occurring at the start of the M1 pulse during multi-layer electrodeposition. For the CoCu/Cu sys-

tem, the displacement involves the following reactions:

Co(s) → Co(II) � 2e� (16.4)

exp[(2k�1)2aθ2]�1
���
exp[(2k�1)2aθ ]�1

1
��
2(k�1)2

r � 1
�

r

8
�
π 2

�αcF
�

RT
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Cu(II) � 2e� → Cu(s) (16.5)

Note that the net current is controlled, so that even when the impressed current is cathodic (negative),

there can still be a small anodic contribution, given by the following general expression:

i� i0exp� ηs� (16.6)

where αa is the anodic transfer coefficient. The consequence of displacement reactions occurring

during the processing of the multilayer not only results in a change in the composition, but can also

exaggerate the concentration gradients at the layer interfaces. To suppress displacement reactions,

strategies such as adding additives to alter the kinetic parameters in Equation (16.6) or alloying the

magnetic layer with a corrosion resistance material can be considered. Chassaing30 has shown that

saccharin can inhibit the dissolution of cobalt in multilayer deposition, consistent with the alloy

results of Kelly et al.31 However, the GMR value of CoCu/Cu multilayers decreased by half. Jyoko

et al.32 found that adding a small amount of CrO3 to a cobalt–copper electrolyte resulted in a thin-

film GMR of over 18%, which could be attributed to the decrease in the displacement reaction.

Similarly, large GMR values in cobalt–copper multilayers that contain Ni have also been reported

by Schwarzacher and colleagues.18–22,33–36 Our group found, from studies carried out on rotating-

disk electrodes, that the addition of Ni(II) into a pH 5 boric acid electolyte decreased both the Cu-

reduction reaction and the alloy-dissolution reaction.37 Larger GMR values were observed with a

small amount of Ni incorporated into the Co-alloy layer (Figure 16.3), consistent with earlier works

of Schwarzacher and colleagues.

The partial-current density equations (16.1)–(16.3) and (16.6) are vitally important to the

design and prediction of the layer at composition, x,

xj � (16.7)

and thickness, ∆, in conjunction with Faraday’s law, which relates the mass plated to the charge

passed,

∆��
j   

(16.8)
M j i j t
�
n jρ jF

ij/njF
�

�
k

ik/nkF

αaF
�
RT
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for species j with atomic weight M, density ρ, and time of deposition, t. In the case of electrolytes

containing mixtures of iron group (Co, Ni, Fe) ions, the kinetic information should be ascertained

from the alloy electrolyte rather than from elemental, single-metal deposition, on account of the

anomalous-co-deposition behavior. Anomalous co-deposition refers to the preferential deposition of

the less noble metal species, and has been widely reviewed with regard to bulk alloy electrodeposi-

tion.38–40 The behavior complicates the prediction of the alloy composition during multilayer fabri-

cation. A mathematical model was developed by Huang and Podlaha,41 that combined the

nonsteady-state mass transport with an anomalous co-deposition kinetic mechanism, to simulate

compositional gradients in an alloy multilayer of CoNiFeCu/Cu. The model shows that the compo-

sition gradients at the layer interface can be minimized by reducing displacement reactions and

maximizing the mass transport boundary layer thickness.

16.3 NANOWIRES, PILLARS, AND TUBES

16.3.1 NANOWIRES

Deposition into recessed geometries is inherently amenable to improved electrodeposits from the

point of view of minimizing concentration gradients within a multilayer. A number of templated

nanostructured-electrodeposit examples are given in this section, although the most widely studied

are nanowires. Template synthesis in nanoporous membranes have been carried out in anodic-alu-

minum oxide, polycarbonate, and diblock-copolymer membranes. Nanodimensional layers within

a nanowire are of particular interest for GMR studies when the current flow is perpendicular to the

plane of the layers, referred to as CPP-GMR. In contrast, current-in-plane giant magnetoresistance

(CIP-GMR) is the preferred mode of measurement for thin-film multilayers because of the

extremely small values of resistance in the perpendicular direction, which preclude accurate and

easy analysis. In CIP-GMR, the characteristic scaling length is the electron mean-free path, typi-

cally a few nanometers. However, for CPP-GMR, the critical length scale is the spin-diffusion

length, which is generally larger than 10nm, and thus larger multilayer sizes can be tolerated. For

example, GMR has been observed in multilayer nanowires with a layer size of 12nm NiFeCu/4nm

Cu44 and 5nm CoCu/8nm Cu — larger than typical thin-film multilayers.

Figure 16.4 shows a transmission electron micrograph (TEM) of a CoNiFeCu/Cu nanowire

showing multilayers that are evident near the edge of a 200-nm-diameter wire. The layer sizes of

the Co-rich alloy and Cu layers are 4 and 2nm, respectively. The CPP-GMR of an array of

nanowires is compared with a thin-film CIP-GMR with comparable layer sizes and chemical com-

position. While the GMR value is about the same (−5%), the magnetic field sensitivity clearly dif-

fers. Nanowires of multilayers have also been investigated for a variety of other systems. For

example, room-temperature CPP-GMR of Co/Cu multilayer nanowires was reported to be

14–15%44,45 and 20%.14 CoNi/Cu nanowires have been reported46,47 as possessing significantly

larger GMR, 55% at room temperature. At low temperatures, such as those achieved by cooling in

liquid helium, the coercivity of the material increases and two peaks develop in the GMR response

with the applied magnetic field. A reduction in the coercivity is helpful in achieveing large-resist-

ance changes in a low field and led to the development of NiFe/Cu electrodeposited multilay-

ers.45,48

A variety of metallic, unlayered nanowires have been electrodeposited, following the seminal

work of Whitney et al.49 Elemental Ni and Co wires exihibiting perpendicular magnetization, a

direct consequence of the nanowire geometry, have been deposited into polycarbonate membranes.

In addition, the coercivity was enhanced as the wire diameter decreased. These features render mag-

netic nanowires of interest for high-density magnetic recording. Earlier work with Fe deposition

into alumina-nanoporous templates also reported similar findings with an easy axis parallel to the

wires with enhanced coercivity.50,51 Magnetic-alloy nanowires that are not layered have been

reported for CoFe,52,53 CoNi,54 NiFe,55 and CoNiFe.43
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16.3.2 PILLARS

A disadvantage of nanowire deposition of multilayers is with the difficulty of measuring a single

nanowire and the random array of the nanowires. An alternative architecture is micro-size pillars

that still render GMR to be measured in the CPP mode. The resulting GMR pillars can thus be used

as sensors for high-density magnetic storage.

The fabrication of CPP-GMR pillars has been demonstrated by vapor-deposition techniques etch-

ing through thin films of multilayers. For example, Gijs et al.56 employed optical lithography and reac-

tive-ion-etching techniques to fabricate pillars of vacuum-sputtered Fe/Cr multilayers, and molecular

beam epitaxy evaporation deposition of Co/Cu multilayers. The samples had a height of 0.5µm and a

width ranging between 3 and 10µm. Over 50% CPP-GMR was observed and the researchers showed

that the CPP-GMR mode measurements were often larger than measurements in the CIP mode.

Similarly, Spallas et al.57 sputtered Co/Cu multilayer thin films and subsequently patterned an array of

0.4-µm-diameter circles. Electron-beam lithography was used to pattern a negative resist over the mul-

tilayer film. The pillars were formed by a dry etch of the multilayer having a height of 0.9-µm. A CPP-

GMR of 13% was reported compared with the CIP-GMR for the same film of only 6%.

Electrodepostion of the multilayered material into a lithographic pattern, rather than by etching

it, can offer a cost-effective alternative. In addition, the deposition of materials into deep recesses

is problematic with vapor deposition, line-of-site type of techniques. The advantage of using elec-

trodeposition for pillar fabrication is the same as for nanowire generation; it can offer conformal

deposition in deep recesses. One notable early attempt of electrodeposited-multilayered pillars

was carried out by Davail et al.58 NiFe/Cu-multilayered nanopillars with a height of 0.3 µm and

diameter of 0.1µm were deposited, exhibiting a relatively low MR of 0.3% at temperature of

4.2 K. In our recent work, we combined x-ray lithography with electrodeposition to deposit

CoCu/Cu multilayers into a deep recess with a height of 500 µm and a cross section of 183×183µm.

An array of representative posts is shown in Figure 16.5. A single pillar exhibits ~4% CPP-GMR

with saturation-magnetic field �1T at room temperature.

Typical diffusion layer thicknesses, δ, on planar electrodes in unagitated electrolytes are of the

order of 100 µm. Thus, electrodeposition into deep recesses �100µm, will extend the nonsteady-

state regime for diffusion-controlled reactions, compared with planar electrodes. The convective

hindrance of the recess further increases the diffusion boundary layer thickness by roughly the size
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of the recess depth. An estimate of the change of the limiting-current density with time of a species

inside a recess, where the outside pore-mouth region of the recess is well mixed, is given in two

limits.63 A short-time approximation for a reduction reaction follows

i��nFcb� �
1/2

�1�2exp� ��2exp� ��…� (16.9)

where L is the recess depth. The leading term describes the Cottrell behavior on an unrecessed sur-

face. At long times, the limiting current density is given as

i� �1�2exp� ��2exp� ��…� (16.10)

and at steady state this reduces to Equation (16.1) where δ � L.

Inspection of Equation (16.10) reveals that for typical metal ions, the time to achieve steady state

in a recess hundreds of microns deep, can be several seconds to minutes. During multilayer pulse

plating, the diffusion-controlled species, often Cu, is depositing under a nonsteady regime at the start

of deposition, during both the magnetic alloy deposition layer and the elemental Cu layers. As the

deposition proceeds, the limiting-current density of the transport-controlled species (e.g., Cu) will

increase, due to a shortened boundary-layer thickness. In addition, the transient change in its con-

centration near the electrode surface is also altered so that steady state is achieved sooner. The con-

sequence of this dynamic effect will result in more of the transport-controlled species in the second,

magnetic layer, regardless of how the deposition is controlled, galvanostatically or potentiostatically.

16.3.3 NANOTUBES

Another type of nanometric architecture fabricated inside nanoporous membranes is nanotubes for

advanced catalytic and sensory materials. Martin pioneered the use of electro-less deposition to cre-

ate nanotubes in an experiement in which robust Au nanotubes with wall sizes only a few nanometers

thick, in polycarbonate and alumina templates.60,61
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�
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Electro-less deposition of metals inside the pores of membranes requires use of a chemical

reducing agent to deposit the metal onto a surface from solution. A sensitizer which binds to the

pore wall is first used. The sensitized surface is activated by exposure to a catalyst, resulting in the

formation of discrete nanoscopic-catalyst particles. Finally, the catalyst-covered surface is

immersed in the electrolyte containing the ions of the metal to be deposited and the reducing agent,

for a surface-constrained deposition on the pore walls. Therefore, at the pore surface, the cathodic

reaction (metal deposition) is equal to the anodic reaction (oxidation of the reducing agent) without

any external power supply. Dissolution of the membrane can release an array of deposited tubes if

needed. Nanowires can also be achieved in this fashion by immersing the nanoporous membrane

for longer periods of time. Unlike electrochemical deposition, electro-less deposition cannot con-

trol the length of the nanowires or the nanotubes. Also, the electro-less method provides no control

over modulating composition for alloy deposition.

The rate of electro-less deposition is determined by knowing the rates of each reaction. Figure 16.6

shows schematically the partial current density of the cathode-deposition reaction (Mn�
� ne− → M),

and the anodic reaction of the reducing agent (Red → Ox � ne�). The equilibrium reduction/oxidation

potential of the metal deposition, equilibrium potential, E1, must be more noble, thus larger, than the

reducing agent equilibrium potential, E2, thus E1�E2. The schematic in Figure 16.6 is often referred to

as an Evan’s diagram, depicting the absolute value of the partial current density with potential in order

to view both the anodic and cathodic reactions in the same quandrant of the graph. A logarithm scale

is used for the current-density axis, since kinetic expressions are exponential in nature (i.e., Equations

[16.2] and [16.6]), and thus these regions will appear as potential-dependent straight lines. Potential-

independent regions identify mass-transport control. The intersection of the two partial-current densi-

ties provides the resulting reaction rate, or current density of the electro-less process at a potential

intermediate between the two equilibrium half-cell potentials. The Evan’s diagram illustrates this con-

cept of the “mixed-potential theory,” where the resulting current density and potential of the electroless

process depends on the kinetics or transport limitations involved in both the “mixed” anodic and

cathodic systems.

Electrodeposition of Pt and Ni tubes and wires has been observed in aluminum oxide mem-

branes by Yoo and Lee.62 The tube formation was a result of a nonuniform electric field concen-

trated at the pore wall. Davis and Podlaha63 showed that the generation of the tube could be

controlled by selection of an electrolyte with low-current efficiency. A typical example of a tube

released from a nanoporous membrane is shown in Figure 16.7. CoNiCu tubes were deposited from

a boric acid electrolyte at a constant potential at current efficiencies �50%. An increase in the cur-

rent efficiency, by a change in the electrolyte composition, resulted in the wire formation. Thus, gas-

evolving side reactions are suspected to be an additional controlling feature of tube formation.
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FIGURE 16.7 CoNiCu tubes electrodeposited from AAO membranes.
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FIGURE 16.8 (a) CoNiCu/Cu room-temperature magnetization and (b) magnetoresistance in the CPP mode.
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The properties of the nanotubes depend on the material being deposited. For magnetic materi-

als, such as CoNiCu alloy tubes, magnetic anisotropy can occur. Modulating the applied potential

or current will lead to layered tubes. Figure 16.8 shows a hysteresis plot and MR response of an

array of CoNiCu/Cu nanotubes, deposited from an electrolyte containing CoSO4 (50mM), NiSO4

(18mM), CuSO4 (1mM), potassium tartrate (27mM) and boric acid (5mM) at pH 4. A double

potentiostatic electrodeposition scheme was used: Cu layer (−0.325V vs. SCE)/CoNi layer (−2V

vs. SCE) in 200-nm-diameter AAO membranes. Perpendicular anisotropy of the nanotubes is

demonstrated in Figure 16.8(a); a small MR is shown in Figure 16.8(b). Although electrochemical

deposition has the advantage of providing a versatile means to control composition of an alloy, its

adaptation to nanotube formation is still in its infancy.

16.4 NANOPARTICULATE MATERIALS

16.4.1 NANOPARTICLES

Using template synthesis methods, such as alumina-porous membranes and track-etched

polycarbonate porous membranes, to electrochemically deposit metal nanoparticles inside the

pores has become popular in the recent years. These deposits have been studied in the context

of a wide spectrum of scientific goals ranging from catalysis64 to magnetic properties and

magnetic-data storage.65 Attention has also been focused on the application of small metal parti-

cles in surface-enhanced spectroscopy,66 photocatalysis,67,68 and selective solar absorbers.69,70

Studies with atomic absorption have shown that iron, nickel, cobalt, and gold particles have

equivalent areas per volume, with particle radii in the range 3 to 5 nm. Magnetic measurements

on iron, nickel, and cobalt films reveal them to be highly anisotropic with magnetization

perpendicular to the surface of the film. The unusual optical absorption of noble-metal nanoparti-

cles such as copper, silver, and gold embedded in a dielectric medium such as alumina renders

them of interest for optical applications. Electrochemical nucleation also plays a role in nanopar-

ticle fabrication of metal nanoparticles at templated liquid/liquid interfaces.71,73

Iron, cobalt, and nickel nanoparticles have attracted much attention due to the enhanced mag-

netic properties such as coercivity74,75 and magnetic moment.76 The facile oxidation and dissolution

in acidic environments limit their potential applications. Noble-metal shells such as gold and silver

around nanoparticles can protect the nanoparticle core. Expensive catalytic materials (e.g., Pt) can

also be used sparingly to coat inexpensive nanoparticles (e.g., Ni) to provide a cost-effective way

to reduce the quantity of catalytic material needed for heterogenous reactions. To fabricate a metal-

lic shell around a nanoparticle a variety of methods, such as the reverse micelle,77–81 thermal-

decomposition method,82,83 photo-decomposition method,84 and electrochemical displacement have

been reported.85–87 The displacement reaction can be carried out in neutral organic solutions85,86 or

in an aqueous electrolyte,87 through the use of hydrophilic surfactant groups extending from the

metal core. The resulting magnetic core-shell nanoparticles have potential applications in magnetic

storage and as drug-delivery systems.

Core-shell nanoparticles generated by an electrochemical-displacement reaction (also referred

to as immersion) is distinguished from electro-less deposition by the role of the substrate and the

source of reducing agents. In electro-less deposition, the deposition reaction is driven

by a reducing agent in the electrolyte and takes place on a catalytic substrate, whereas a displace-

ment process results from the oxidation of the substrate surface without additional reducing

agents, similar to the reactions in Equations (16.4) and (16.5). Electro-less and displacement dep-

ositions have one basic characteristic in common: no power supply is necessary to drive the dep-

osition reaction. In brief, the displacement-reaction deposition can be carried out with noble-metal

ions reduced by the nanoparticle. Table 16.1 shows the order of nobility of several relevant redox

couples (in ascending order of nobility). According to the order of the equilibrium-standard poten-

tials, a copper shell will form around a Co nanoparticle but an iron shell will not. In addition, the
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standard-potential values also depend on the type of ion being reduced, as illustrated for the dif-

ferent values of Pt in Table 16.1.

Figure 16.9 shows a TEM micrograph of Co–Cu core-shell nanoparticles fabricated from a dis-

placement reaction between Co nanoparticles and Cu(II) from a cupric sulfate–citrate electrolyte.87 The

cobalt-core nanoparticles were synthesized by a wet chemicalreduction method with superhydride as

the reducing agent and 3-(N, N-dimethyldodecylammonio) propanesulfonate (SB-12) as stabilizer, fol-

lowing the procedure given by Boennemann et al.89 The inset shows an expanded view of one nanopar-

ticle revealing the (200) crystalline structure. It was observed that the cobalt nanoparticles with the

copper shell have a higher blocking temperature compared with the cobalt precursor nanoparticles.

16.4.2 METAL-MATRIX NANOCOMPOSITES

Metal-matrix composite electrodeposition refers to electrolysis in which nanoparticulates are sus-

pended in the electrolyte and are subsequently embedded in the electro-formed solid phase. The

particle deposition rate is affected by several interrelated parameters: the electrolyte concentration

of the metal ions and particles, pH, current density (or potential), agitation, organic additives used

to promote suspension, and particle size. The resulting composite possesses properties that differ

from the bulk, depending on the degree and type of particle incorporation. Several reviews90–93 have

documented the wide variety of metal–matrix-particle systems, exhibiting enhanced properties such

as corrosion and wear resistance, micro-hardness, and strength. Nanocomposites may also have a

unique niche in the development of microdevices and micro-electromechanical systems (MEMS),
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FIGURE 16.9 TEM micrograph of Co–Cu core-shell nanoparticles (inset shows the HRTEM image.) (Adapted

from Guo, Z. et al., J. Electrochem. Soc., 152, D1–D5, 2005.)

TABLE 16.1

Selected Standard Potentials in Aqueous Solutions at 25°°C vs. NHE78

Species Fe/Fe2�� Co/Co2�� Cu/Cu2�� Pt/PtCl4
2�� Ag/Ag�� Pd/Pd2�� Pt/Pt2�� Au/Au3��

E0 (V) �0.44 �0.277 0.340 0.758 0.7991 0.915 1.188 3.19
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where the structural elements of the device are of the micron size, thus constraining the second

phase particle to the nanoregime.

The models in the literature can be divided into two groups: those that predict the co-deposition

behavior of large (micron size) particles94 and those that are concerned with small (submicron size)

particles.95,96 The difference between the two is the mass-transport depiction of the particles. When

particle size is large, of the order of microns, a Lagrangian approach can be used. Brownian motion

is neglected and the particle trajectory can be determined by Newton’s second law of motion.

Brownian motion is most important for small particle sizes (�1µm), in which case a Eulerian

method is applicable. Small particles may also be susceptible to electrokinetic effects if the poten-

tial field is high. However, in plating electrolytes where there is a high salt concentration, electro-

kinetic transport should be relatively small and can be neglected.

In both cases, the kinetics controlling particle incorporation requires that the particles reside at the

electrode surface for a certain length of time. Guglielmi97 was the first to propose an adsorption

mechanism, which holds the particle at the electrode surface so that it is engulfed in the depositing

metal. The adsorption was due to a loose and strong adsorption at the electrode surface. While many

particles may be loosely adsorbed to the electrode surface, not all of them are strongly adsorbed and

thus incorporated into the deposit. Only the second step (strong adsorption) was considered to be

potential-dependent. Consequently, this mechanism supported experimental results showing that the

particle concentration in the deposit increased with an increase in particles in the electrolyte and

applied current density. This has been verified for micron and submicron particles in the case of the

codeposition of SiC and TiO2 with nickel97 and alumina with copper.98 Some limitations to Guglielmi’s

model are that hydrodynamic effects and the infuluence of particle size, which are two important

parameters when plating into deep microstructures, were not considered.

Celis et al.99 have proposed an alternative concept. They postulated statistically that there is a

certain probability that a particle will become incorporated into a growing metal deposit. This idea

is similar to the Guglielmi concept, recognizing that only a fraction of particles reaching the elec-

trode surface is incorporated into the metal matrix. Additionally, the Celis, Roos, and Buelens’

model included the important effect of hydrodynamics that was absent previously. They assumed

that an adsorbed layer of ionic species occurs around the inert particles and that the reduction of

these ionic species at the electrode surface is a requirement for particle incorporation. The particle

thus travels from the bulk solution to the electrode surface with the adsorbed ions through convec-

tive–diffusion transport. The particle–ion complex then adsorbs onto the electrode surface, ions are

reduced, and the particle is embedded into the electrodeposited metal.

Valdes and Cheh’s model100 also incorporated the mass transport of the particle and metal ion

and presented three kinetic variations describing how the particle is influenced by the surrounding

ions. One case was a “perfect sink” model, where all the particles that reach the electrode surface are

embedded. This situation is perhaps unrealistic, but it gives a theoretical upper limit to the number

of particles that are able to be codeposited at a given applied potential. More realistic approaches

were the surface force boundary layer approximation and the electrode-ion-particle electron transfer

models. In the former case, due to surface forces close to the electrode surface not all particles are

co-deposited with the metal. Both attractive-and repulsive-surface force interactions were considered

and described in terms of an energy-potential function at the electrode surface. The latter kinetic for-

mulation is the most useful since it includes the effect of applied potential (or current) on the parti-

cle incorporation rate. The electroactive metal ion is assumed to be adsorbed onto the particle

surface, and so the incorporation rate is directly linked with the metal deposition rate, as in the Celis,

Roos, and Buelens’ model. In agreement with experimental findings, the model predicts an increase

in particle deposit concentration with applied current density up to a maximum and then decrease.

The reason for the decrease in particle deposit concentration was the switch from a kinetic to diffu-

sion control particle rate. Once the particle was diffusion-controlled, its rate remained the same as

the current density increased. However, the rate of the metal deposition (still kinetically controlled)

further increased with current density, resulting in a deposit with a lower particle content.
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Fine particles have also been found to affect the metal-deposition rate. Inhibition of the metal reac-

tion rate occurred when nanometric-size particles were present in the electrolyte. This feature has been

observed by Webb and Robertson101 for a nickel composite with nanometric alumina particles, and by

Podlaha and Landolt102 when alumina was co-deposited with copper. Webb and Robertson pointed out

that if a blocking effect of the electrode surface by the particles is hypothesized to explain the metal

inhibition, a very high particle coverage is necessary, even when a small amount of particles are found

in the deposit. Therefore, some of the adsorbed particles at the electrode surface are not incorporated in

the metal, consistent with the earlier kinetic models.97,99 The effect of nanometric γ-Al2O3 particles

(average diameter of 50nm) on copper electrodeposition from a sulfuric acid electrolyte using a rotat-

ing-cylinder electrode has also been reported by Stojak and Talbot.103 The current density decreased

with the addition of particles in the kinetically limited region. Furthermore, Lozano-Morales and

Podlaha104 identified regions of copper inhibition and enhancement in the kinetic regime, with little

change in the mass transport limiting-current density of copper when studying the effect of low amounts

of γ-Al2O3 nanopowder in the electrolyte (�60g/L).

In the mass-transport region of Cu deposition, Stojak and Talbot103 observed an enhancement

in the limiting-current density with a large particle loading in the electrolyte (e.g., 158g/L), sug-

gesting that the particles affected the boundary-layer thickness around the electrode. Panda and

Podlaha105 also observed an increase in the limiting-current density of Cu during co-deposition of

γ-Al2O3 in a NiCu matrix into deep-recessed electrodes. Figure 16.10 shows the resulting copper

fraction measured by a wavelength-dispersive microprobe analysis along the length of a micropost,

similar to the size shown in Figure 16.5. The concentration of the Cu(II) in the electrolyte was 0.04

M with an excess of Ni(II), 1.0 M in a sodium citrate electrolyte (0.3 M) with ammonia hydroxide

to maintain pH 8, and the deposition was carried out with pulsed current, 10mA/cm2, with 10sec

“on” or applied current and with a 70sec “off ” or relaxation time. Since the concentration of the

Cu(II) ion is much smaller than the Ni(II), its deposition was ensured to occur under mass-transport

control inside the recess so that the concentration of the deposit reflects the change in its rate. Other

reports of metal-matrix composites into recess structures for MEMS type of applications, include

that of Jakob et al.106 regarding the co-deposition of nanometric TiO2 and Al2O3 into Ni microstruc-

tures and Wang and Kelly107 on the electrodeposition of submicron SiC–Ni and Al2O3–Ni compos-

ites. However few investigations have examined the unique features that result from the constrained

deposition into patterned substrates.
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Nanoparticle inclusion into deposits and its presence in the electrolyte during the deposition of

metals and alloys can affect the morphology of the deposit. Figure 16.11 demonstrates a case in

point. A microfabricated Ni-rich NiCu alloy is electrodeposited without (a) and with (b) the addi-

tion of 3.125g/L of alumina nanoparticles, under the same conditions. The addition of the particles

resulted in a smoother deposit. A similar result was also observed in Cu thin-film electrodeposition

onto a rotating-disk electrode from an acid electrolyte.104 Figure 16.12 shows the morphology

change from a rough elemental Cu deposit to a smoother deposit obtained with 60g/L particles in

the electrolyte, deposited under the same current density of 60mA/cm2. Intermediate particle load-

ing concentrations imparted a rougher surface than the elemental Cu morphology and the number

of particles in the deposit increased with the amount in the electrolyte.
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FIGURE 16.11 SEM micrographs of NiCu micro-posts (a) without and (b) with the addition of alumina

nanoparticles.
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FIGURE 16.12 SEM micrographs of an (a) elemental copper deposit, and γ-Al2O3-Cu composites obtained

from (b) 12.5, (c) 39, and (d) 60g/L particle loadings. (From Lozano-Morales, A. and Podlaha, E.J., J.

Electrochem. Soc., 151, C478–C483, 2004.)
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Without the use of a stabilizer or surfactant around the nanoparticles in electrolytes used for

electrodeposition, which often are high-ionic strength solutions, there may be agglomeration of the

particles. Interpretation of the particle influence on the electrodeposition process may then be

marred by the varying particle sizes in the electrolyte. In addition, commercially available nanopar-

ticles often have a wide distribution of particle size. One method attempted for the selective depo-

sition of particles of a maximum size is the use of pulse reverse deposition.108 A cathodic pulse is

used to deposit metal and a collection of particles from the electrolyte, albeit particles of varying

sizes. A pulse with a reverse polarity is then used to dissolve the metal and particles down to a char-

acteristic size. The remaining material is a collection of particles below a certain size. The method

has recently been presented by the authors and much room for improvement and understanding of

the pulse-reverse deposition remains.

16.5 SUMMARY

Electrochemical fabrication of nanomaterials is a wide area, and a short overview has been presented

to familiarize the reader with some of the leading topics and challenges in this field. Emphasis has been

placed on CMMs and nanoparticulate systems as both areas are of industrial interest for a wide variety

of applications. Compositionally modulated multilayers, having nanosize dimensions, can be deposited

as thin films, nanowires, pillars, and nanotubes and are governed by the electrodeposition process.

Compositional control of the process requires knowledge of the kinetic and mass-transport regions of

the depositing metals. Nanoparticles used as discrete particles may rely on electroless fabrication meth-

ods for the generation of shells around the nanoparticle core. Metal-matrix nanocomposite materials

comprise encapsulated nanoparticules into the electrodepositing metal. The particles not only impart

unique properties to the metal matrix but can also affect the metal deposition rate and morphology.
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17.1 INTRODUCTION

One of the most notable properties of nanostructured materials is their extremely high hardness and

strength, which makes them attractive for structural applications where strength and weight are crit-

ical. The widespread enthusiasm for research on the mechanical behavior of nanocrystalline mate-

rials is driven by both scientific curiosity and this technological promise. A key tenant for nanoscale

research involves the search for new physics arising from length-scale effects that result in unusual

properties at the nanoscale. In the case of mechanical behavior, it would be interesting to know if

dislocation activity, the dominant deformation mode in coarse-grained ductile materials, still plays

an important role as grain sizes approach tens of nanometers, and if novel deformation modes that

cannot be activated in coarse-grained materials emerge. From the application point of view, with the

increasing number of applications of nanocrystalline materials in microelectromechanical systems

(MEMS), micro/nano devices, precise cutting tools, surface coating, and high-performance struc-

tural applications, it is important to develop a detailed understanding of the intrinsic mechanical

behavior and underlying deformation mechanisms that govern the mechanical response of

nanocrystalline materials. This fundamental knowledge is needed to be able to model and predict

mechanical performance and to design for the use of nanocrystalline materials in devices. In this

chapter, we present a brief overview of our current understanding of deformation behavior, focus-

ing on experimental findings that are accepted by the community as representative of the general

deformation response of nanocrystalline metals, and on the underlying deformation mechanisms

that have been proposed to explain these results. The picture is far from complete, and we have

made an effort to highlight outstanding questions and critical issues that appear to warrant further

investigation.

17.2 CHARACTERIZATION TECHNIQUES

17.2.1 MECHANICAL BEHAVIOR

17.2.1.1 Microindentation

As a general rule, whether prepared by electrodeposition, vapor deposition, mechanical alloying, or

gas-phase condensation and consolidation, nanocrystalline materials are only available in limited

quantities and have limited sizes in at least one of the three dimensions. Measurements of mechan-

ical properties using conventional tensile or compressive tests are often restricted by the small sizes

of samples. As an alternative, micro-hardness tests have been widely used to evaluate the mechan-

ical properties of nanocrystalline materials because no special sample preparation is required, and

because tests of small samples or thin foils can be performed quickly and inexpensively. Hardness

is defined for ductile materials as the resistance to penetration of a hard indenter or the resistance

to plastic deformation. Since the strength of materials also reflects the resistance to plastic defor-

mation, hardness has an intrinsic relation to the strength of materials. However, the complex

stress/strain distribution around the hardness indent greatly complicates derivation of a straightfor-

ward relationship between the hardness and material strength. Numerical calculations are normally

required to reveal the yield or flow strength from hardness measurements. In practice, a simple

empirical relationship, with flow stress taken as one-third of the hardness, is widely used to esti-

mate the material strength.1

17.2.1.2 Nanoindentation

Nanoindentation testing is similar to conventional hardness techniques, but is performed on a

much smaller scale using special equipment that provides very precise measurements of load and

displacement. The load is applied and measured with a magnetic coil, and tip displacement is
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measured with parallel plate capacitors. The force required to press a sharp diamond indenter into

a material is recorded as a function of indentation depth. By using this displacement-sensitive

indentation technique both elastic modulus and hardness can be extracted from the nanoindenta-

tion curve.2 In addition, with controllable loading and unloading, several types of mechanical tests

including constant strain rate, constant loading rate, cyclic loading, adjustable maximum load, and

displacement can be performed. By changing the testing parameters, strain rate sensitivity and

work hardening of materials have been systematically investigated. Figure 17.1 illustrates an

example in which the difference in loading rate sensitivity between ultrafine-grained and

nanocrystalline Ni is revealed by systematic nanoindentation measurements.3

17.2.1.3 Tensile Testing

An increasing number of tensile tests of nanocrystalline materials have been conducted in recent

years. The availability of ultrafine-grained and nanocrytstalline materials produced by electrodepo-

sition and severe plastic deformation have resulted in samples with sufficient size to allow for tra-

ditional tensile testing.4 Other researchers have employed microsample tensile testing to

characterize micro-tensile specimens with dimensions of the order of hundreds of micrometers.5,6

More recently, the development of MEMS-inspired thin film tensile samples has allowed for the

tensile testing of vapor-deposited nanocrystalline thin films.7,8 In addition to providing the full

stress–strain response of the materials, these experiments have also been used to probe the transient

behavior of the material and to extract fundamental parameters such as the strain rate sensitivity and

activation volume. Cyclic tension–tension loading provides an opportunity for high-cycle fatigue

testing, although specimen geometry still precludes fully reversed loading and fatigue crack growth

experiments on microsamples. High-cycle fatigue and fatigue crack growth experiments have been

conducted on nanocrystalline ED Ni.9,10

17.2.2 MICROSTRUCTURAL CHARACTERIZATION

17.2.2.1 X-Ray Diffraction

Considering that grain size is the most important microstructural parameter to describe the

nanocrystalline materials, various techniques have been proposed to experimentally measure the

grain size, which include transmission electron microscopy (TEM), scanning probe microscopy

(SPM), scanning electron microscopy (SEM), and x-ray diffraction (XRD). Among them, XRD

has unique advantages in simple sample preparation and information from a large area and has

been widely used to determine an averaged grain size. Various theoretical modes including

Scherrer equation, integral breadth analysis, and methods derived by Warrant and Averbach, and

Williamson and Hall, have been developed to attain the average grain size from the Bragg peak

broadening.11 For nanocrystalline materials, the microstructure has been shown to be inhomoge-

neous with a wide distribution in grain sizes. The single parameter of the average grain sizes

appears to be insufficient to describe the microstructure features of nanocrystalline materials. The

distribution range of grain size is especially important when considering the mechanical proper-

ties of nanocrystalline materials. A modified Warrant–Averbach and Williamson–Hall peak profile

analysis method has been suggested recently to estimate grain size distributions of nanocrystalline

materials.12 The importance of measuring the grain size distribution experimentally should not be

overlooked.

In addition tograin size measurements, XRD technique has been recently developed to measure

the density and type of crystal defects in nanocrystalline metals and thereby can provide valuable

information on the deformation mechanisms of nanocrystalline materials. This will be discussed in

Section 17.4. 
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17.2.2.2 Transmission Electron Microscopy

The use of TEM, which has proven to be extremely useful in the characterization of microcrys-

talline materials, is also very powerful for the characterization of nanocrystalline materials. TEM

thin foils of nanocrystalline metals and alloys can be prepared in much the same way as their micro-

crystalline counterparts: electropolishing, ion milling, and focused ion beam machining are all
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viable preparation routes. In some cases, the preparation of nanocrystalline thin films with thick-

ness of the order of hundreds of nanometers allows for direct TEM observations without specimen

preparation. Conventional (bright- and dark-field) imaging techniques can be used to characterize

the grain size and presence of defects (dislocations, stacking faults, twins) and impurities. The over-

lapping of grains in the foil can make it difficult to identify individual grains in bright field, but the

use of dark-field TEM has proven to be an effective way of imaging and characterizing grain size.

Detailed titling experiments have been extremely effective for characterizing dislocation densities,

Burger’s vectors, and dislocation organization in microcrystalline alloys, but difficulties in obtain-

ing diffraction patterns of, and setting up diffraction conditions for, nanosized grains have largely

precluded such experiments in nanocrystalline alloys. Moreover, while postmortem observations of

deformed nanocrystalline materials indicate that the dislocation content in these specimens is very

low,5,13 it is worth noting that the absence of dislocations cannot be taken as proof that they did not

participate in the deformation process since the dislocations may have been absorbed into the grain

boundaries either during or after the deformation process. In regions where the thickness of the

TEM foil is less than the grain size, the use of high-resolution electron microscopy (HREM) has

proven to be useful for the characterization of both intergranular grain boundaries and intragranu-

lar defects.14,15

The absence of dislocations in postmortem samples and the possibility of grain boundary-

related relaxation processes have resulted in considerable interest in the use of in situ straining tech-

niques to capture the deformation processes that govern plasticity in these materials. Techniques for

specimen preparation and loading are now fairly common, and novel techniques such as the use of

an in-column indenter16 are also emerging. Single- and double-tilt strain holders are commercially

available and, in principle, the use of bright field (BF), dark field (DF), and HREM imaging modes

should allow for direct observations of dislocation activity, grain rotation, grain boundary sliding,

twining, cracking, and even dynamic interaction between deformation processes. In practice, the

implementation of such techniques requires considerable expertise as limitations of thin foil geom-

etry and difficulties in specimen manipulation must be overcome. 

17.3 MECHANICAL RESPONSE

17.3.1 STRENGTH

It is well known that the yield strength of coarse-grained metals follows, almost without exception,

the Hall–Petch relationship between grain size and strength

σ�σo �kD�1�2 (17.1)

where σ is the yield strength, D the average grain size in diameter, σo the “friction stress” repre-

senting the overall resistance of the crystal lattice to dislocation movement, and the Hall–Petch

slope k is a constant that depends on the material. On the basis of an extrapolation of Equation

(17.1), the advent of nanocrystalline materials naturally raise the expectation of superstrong mate-

rials. The mechanical properties documented in the literature for nanocrystalline metals with grain

size well below 100nm are mostly for face-centered-cubic (fcc) metals (e.g., Cu, Ni, and Pd). These

data have been primarily derived from uniaxial tension/compression tests and micro- or nano inden-

tation tests.13 Typical tensile engineering stress–strain curves obtained at several strain rates are

shown for electrodeposited nanocrystalline Ni in Figure 17.2.

Typically, these nanocrystalline metals exhibit yield strength of the order of 1GPa, an order of

magnitude higher than their coarse-grained counterparts. The strength has been found to increase

with decreasing grain size, approximately following the Hall–Petch relationship (17.1). As exam-

ples, the Hall–Petch plots for Ni and Cu, obtained by compiling data from a number of experiments,
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are shown in Figure 17.3 and Figure 17.4, respectively. In the case of Ni, the slope of a linear fit to

the data (e.g., the broken line in Figure 17.3) is higher than the Hall–Petch slope of conventional

Ni. For Cu, in Figure 17.4, the Hall–Petch line given by Meyers and Chawla17 goes through the data

for reported grains sizes of �20nm and seems to represent the data fairly well.
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Grain refinement leading to strengthening has traditionally been explained by the concept of

pileup of dislocations at grain boundaries25 (see Section 17.4). The reasons for the continued

Hall–Petch type strengthening down to nanoscale grain sizes are not fully understood, because dis-

location sources are not expected to operate within the tiny nanocrystalline grains and there is no

experimental confirmation of dislocation pileups in deformed nanocrystalline specimens. Indeed,

while the strengthening continues with decreasing grain size, Figure 17.3 (e.g., data set E) and

Figure 17.4 seem to suggest a decrease in the Hall–Petch slope k in the nanocrystalline regime when

d becomes very small. In other words, there is a flattening of the curves in the nanocrystalline

regime. 

Several reports26–28 claim that below a grain size of ~10nm, strength decreases with further grain

refinement (the so-called “inverse Hall–Petch” relationship). There is thus a “strongest grain size”

where the yield stress peaks, and this appears to occur at an average grain size in the range of 10 to

20nm. An inverse Hall–Petch behavior was in fact reported very early in the 1980s,29 but was later

found to be an artifact due to sample porosity: the hardness increases for samples with a larger d

because they were fabricated by thermally coarsening the as-prepared nanocrystalline material,

resulting in densification and therefore an increase in the hardness.11 In later studies, a couple of elec-

trodeposited, full-density nanocrystalline samples have also shown the transition into a negative

Hall–Petch slope; one example is seen in Figure 17.3 (data set E).21 But the experimental evidence
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pointing to such unusual deformation responses remains so limited that a verdict is still difficult to

reach at present. The challenge comes from the fact that nanocrystalline samples with d of the order

of a few nanometers and suitable for reliable mechanical tests are very difficult to achieve. They have

to be of full density, free of contaminations, preferably in bulk form, and the grains should be

equiaxed with uniform sizes. One would hope to obtain high-quality samples via vacuum vapor dep-

osition. But deposited metals tend to grow columnar grains and the films are usually too thin for con-

ventional mechanical property tests. For example, a recent nanoindentation test suggests that a single

Hall–Petch slope would apply for grain sizes all the way from several micrometers down to 10nm,

but the hardness data were obtained for very thin (as thin as 70nm) Ni films on a hard (silica) sub-

strate, such that finite-element (FE) method modeling had to be used to deconvolute the data.30 The

hardness derived as such for the nanocrystalline film (not included in Figure 17.3) was higher than

those shown in Figure 17.3. There are some experimental indications, however, that grain boundary

sliding and grain rotation may become operative at grain sizes below 10nm,15,31 and thus could sub-

stantially contribute to deformation especially if very large stresses are applied. These suggest that

the softening behavior or the controversial “inverse Hall–Petch relationship,” predicted by molecu-

lar dynamics (MD) simulations and models,32 is at least a possibility for extremely small grain sizes. 

17.3.2 TENSILE DUCTILITY

A literature survey indicates that the vast majority of nanocrystalline metals have tensile elongation

to failure (percent elongation) below ~10%, sometimes even exhibiting or bordering “brittle” behav-

ior.38 The elongation observed for nanocrystalline Ni in Figure 17.2 is in fact typical for nanocrys-

talline metals in this regard. As examples, the ductility data measured for various nanocrystalline

metals (d � 100nm) over the years are summarized in Figure 17.5. Recent summaries such as this
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indicate that the tensile elongation to failure of fcc metals (d � 100nm) is usually much lower than

their conventional coarse-grained counterparts (in Figure 17.5, the coarse-grained metals cluster on

the upper-left corner). There are, however, exceptions. An electroplated Co (d � 12nm) showed a

respectable ~7% plastic strain at room temperature, a ductility not much lower than the hcp Co of

normal grain sizes.4

In extreme cases, some nanocrystalline metals fail with little or no visible plastic strains (see

Figure 17.5). Some also fail at rather low stresses (see bottom of Figure 17.5). It is now generally

accepted that such an early and premature fracture, sometimes in the elastic regime even before

yielding has a chance to start, is due to the processing flaws and artifacts.11,39 This is especially true

when the bulk sample is consolidated from loose nanoparticles, leaving pores inside the samples

that trigger failure under the large tensile stresses the nanocrystalline material is subjected to. The

residual porosity (of which the last 1% is extremely difficult to eliminate when consolidation has to

be done at low temperatures to preserve the nanosized grains), insufficient interparticle bonding

(even when full density is reached), impurities, large internal stresses, etc., can all promote the brit-

tle behavior. The nanoscale pores and segregated impurities, particularly contaminations from H, S,

O, etc., are also suspected to be detrimental to ductility in samples deposited through electrodepo-

sition from complicated plating baths.40

The failure at small plastic strains can sometimes be due to a form of plastic instability, such as

shear banding or necking in the early stage of straining.39 The concentrated strains due to localiza-

tion cause crack formation in the otherwise ductile metals. The observations of macroscopic chisel-

tip fracture in tensile tests of electrodeposited nano-Ni that showed little tensile elongation to

fracture also support the localized deformation hypothesis.18 This tendency for the plastic deforma-

tion in nanocrystalline metals to become unstable and severely localized early upon straining orig-

inates from the lack of an effective mechanism to sustain sufficiently high rates of work hardening,

as discussed below. 

Intrinsically, the nanocrystalline metals appear to be ductile, at least for grain sizes above 

10nm. This is shown by the dimple features on the fracture surface (Figure 17.6) and the microscopic
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FIGURE 17.6 Scanning electron micrograph of the fracture surface of electroplated nanocrystalline Ni (d �

~30nm) after tensile test to failure, showing dimpled rupture features indicative of ductile behavior. 
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necking features seen before fracture. Some recent tests on samples with low content of impurities

and porosity, including nanocrystalline Ni alloys and nanocrystalline Cu, showed elongations at least

�6%.35,36,41 While this is still rather low compared with their coarse-grained counterparts, such a

decent ductility is adequate for many engineering applications.

17.3.3 WORK HARDENING

The lack of effective strain hardening in nanocrystalline metals upon plastic deformation is perhaps

to be expected because the extremely small grains cannot store dislocations to increase defect den-

sity by orders of magnitude, as normally possible in coarse-grained metals. Experimentally,

stress–strain curves of nanocrystalline metals become flat quickly after the first few percent of plas-

tic strain, with a high work-hardening rate only in the early stage of deformation (e.g., Figure 17.2).3

This is seen in the tensile curves such as the one shown in Figure 17.2. There appears to be rather

fast strain hardening at small strains (1 to 3%), immediately after yielding for nanocrystalline Ni and

Cu.13 This observation is not well understood. One possibility is that this is an initial transition period

during which nanograins with different sizes gradually get involved in plastic deformation (either dis-

location-based or via grain boundary sliding), since there is always a grain size distribution in

nanocrystalline materials. The conventional mechanisms for high work-hardening rates in fcc met-

als, including the formation of dislocation locks such as the Lomer–Cottrell locks, formation of

dipoles, and significant pinning due to dislocation intersections, have not been experimentally

observed for nanocrystalline metals. These mechanisms, however, may be possible at very high

strains and strain rates, as demonstrated in computer simulations of nanocrystalline Cu (d � 50nm).42

17.3.4 STRAIN RATE SENSITIVITY

It has been hypothesized that nanocrystalline metals may show “low-temperature superplasticity”

at or near room temperature due to grain boundary deformation mechanisms (such as grain bound-

ary sliding and Coble creep). These grain boundary diffusion-mediated processes would lead to a

high strain rate sensitivity of the flow stress, m, in the range 0.5 to 1. So far, such large m values

have been reported only for creep tests, where the slow diffusional processes associated with grain

boundary deformation mechanisms can largely accommodate the very slow strain rate. At ordinary

strain rates, large m values have been observed only in nanocrystalline Zn,43 for which room tem-

perature is already a high homologous temperature.

Although far from the magnitude required for superplasticity, for fcc nanocrystalline metals, the

m values are noticeably higher than those for their coarse-grained counterparts.44 There has been

evidence showing that the mechanical response of fcc nanocrystalline metals becomes more strain-

rate-sensitive than coarse-grained counterparts. For nanocrystalline Ni (d�30 to 40nm), Schwaiger

et al.3 and Dalla Torre et al.22 found an m of the order of 0.02 using depth-sensing instrumented

indentation and tensile testing at various strain rates. Their tensile test results, in the range 3�10−3

to 3 × 10−1 sec−1, have been included in Figure 17.2. The flow stress of nanocrystalline Ni increases

noticeably with strain rates. Experimental results from several laboratories are summarized in

Figure 17.7 for Cu and Ni. Clearly, nanocrystalline fcc metals exhibit a noticeably more pronounced

strain rate sensitivity, up to a factor of ~4 at room temperature, compared to their larger grained

counterparts. The mechanisms underlying the unusual rate sensitivity of deformation of fcc

nanocrystalline metals and alloys are not fully understood at this time. 

17.3.5 LOCALIZED DEFORMATION

In the absence of adequate work-hardening mechanisms, local softening caused by thermal or geo-

metrical fluctuations triggers the localization of plastic deformation. One possibility is the concen-

tration of large deformation in narrow shear bands similar to those in amorphous materials,51

although the exact flow mechanisms can be quite different. In addition, the simple force instability
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in a tensile test, necking, can easily develop as predicted by the Considére criterion.52 The lack of

adequate strain hardening renders a high-strength nanocrystalline material very susceptible to these

plastic instabilities, severely limiting the desirable uniform strain. A perfectly plastic material with-

out strain hardening would neck right away after the plastic flow commences.

In this context, Jia et al.53 have shown the formation of localized shear bands during compres-

sion deformation of nanocrystalline body-centered-cubic (bcc) Fe at quasi-static strain rates at room

temperature; they further noted that the width of the band increased with increasing strain and

increasing grain size. Figure 17.8 shows that shear bands develop in consolidated Fe (d ~ 100nm)
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FIGURE 17.7 Summary of room-temperature strain rate sensitivity m vs. grain size d for Cu (a) and Ni (b)

from the literature. Note that these figures include data not only for nanocrystalline Cu and Ni but also for

ultrafine- and coarse-grained references to cover the entire d range. For both Cu and Ni, there is a clear trend

of increasing m with decreasing d. The dashed curves are used to serve as a guide to the eye. In (a), A – from

Ref. 45; B – from Ref. 46; C – from Ref. 47; D – from Ref. 44; E – from Ref. 48; F – from Ref. 49; G – from

Ref. 35. A strain rate sensitivity m quoted as high as 0.1450 was left out in the Cu graph because no data were

presented for its measurement and it is apparently at odds with all other data. In (b), A – from Ref. 3; B – from

Ref. 22; C – from Ref. 23; D – from Ref. 46. 

101
0.00

(a)

(b)

0.01

S
tr

a
in

 r
a
te

 s
e
n
s
it
iv

it
y
 (

m
)

0.02

0.03

0.04

0.05

A
B
C
D
E
F
G

102 103

Grain size (nm)

104 105

101
0.00

0.005S
tr

a
in

 r
a
te

 s
e
n
s
it
iv

it
y
 (

m
)

0.010

0.015

0.020

0.025

A
B
C
D

102 103

Grain size (nm)

104 105

Copyright 2006 by Taylor & Francis Group, LLC



in a manner similar to that reported earlier in ultrafine-grained nanocrystalline Fe–10% Cu alloy in

compression and in tension.51 As seen in Figure 17.8, the grains within the shear band show large

elongations along the direction of shearing, while the grains outside the band remain equiaxed. The

elongated grains inside the shear band appear to contain high densities of dislocations, suggesting

a dislocation-based mechanism of plastic flow. The lack of recovery/recrystallization and the sharp

boundaries of the bands seem to suggest that the shear banding is not adiabatic in nature.54 Signs of

shear banding have also been reported in compression testing of nanocrystalline Pd33 and in fatigue

testing of nanocrystalline Cu,55 but shear banding has not been found to be a prevalent mode of

deformation for all nanocrystalline materials. 

17.3.6 CRYOGENIC BEHAVIOR

Figure 17.9 shows the large increase in strength when nanocrystalline Ni is deformed at 77K (liq-

uid nitrogen temperature) when compared with that at room temperature.23 The strength ratio is

clearly higher than that for reference Ni (coarse-grained) shown in the inset, for which this
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FIGURE 17.8 A collage of TEM micrographs across a shear band formed in nano-Fe (d ~ 100nm), show-

ing the elongated grains with dislocations inside the shear band, and the equi-axed grains outside the shear

band (top and bottom corners). The electron diffraction pattern taken inside the shear band reveals texturing.

(From Wei, Q. et al., Appl. Phys. Lett., 81, 1240–1242 (2002).)
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(Cottrell–Stokes) ratio is approximately a constant of 1.2 for annealed Ni or Ni subjected to differ-

ent amounts of cold work. This behavior is consistent with the increased strain rate dependence dis-

cussed above, and has also been observed in nanocrystalline Cu and nanocrystalline Co as well.23,56

17.3.7 CREEP AND SUPERPLASTICITY

A number of studies have been performed to investigate whether creep mediated by grain boundary

diffusion, which is dominant in coarse-grained metals at elevated temperatures (0.4 to 0.6Tm, where

Tm is the melting temperature), can become significant at low temperatures in nanocrystalline met-

als (e.g., room temperature). The possibly large contribution from grain boundary diffusional creep,

due to the large fraction of grain boundary atoms and their unusual diffusion rates, has been hypoth-

esized for many years, but existing data in the literature are conflicting. Creep rates consistent with

Coble creep or long-range diffusion-mediated grain boundary sliding were indeed reported for elec-

troplated nanocrystalline Ni (d � 6, 20, and 40 nm) and Au,58,59 but not in Cu and Pd prepared using

inert gas condensation (IGC) that showed creep rates similar to their coarse-grained counterparts.60

The total creep strain range examined was usually small, less than 1%, making it difficult to judge

if a steady-state creep rate has indeed been attained. As summarized in a review by Mohamed and

Li,61 data obtained by different investigators are either not consistent in trend, or too limited in

scope. Some of the inconsistency may be due to the specific microstructural features in the samples

studied, e.g., the appreciable number of twin boundaries and low-angle boundaries in the IGC sam-

ples could be resisting sliding. 

Although there is no superplasticity established for nanocrystalline metals at room temperature,

there are a small number of observations of superplastic deformation at moderately elevated tempera-

tures. This has upheld the predictions of the advantage of nanocrystalline materials in low-temperature
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superplastic deformation. Using electrodeposited nanocrystalline nickel (d � 20nm), nanocrystalline

1420-Al (d � 100nm), and nanocrystalline Ni3Al (d � 50nm) prepared via severe plastic deforma-

tion, McFadden et al.57 conducted tensile tests at constant strain rates and elevated temperatures. In the

case of nickel, a transition in deformation behavior occurred above 280°C; this is indicated by the

curve for deformation at 350°C in Figure 17.10, which shows yielding and strong strain hardening with

a large plastic deformation in the superplastic regime of �200% elongation. This onset of superplas-

ticity coincided with the onset of grain growth. For Ni3Al, the conventional material has a yield-stress

maximum around 650°C, referred to in the literature as a “yield-stress anomaly,” but this strength max-

imum is accompanied by a ductility minimum, around 20% total elongation. In contrast, in nanocrys-

talline Ni3Al, the tensile ductility is as high as 350% at this temperature. As for nanocrystalline

1420-Al, in addition to lower superplastic temperatures, it also demonstrated high-strain-rate super-

plasticity, defined by superplastic strain rates greater than 10�2sec�1. Samples before and after defor-

mation are shown in Figure 17.11, which demonstrates the large uniform elongation representative of

superplasticity.

After deformation at 350°C, the average grain size in the deformed gage section of Ni was 

1.3µm along the tensile axis and 0.64µm transverse to the tensile axis. Although significant grain

growth occurred during deformation, these grain sizes were still much smaller than those obtain-

able using conventional refinement techniques. After finishing testing on 1420-Al at 250°C, the
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grain size in the deformed gage section was 0.22µm. For the Ni3Al that was tested at 650°C, the

grain size in the deformed gage section was still nanocrystalline at 100nm. Note that the high flow

stresses and significant work hardening observed in Ni3Al and 1420-Al suggest that the details of

superplasticity may be fundamentally different in nanostructured materials.

17.3.8 FATIGUE AND FRACTURE

Many attractive features of nanocrystalline metals, such as high strength, high hardness, and improved

resistance to wear and corrosion damage, would likely be rendered nonviable if the damage tolerance

of these materials does not meet certain acceptable levels for specific applications. An understanding

of the damage tolerance would require comprehensive knowledge of the resistance to fracture initia-

tion and growth, and of stress- and strain-based total fatigue life and subcritical crack growth.

However, only limited information is presently available in the literature. This lack of information can

be attributed to the fact that the processing methods used to produce fully dense nanocrystalline mate-

rials with uniform purity and uniformly small grain sizes typically yield only thin foils. Although these

methods can provide material with large in-plane dimensions, the small specimen thickness poses con-

siderable experimental difficulties in performing a valid test to extract fracture toughness, resistance

curve (R curve) or fatigue properties. A review of several very recent experiments in this area, includ-

ing discussion on fracture mechanisms, has been published by Kumar et al.13

Mirshams et al.62 studied the quasi-static fracture toughness of thin sheets of nanocrystalline

nickel (d � 19 to 48nm) produced by electrodeposition by investigating their R curve response. In

this approach, the stress intensity factor or strain energy release rate is plotted against the increment

in crack length with the objective of assessing the resistance of the material to quasi-static crack

growth in a subcritical manner, usually for specimens in a state of plane stress. Mirshams et al. stud-

ied subcritical growth resistance by monitoring R curves with small compact tension specimens

where a clip gage was used to monitor crack extension along with optical microscopy. They reported

plane stress, steady-state, quasi-static fracture toughness values in the range 20 to 120MPam1/2, and

a strong negative influence of annealing temperature and carbon doping on the toughness value.

Independent experimental studies of fracture resistance in fatigue precracked 100-µm-thick elec-

trodeposited Ni sheets with d � 20 to 40nm, also reveal that the plane stress fracture toughness in

laboratory air is at least about 25MPam1/2.13 The nanocrystalline Ni as such has a reasonable frac-

ture toughness considering its relatively high strength and low ductility compared with conventional

Ni. However, further experimental studies of fracture toughness in nanocrystalline metals and alloys

are critically needed so as to develop a fundamental framework with which their fracture mecha-

nisms can be systematically assessed. 
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FIGURE 17.11 Tensile specimens in the as-machined geometry and after deformation, showing superplastic

deformation (to elongations well beyond 100%). (From McFadden, S.X. et al., Nature, 398, 684–686, 1999.)
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It is widely recognized from the wealth of experimental information available in the literature63

on conventional metals and alloys that a reduction in grain size generally results in an elevation in

strength which engenders an increase in fatigue endurance limit during stress-controlled cyclic

loading of initially smooth-surfaced laboratory specimens. Since the total fatigue life under such

conditions is dominated by crack nucleation and since fatigue cracks generally nucleate at the free

surface, grain refinement here is considered to result in improvements in fatigue life as well as

endurance limit. On the other hand, a coarser grain structure with lower strength and enhanced duc-

tility generally plays a more beneficial role in the strain-controlled fatigue response of metals and

alloys. Here, low-cycle fatigue properties generally improve with grain coarsening. 

While several studies have examined the total fatigue life of ultrafine crystalline metals pro-

duced by equal channel angular pressing, where severe plastic deformation was used for grain

refinement,64 little is known about the fatigue characteristics of nanocrystalline metals. In a recent

report9 of the fatigue life and fatigue crack growth characteristics of a well-characterized elec-

trodeposited nanocrystalline Ni with d � 20 to 40nm, Hanlon et al.9 compared its stress-life (S-N)

fatigue response with that of a similarly produced ultrafine crystalline (d � 300nm) Ni and of a

conventional Ni. Figure 17.12 shows that grain refinement has a significant effect on the S-N fatigue

response of pure Ni. Nanocrystalline Ni has a slightly higher, but reproducible increase in the ten-

sile stress range needed to achieve a fixed life and in the endurance limit (defined at 2 million

fatigue cycles) compared with the 300nm Ni. A significantly higher fatigue endurance limit than

the conventional microcrystalline metal is evident. Hanlon et al.9 also conducted fatigue crack

growth experiments on nanocrystalline Ni using edge-notched specimens. They found that the rate

of fatigue crack growth is significantly increased with decreasing grain size in this intermediate

regime of fatigue fracture. Such trends are fully consistent with the mechanistic expectations of

fatigue fracture based on results available for conventional alloys. 

Recently, Aktaa et al.10 reported results for high-cycle tension–tension (R � 0.1) fatigue testing

of electrodeposited ultrafine-grained LIGA Ni. The as-measured S–N data suggested that the ultra-

fine-grained samples were more fatigue resistant than bulk Ni, but Aktaa and co-authors10 showed

that using the Basquin relation as modified by Morrow65 to account for the effect of mean stress (the

LIGA tests were conducted with R � 0.1 while the literature data for bulk Ni was obtained using
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FIGURE 17.12 S-N fatigue response of nanocrystalline Ni (d � 20–40nm) compared with that of an ultra-

fine crystalline Ni (ufc, d ~ 300nm) at frequency of 1Hz in air environment of the laboratory. Also shown for

comparison are the literature values of the range of endurance limits for conventional microcrystalline (mc)

pure Ni. (From Hanlon, T. et al., Scr. Mater., 49, 675–680, 2003.)
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fully reversed loading [R � �1]) indicated otherwise. Extended to the condition of fully reversed

loading, the fatigue behavior of the ultrafine-grained LIGA Ni samples was found to be comparable

with literature values for conventionally processed bulk Ni. Aktaa et al. also showed that final frac-

ture of the ultrafine-grained LIGA Ni samples corresponded to a fracture toughness of ~50MPam1/2.

17.4 DEFORMATION MECHANISMS

As described in Section 17.3, nanocrystalline materials often exhibit greatly enhanced mechanical

properties; ultra-high strength, hardness, and superplasticity at relatively low temperatures and high

strain rates, have all been reported. Numerous theoretical and experimental studies have been

undertaken, but to date the underlying mechanisms responsible for these unusual properties have

not been fully identified. In this section, we summarize the results and understanding that have been

gleaned from studies aimed at describing the unusually high strength and limited ductility that

nanocrystalline metals and alloys exhibit. While the overall ductility of metals is clearly diminished

when grain size is reduced to the nanocrystalline regime (Figure 17.5), it is important to note that

nanocrystalline metals and alloys do plastically deform. Identification of the physical mechanisms

responsible for this plasticity is needed to model both the enhanced strength and the reduced plas-

ticity. The picture is currently far from complete, but significant progress has been made and gen-

eral trends and moderate levels of understanding appear to be emerging. 

17.4.1 EXTENSIONS OF MICROSCALE DEFORMATION MECHANISMS

In undertaking to describe how nanocrystalline materials deform, it seems prudent to first establish

to what scale microscale deformation mechanisms are operative. Plasticity on the microscale is well

described in the framework of dislocation activity, and detailed models of the effect that lattice fric-

tion, strain hardening, and microstructural obstacles (precipitates, dispersiods, grain boundaries)

have on dislocation mobility have been developed to depict the attendant mechanical behavior of

numerous microcrystalline alloys. Time-dependent deformation of microcrystalline materials may

also occur by diffusive processes, and the strain rates associated with processes such as

Herring–Nabarro creep and Coble creep are known to be strongly grain-size-dependent. Here, we

discuss the physical processes associated with both Hall–Petch strengthening and Coble creep and

consider their applicability to nanocrystalline metals.

17.4.1.1 Hall–Petch Relationship

The empirical Hall–Petch relationship (17.1) for the effect of grain size on strength has been shown

to hold for a remarkably wide range of microcrystalline grain sizes and it was first thought that

extrapolation to smaller grain sizes might provide a measure of the changes that occur in the under-

lying deformation mechanism.

The composite Hall–Petch plots for Ni and Cu that are shown in Figure 17.3 and Figure 17.4

are similar to those that have been published elsewhere in that they indicate that the Hall–Petch rela-

tion holds for grain sizes of less than 100nm. Closer inspection of the data in these plots indicates

that the Hall–Petch slope is lower in the nanocrystalline domain than it is in the microcrystalline

range. In some cases, a zero or even negative Hall–Petch slope has been reported.26–28 Experimental

evidence for the existence of a negative Hall–Petch slope is, however, not conclusive and has been

the focus of considerable debate. This point aside, schematic representations of the variation of

yield strength as a function of grain size have been constructed by several authors13,32 and an exam-

ple is shown in Figure 17.13. The following three different regions are identifiable:

1. A region from micro-scale to about 100nm, where strengthening with grain refinement

follows the traditional Hall–Petch relationship.
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2. A region for grain sizes ranging from approximately 100 to 10nm, where the linear rela-

tionship between σy and D�1/2 appears to hold, but the slope (efficacy of grain boundaries

as dislocation obstacles) and intercept (intrinsic strength) are different than for the micro-

crystalline region.

3. A region corresponding to grain sizes of 10nm or smaller, where loss of the Hall–Petch

exponent and potential grain boundary softening may occur. 

This continuum level description of changes in the flow behavior of nanocrystalline metals can be

related to changes in the underlying deformation mechanisms by considering the physical basis of

the Hall–Petch relationship. To date, three models with different microscopic mechanisms have

been proposed. It is useful to revisit these models and to consider the extent to which they would

be valid in the nanocrystalline regime. 

17.4.1.1.1 Dislocation Pileup Model
The original and most cited dislocation explanation for the Hall–Petch relationship is based on the

concept that grain boundaries act as barriers to dislocation motion. As a result of this, dislocations

gliding on the same slip plane can be expected to form a dislocation pileup at the edge of the grain

(at the grain boundary). This piledup array of dislocations concentrates and magnifies the applied

shear stress at the boundary (Figure 17.14). If there are n dislocations in the pileup, the effective

shear stress at the boundary will be nτi, where τi is the resolved shear stress.66 The number of dis-

locations (n) in a pileup scales with the grain diameter D and is given by67,68

n� (17.2)

where κ � (1�ν) for edges and 1 for screws and b is the magnitude of the Burger’s vector. When the

stress at the tip of the pileup exceeds a critical stress τc, dislocations are nucleated in the neighboring

grain and slip continues. Macroscopic plastic deformation is thought to be associated with the spread-

ing of dislocation activity throughout the specimen and the stress at which this occurs is given as

τc �nτi � (17.3)
κπτ i

2D
�

4Gb

κπτiD
�

4Gb
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FIGURE 17.13 A schematic representation of the variation of yield stress as a function of grain size in

microcrystalline, ultrafine-grained, and nanocrystalline metals and alloys. (From Kumar, K.S. et al., Acta

Mater., 51, 5743–5774, 2003.)
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The resolved shear stress required to overcome the influence of the grain boundary can be taken as

the applied stress τ less the friction stress to overcome intrinsic resistance τo, i.e.,

τi �τ �τo (17.4)

Substituting Equation (17.3) gives 

τc �nτi � (17.5)

and rearranging yields

τ�τo �� �
1/2

�τo �k�D�1/2 (17.6)

Expressing Equation (17.6) in terms of the normal stress, σ, results in Equation (17.1).

17.4.1.1.2 Grain Boundary Ledge Model
The fact that dislocation pileups are primarily observed in low stacking fault energy metals and

alloys and observations of dislocation generation at grain boundaries in microcrystalline alloys sug-

gest that dislocation pileups may not be the only micromechanism that leads to the Hall–Petch rela-

tionship. An alternative grain boundary dislocation model was proposed by Li.69 In this model, the

grain size effect is considered to come from dislocation emission at grain boundary ledges and the

ability of a grain boundary to emit dislocations is defined by the parameter

µ � (17.7)

where Ltotal is the total length of dislocation line emitted from a grain boundary and S the area of the

grain boundary. µ is intrinsically related to the dislocation density ρ within the grain and at the yield

point, the dislocation density is approximately expressed as

ρ� (17.8)

If the yield stress depends on the dislocation density, according to the Taylor relation,

σ�σo �αGb�ρ� (17.9)

3µ
�
D

Ltotal
�

S

4τcGb
�

πD

κπ (τ � τo) 2D
��

4Gb
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and the Hall–Petch relationship can be obtained from Equations (17.8) and (17.9)

σ�σo � �3�αGbµ1/2D�1/2 (17.10)

17.4.1.1.3 Composite Model
Adopting the idea that the effect of grain size is associated with the generation of dislocations from

grain boundaries, Meyers and Ashworth70 suggested that the grain-size dependence of strength may be

related to elastic incompatibility at grain boundaries. In this view, yielding of a polycrystalline metal

can be described in three stages. In the first stage, the difference in elastic response between adjacent

grains is responsible for the generation of incompatibility stresses at the grain boundaries, which rein-

force the resolved shear stress and initiate plastic flow at the grain boundaries prior to grain interiors.

In the second stage, the localized deformation results in a work-hardened grain boundary layer and a

softer core (σfGB�σfB). In the third stage, the dislocation density in grain interiors and grain boundary

regions equilibrate, both regions reach the same flow stress and the plastic incompatibility diminishes

(Figure 17.15). In this way, a grain can be treated as a composite with a hard shell (grain boundary

region) and soft core (grain interior). A “rule-of-mixtures” expression for the yield strength gives

σy �ABσfB �AGBσfGB (17.11)

where AGB and AB are the area fractions of the grain boundary shell and of the core. With the

assumptions that (1) the grains are spheres with diameter D and grain boundary thickness t and (2)

that t � kD1/2 (where k is constant), one obtains

σy �σfB �8k(σfGB �σGB)D�1/2 �16k2(σfGB �σGB)D�1 (17.12)

This equation yields the classical Hall–Petch relationship (σy ∝ D�1/2) for large grain sizes but the

D�1 term becomes more important for smaller grain sizes, which is qualitatively consistent with the

grain-size dependence illustrated in Figure 17.13. 
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FIGURE 17.15 Sequence of stages in polycrystalline deformation, starting with (a,b) localized plastic flow

in the grain-boundary regions, (c,d) formation of a work-hardened grain-boundary layer that leads to (e,f)

macro-yielding in which the grain interiors undergo plastic deformation. (From Meyers, M.A. and Ashworth,

E., Phil. Mag. A, 46, 737–759, 1982.)
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17.4.1.1.4 Limitations in the Extension of Hall–Petch Models to Nanocrystalline Metals
There is a growing body of evidence to indicate that all three dislocation-based mechanisms used

to describe the Hall–Petch relation in microcrystalline metals break down as the grain size is

reduced from hundreds to several tens of nanometers. As discussed below, it is generally acknowl-

edged that dislocation pileups become impractical and that Frank–Read and other traditional dislo-

cation sources cease to operate at these reduced grain sizes. It is also important to recognize that

postmortem TEM observations have failed to uncover any evidence of dislocation pileups or dislo-

cation tangles in deformed nanocrystalline metals71 and that in situ x-ray peak broadening experi-

ments72 also point to the absence of dislocation storage in these materials. 

Nieh and Wadsworth73 considered the absolute limit (a dislocation pileup composed of only two

edge dislocations) and calculated the equilibrium distance between these two dislocations from an

estimate of the lower bound repulsive force ( f ) per unit length, e.g.,

f� (17.13)

where l is the distance between the dislocations. By balancing this repulsive force with the exter-

nally applied shear force τappb, where τapp is the applied shear stress and is taken to be τapp � σ /2,

they predicted the critical distance between dislocations at yielding to be

lc � (17.14)

Using this relation, Nieh and Wadsworth calculated the critical size of a two dislocation pileup to be

in the range of several nanometers to tens of nanometers for a variety of metals.73 The strength pre-

dicted by the pileup model becomes increasingly discontinuous for pileups with limited numbers of

dislocations (�20).32,74 Given the discreteness of the model for small numbers of dislocations, it is

reasonable to assume that the dislocation pileup model breaks down at considerably larger grain sizes.

Other researchers have considered the stress required to activate a Frank–Read source and have

shown that for the strengths that have been measured in which such a source, the limiting source

size and therefore the limiting grain size, could operate is of the order of 30 to 50nm.71 This esti-

mate can be realized by considering the strength of a nano-Ni sample and comparing that strength

with the stress required for operating a Frank–Read source:

τ� � (17.15)

Given the lack of intragranular dislocation sources, the required dimensions of a dislocation pileup

and the absence of experimental evidence for such pileups, extension of the Hall–Petch dislocation

pileup model to nanocrystalline grain sizes would be highly questionable.

For both the Li grain boundary edge model and the Meyer’s composite model the grain size

effect on strength is derived from localized work hardening that involves generation and tangling of

dislocations in the near grain boundary regions. The absence of any evidence for dislocation stor-

age in nanocrystalline metals suggests that these classic work-hardening models are not appropri-

ate for nanocrystalline metals. Even if dislocation-based plasticity were to occur in nanocrystalline

grains, the gradients in intragranular plasticity described in these models would be very hard to

envision. Instead, the consensus building up seems to be that dislocation activity is fundamentally

different in nanocrystalline metals than it is in microcrystalline metals.

17.4.1.2 Coble Creep

Given the absence of traditional dislocation activity in nanocrystalline metals, Chokshi et al.29 pro-

posed a model for room-temperature deformation that is based on increased efficiency of Coble

Gb
�
lFR

σ
�
2

Gb
��
π (1 � v)σ

Gb2

��
2π (1 � v)l
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creep at relatively modest temperatures. Given the extremely high volume fraction of grain bound-

aries in nanocrystalline metals, enhanced diffusion and creep rates may be predicted to occur by the

transport of vacancies along grain boundaries, and deformation that is enhancedby grain boundary

behavior. For such diffusive processes, the deformation or creep rate ε can be expressed as75

ε� (17.16)

where Ω is the atomic volume, δ the grain boundary width, DGB the grain boundary diffusion coef-

ficient, k the Boltzmann’s constant, and T the absolute temperature. Because of the very high

dependence on grain size, the strain rate is predicted to be as high as 10�3 sec�1 for nanocrystalline

Cu with 10nm grains, which would be comparable with that required for quasi-static deformation.

For this reason, Coble creep was originally thought to be a viable mechanism for the plastic defor-

mation of nanocrystalline metals.29

Nieh and Wadsworth73 have, however, pointed out that the functional dependence of stress on

grain size assumed in the original work of Chokshi is not consistent with the theoretical model of

Coble creep,

σ�σo �αD3 (17.17)

where σo is the threshold stress for Coble creep and α a constant. This criticism seems to be sup-

ported by the fact that this relationship has not been found experimentally in other nanocrystalline

metals. Weertman and colleagues60 have shown that experimentally measured creep rates of

nanocrystalline Cu and Pt are two to four orders of magnitude smaller than the values predicted by

the equation for Coble creep. Thus, simple Coble creep cannot be the factor controlling the plastic

deformation of nanocrystalline metals. 

17.4.1.3 Mixture Model

Masumura et al.32 suggested a mixture model that accounts for the distribution of grain sizes that

occurs in most nanocrystalline materials. In this model, grains larger than a certain critical value are

thought to deform by dislocation plasticity and their strength is predicted by Hall–Petch, while

grains smaller than the critical value are modeled using descriptions for Coble creep. The yield

stress corresponding to a material with a given average grain size is calculated using a simple

weighted average of super- and subcritical grains. This description has been used to model the

dependence of strength on grain size and the deviation from Hall–Petch behavior that have been

reported for nanocrystalline Cu, e.g., Figure 17.3.29 The physical basis for this mixture model is,

however, less than clear. The Hall–Petch and Coble creep models were derived to explain inter-

granular behavior of a collection of grains; using them to describe the behavior of individual grains

is not physically sound and seems less than satisfactory. 

17.4.2 OBSERVED DEFORMATION MECHANISMS FOR NANOCRYSTALLINE METALS

17.4.2.1 Molecular Dynamics Simulations

The recent development of large-scale atomistic simulation techniques provides an opportunity to

observe atomic level processes associated with the deformation of nanocrystalline metals at a level

of atomic detail that is inaccessible to experiments. Limitations associated with the computational

complexity of these simulations preclude direct identification of exact deformation mechanisms, but

the availability of MD simulations can and has been used to deduce possible deformation processes

and to inspire mechanistic-based modeling of mechanical behavior in polycrystalline samples of

nanocrystalline materials. Comprehensive reviews on the MD simulations of nanocrystalline metals

150Ωδ DGBσ
��

π kΤD3
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can be found in the literature13,76 and the reader is referred to these references for a complete discus-

sion of the merits and limitations of the MD studies. In this chapter, our purpose is to highlight results

of MD simulations that can be compared with experimental observations and used to inspire future

experiments and models aimed at increasing our fundamental understanding of deformation mecha-

nism in nanocrystalline metals.

17.4.2.1.1 Grain Boundary Activity
Schiotz et al.77 have reported MD simulations of uniaxial deformation in nanocrystalline Cu, which

indicate that plastic deformation occurs predominantly in the grain boundaries (Figure 17.16).

Temporal snapshots of the deformation suggest that such deformation comprises of a large number

of small local sliding events, where only a few atoms (or at most a few tens of atoms) move with

respect to each other. The simulations further suggest that reducing the grain size and increasing the

fraction of the grain boundary atoms leads to enhanced grain boundary sliding and softening of the

material, as would be consistent with reported reverse Hall–Petch behavior. The grain boundary

sliding predicted by the simulation is similar in nature to the thermally assisted grain boundary slid-

ing that occurs during superplastic deformation. However, in the simulations, the grain boundary

sliding occurs at room temperature and at extremely fast strain rates. If thermal assistance is absent,

the grain boundary sliding simulated in the nanocrystalline materials appears to be driven by the

high stresses that accrue in the absence of dislocation plasticity. Extensive intragranular dislocation

activity was not observed in the simulations, but a small number of partial dislocations were

observed to nucleate at a grain boundary and traverse quickly through the adjacent grain. These par-

tial dislocations were responsible for only a minor part of the total deformation, but in the absence

of diffusion they are required for reshaping of the grains, as they slide past each other. 

Van Swygenhoven et al.78 reported similar atomic-scale processes in MD studies of tensile

loaded 3-D nanocrystalline Ni. Again, no evidence of intragranular dislocation plasticity was

uncovered, but grain boundary sliding was observed and associated with discrete atomic activity,

either through uncorrelated shuffling of individual boundary atoms or by shuffling of correlated

groups of boundary atoms. In both cases, the excess free volume present in the grain boundaries

appeared to play an important role in determining the response of the boundaries. In addition to

shuffling, hopping sequences involving several grain boundary atoms and, in many instances, the

nucleation of partial dislocations was also observed. These atomic-level grain boundary processes
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(a) (b) (c)

FIGURE 17.16 A simulated snapshot of the grain structure, displacements, and stresses in a nano-Cu sam-

ple after 8% deformation. (a) The grain boundaries are shown in blue and the stacking faults in red. (b) The

relative motion of the atoms (green atoms move up, red atoms move down, in the plane of the paper) during

the preceding 0.4% deformation highlights the concentration of slip at the grain boundaries. (c) The associated

stress field indicates that highest tensile (red) and compressive (blue) stresses occur in the boundaries but vary

dramatically on the atomic scale. (From Schiotz, J. et al., Nature, 391, 561–563, 1998.)
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are needed to relieve the accommodation stresses that build up during the sliding of atomically

rough grain boundaries. The resultant change in the structure of the grain boundary causes a redis-

tribution of these stresses and is needed to facilitate further sliding. The MD simulations suggest that

these grain boundary processes require short-range atomic motion and stress-assisted free-volume

migration and may involve dislocation emission but do not involve long-range diffusive processes

like Coble creep.

Yamakov et al.79 investigated the room-temperature plastic deformation of 2-D columnar net-

works of nanocrystalline Al with MD simulations and reported a transformation in the dominant

deformation process — plasticity being accommodated by grain boundary processes at relatively

lower strain rates and stresses, and partial dislocation activity and twinning at relatively higher

strain rates and stresses (Figure 17.17). It should be noted that the strain rates used in these MD

simulations are all orders of magnitude higher than are realized in experiments, and the importance

of dislocation activity at the highest strain rates may be over-exaggerated. Nevertheless, the impor-

tance of the grain boundary process and the fact that dislocation nucleation was observed in all of

the MD studies suggests that grain boundary sliding and associated dislocation emission both play

an important role in governing the plastic deformation of nanocrystalline metals. It is important to

note that the role of dislocations in nanocrystalline metals is predicted to be fundamentally differ-

ent from that for microcrystalline metals.

17.4.2.1.2 Dislocation Nucleation at Nanocrystalline Grain Boundaries
The MD simulations of deformation in nanocrystalline Cu, Ni, and Al samples all point to grain

boundary sliding as the dominant strain accommodation mechanism, and also illustrate the 

importance of atomic shuffling and free-volume migration in the nucleation of partial dislocations

at the grain boundaries and the subsequent propagation of these dislocations in the grain interiors.

The dislocations generated by this process can be shown to make a relatively minor contribution to

the overall strain, but they have a dramatic influence on the internal stresses that develop during

plastic deformation. 
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FIGURE 17.17 Simulated snapshot at 11.9% plastic strain for a nano-Al sample with an average grain diam-

eter of 45nm. A variety of processes involving dislocation–dislocation and dislocation–GB interactions have

occurred. The blue dots highlight the grain boundaries while the red dots denote atoms associated with stack-

ing faults or twins. (From Yamakov, V. et al., Nat. Mater., 1, 45–48, 2002.)
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The observation of partial dislocations was originally rationalized by the fact that partial disloca-

tions are easier to nucleate than unit dislocations80 and by the realization that the stress in the bound-

ary would be immediately reduced by the generation of the first partial dislocation, thereby greatly

decreasing the impetus for the second that would be needed to complete the unit dislocation. More

recently, Van Swygenhoven78 has argued that the overwhelming observation of partial dislocations is

skewed by the geometry and subnanosecond time constraints employed in the MD simulations. She has

argued that the formation of both unit and partial dislocations is possible and that the propensity for one

or the other is governed by the ratio of the stacking fault and unstable stacking energies of the material.

In either case, it is important to note that dislocation activity in nanocrystalline materials is significantly

different than that observed in microcrystalline metals; it involves nucleation at a grain boundary, trans-

mission across the adjoining nanometer-sized grain, and absorption into the opposing grain boundary.

The time of flight across the grain is expected to be extremely short and the probability of two dislo-

cations interacting and tangling within the grain is exceedingly low. This can be used to explain the lack

of dislocation storage and low rate of strain hardening typically associated with nanocrystalline metals.

Another practical consequence of the low probability of dislocation–dislocation interactions in

nanocrystalline metals is that it would be virtually impossible to image unit dislocations with post-

mortem TEM observations. By contrast, partial dislocations leave behind stacking faults and defor-

mation twins that can be associated with their presence and activity. In situ TEM observations

provide an opportunity for observing unit dislocations, but as is described below, these observations

are extremely difficult to conduct.

17.4.2.2 Experimental Observations

17.4.2.2.1 Absence of Dislocation Substructure in Deformed Nanocrystalline Samples
Postmortem TEM studies have failed to provide evidence for the existence of unit dislocations in

deformed nanocrystalline samples.13,71 The absence of individual unit dislocations in deformed

nanocrystalline samples cannot be taken as proof that they were not involved in the deformation

process; they may have passed through the grain and been absorbed into the opposing grain bound-

ary. Moreover, individual dislocations that stop in the grain interiors might be expected to relax into

a nearby grain boundary when the stress is removed. It is, however, important to note that the

observed absence of dislocation debris does indicate that dislocation interactions and tangling do

not occur in nanocrystalline samples in the same way that they do in microcrystalline metals. This

finding is important because it can be used to eliminate localized strain hardening as a source of

Hall–Petch strengthening and because it is consistent with the general description of dislocation

activity that has emerged from the MD simulations.

X-ray diffraction profile analysis has also been used for indirect characterization of dislocation

substructures. Peak broadening can be related to both limited scattering volumes and the presence of

inhomogeneous lattice strains.81 In microcrystalline metals, broadening caused by inhomogeneous

strains is often related to dislocation storage, and the shapes of x-ray peaks have been used as indirect

measures of dislocation densities, arrangement parameters, dipole polarization, and dislocation char-

acter.12 Budrovic et al.72 have studied peak broadening associated with the in situ plastic deformation

of nanocrystalline Ni samples in the Swiss Light Source and reported that the peak broadening that

occurs upon loading is fully recovered upon unloading. This finding points to an absence of disloca-

tion storage and is in good agreement with the TEM observations that report a lack of dislocation debris

in deformed nanocrystalline samples. Taken together, these experimental results suggest that disloca-

tion activity is fundamentally different for nanocrystalline metals than for microcrystalline metals. 

17.4.2.2.2 Partial Dislocation Emission from Grain Boundaries
The MD simulations described above all suggest that partial dislocation emission from grain

boundaries accompanies grain boundary sliding during the plastic deformation of nanocrystalline

Cu, Ni, and Al. The motion of these partial dislocations would naturally result in the formation of

stacking faults or deformation twins, which should be observable in postmortem TEM observations.
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Twins are commonly observed in nanocrystalline Ni and Cu samples, but the formation of growth

twins during the processing of these materials makes it hard to correlate the observation of twin-

ning with deformation processes. Twinning in nanocrystalline Al, as predicted by MD simulations,79

is an interesting case because the high stacking fault energy of Al greatly inhibits growth twins and

deformation twins have not been seen in coarse-grained pure Al. For this reason, recent TEM obser-

vations of deformation twins and stacking faults in heavily deformed nanocrystalline pure aluminum

by Chen et al. can be taken as direct evidence of partial dislocation-mediated plasticity. Twins and

faults were not observed in the as-deposited films, but were formed by micro-indentation and man-

ual grinding. Twins were observed in a significant fraction but not all of the grains. When observed,

the twins were associated with the smallest grains and found to propagate across the whole grain

(Figure 17.18) — observations which are in consistent with MD simulations.

Following the discovery of partial dislocation-mediated twinning in deformed nanocrystalline Al,

TEM observations of deformation twins and partial dislocations have also been reported in ball-milled

aluminum,82,83 severely deformed Cu under high-pressure torsion,35 nanocrystalline Cu,84 and cold-

rolled nanocrystalline Pd.85 It is also worth noting that Ungar et al.12 characterized deformed inert-gas-

condensed nanocrystalline Cu with x-ray peak broadening experiments and found the character of the

crystal defects to be twin-like in nature. On the whole, these experimental findings clearly suggest that

partial dislocation activity plays an active role in the plastic deformation of nanocrystalline materials.

The preference for twinning and partial dislocation activity in nanocrystalline fcc metals can be

rationalized by comparing the critical resolved shear stress needed to move a normal dislocation

(1/2〈110〉) between lateral grain boundaries (τN) with that required to move a Shockley partial dis-

location (1/6〈112〉) that generates stacking faults and deformation twins, τp. This comparison can be

made using formulations given by classical dislocation theory,67 assuming the dislocation is made

to move through a grain of diameter, D. The critical stresses can be expressed as

τN � (17.18)

and 

τP � � (17.19)
γ

�
bP

2αµbp
�

D

2αµbN
�

D
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FIGURE 17.18 A deformation twin in a micro-indented nanocrystalline Al film and an FFT pattern showing

the mirror symmetry between the twin and the matrix. (From Chen, M.W. et al., Science, 300, 1275–1277, 2003.)
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where µ is the shear modulus, γ the stacking fault energy, and bN and bP are the magnitudes of the

Burger’s vectors of the perfect dislocations and the Shockley partial dislocations, respectively. The

parameter α reflects the character of the dislocation (α � 0.5 and 1.5 for edge and screw disloca-

tions, respectively), and contains the scaling factor between the grain size and the length of the dis-

location source. For coarse-grained materials with a large D, the line-tension term (2αµbp/D) is

smaller, and τ p is dominated by the stacking fault energy term γ. For smaller grain sizes, the line-

tension term is much larger than (γ/bP), and τ p is determined by the grain size. Since bP is smaller

than bN, τ p will be smaller than τN for grains smaller than a critical value. The critical grain size for

the transition from perfect dislocation slip to partial dislocation assisted twining and stacking faults

formation can be obtained by equating Equations (17.1) and (17.2):

Dc � (17.20)

For Al, the critical grain size Dc is approximately 10nm, while for Cu and Ni, the estimated values

are 20 to 30nm. Thus, predictions given by this simple model can shed light on the underlying phys-

ical mechanism of the preference of partial dislocation-related deformation in nanocrystalline

metals.

17.4.2.2.3 In Situ TEM Observations of Dislocation Activity in Nanocrystalline Metals
Several attempts86–88 have been made to explore the deformation processes of nanocrystalline met-

als by in situ straining TEM technique. It has been found that uniform plastic deformation is

extremely difficult to achieve in nanocrystalline samples and crack formation is prevalent during in

situ observations. Contrast changes around crack tips have been observed. These contrasts appear

to be dislocations.87 However, due to the disappearance of these contrasts upon unloading, the char-

acteristics such as Burger’s vectors have not been determined and evidence to support the disloca-

tion behavior remains equivocal. 

17.4.2.2.4 In Situ TEM Observations of Nanocrystalline Grain Rotation
Nano-grain rotation via grain boundary sliding has been predicted to be an important deformation

mode in nanocrystalline materials as the grain size is reduced to less than 10nm.42,77,89 Definitive

experimental evidence, however, is difficult to achieve. Through in situ straining HREM observa-

tions of nanocrystalline Au films with a grain size of 10nm and a film thickness of 10 to 20nm, Ke

et al.15 first claimed that grain rotation was observed by measuring the changes in the angular rela-

tionship between the lattice fringes of different grains during deformation at low strain rates. The

strain tensor was calculated by measuring the relative displacements of three material points, and

using an analysis similar to that for strain gage rosettes. Relative grain rotation of up to 15°, along

with effective plastic strains of the order of 30%, was measured. However, because the film thick-

ness is almost identical to the grain size, whether this deformation behavior is a result of the two-

dimensional sample geometry needs to be clarified. 

More recently, Shan et al.31 reported in situ straining dark-field transmission electron micro-

scope observations of grain rotation in nanocrystalline Ni. Continuous grain contrast change was

viewed and it was claimed that the plastic deformation of nanocrystalline Ni is mediated by the

grain rotation, which results from the misorientation dependence of the energy of the grain bound-

aries that delineate a given grain from its neighbors. However, the grain rotation and the associated

contrast changes reported by Shan et al. can also be interpreted as nano-grain growth facilitated by

electron beam irradiation and applied stresses.90 Therefore, it is unclear if the observed grain rota-

tion plays an important role in plastic deformation.

In situ TEM observations have evidenced dynamic deformation processes, such as dislocation

motion and grain boundary sliding,15,87,88 but questions remain as to whether the localized plastic

deformation in the thin TEM foils under electron beam irradiation can faithfully represent the

2αµ(bN � bP)bP
��

γ
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macroscopic deformation behavior of three-dimensional nanocrystalline materials. Separate mod-

eling based on collective response may be required to completely explain these observations. 

17.4.3 COLLECTIVE RESPONSE

The previous discussion highlights descriptions and models of specific deformation mechanisms for

nanocrystalline metals. However, the link between atomic-scale deformation processes and macro-

scopic mechanical response remains to be established. Multi-scale models, spanning from the

atomic scale to individual grains and grain boundaries and then encompassing the collective behav-

ior of large numbers of nanocrystalline grains are needed to comprehensively describe the mechan-

ical behavior of nanocrystalline materials. Kumar et al.13 (Figure 17.19) have proposed a model that

qualitatively links atomic-scale TEM observations of dislocation processes with micro-scale SEM

observations of fracture surfaces of nano-Ni and suggests that localized plasticity and grain bound-

ary sliding lead to void nucleation and the development of a fracture surface with dimples that

encompass a number of individual grains. Similarly, MD simulations91 suggest that packets of hard

grains often bind together and result in rather inhomogeneous deformation in polycrystalline sam-

ples with grain sizes of the order of tens of nanometers. While very useful in providing insight into

how deformation proceeds and in highlighting the importance of considering the collective nature

of nanocrystalline grains, computational requirements severely limit the number of grains and

amount of deformation that can be studied with MD.

Morita et al.100 have developed a micromechanical model to investigate the influence of grain

size variations on the yielding behavior of nanocrystalline metals. This model assumes a log-normal

distribution of grains. The strength of each grain is determined from a relationship between grain size

and the stress required to nucleate dislocations at a grain boundary. The model, which extends the

Mori–Tanaka equations to the case of a finite solid containing many spherical inclusions that have

different plastic strains and internal stresses, indicates that plasticity proceeds from large to small

grains. The simulated results confirmed that both average grain size and grain size distribution play

an important role in determining macroscopic stress–strain behavior of nanocrystalline metals.

The use of FE analysis provides unique opportunities for studying the statistical aspects and col-

lective nature of deformation in nanocrystalline materials with large numbers of grains. The use of FE

requires that the underlying physics be properly identified and implicitly input into the model, but the

numerical efficiency of these codes allows for the study of microstructural variables, e.g., grain size

distributions, and the activation and interaction of concomitant deformation processes. For nanocrys-

talline metals, the interplay of grain boundary sliding, intragranular plasticity, and intergranular void-

ing and fracture all warrant investigation. Grain boundary sliding and de-cohesion can both be

modeled using cohesive elements, but the constitutive laws governing these processes are hard to

measure experimentally. Sansoz and Molinari92,93 have employed the quasi-continuum methods of

Tadmor et al.94 to deduce constitutive laws for grain boundary sliding and de-cohesion. Conventional

crystal plasticity models96–98 allow for intragranular plasticity and have been used in preliminary stud-

ies of deformation in nanocrystalline metals,99,100 but the fact that dislocation processes are funda-

mentally different in nanocrystalline and microcrystalline metals places serious limitations on the

utility of such efforts. Novel crystal plasticity models must be developed to take into account the dis-

crete nature of plasticity in nanocrystalline metals and the nonlocal deformation behavior that involves

dislocation emission and absorption from grain boundaries. Once developed, the use of these

advanced FE techniques can be expected to provide a much-needed bridge between atomic-scale

deformation processes and the continuum-scale properties of nanocrystalline structures.

17.5 CONCLUDING REMARKS

Nanocrystalline materials possess unusual mechanical properties and their deformation behavior

has attracted intense activity in recent years. In this chapter, we have attempted to summarize the
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FIGURE 17.19 A schematic illustration depicting how deformation evolves in nanocrystalline nickel, based

on experimental observations (i) during in situ deformation in the TEM, and (ii) of resulting fracture surfaces

in the SEM. Dislocation motion, void formation/growth at grain boundaries and triple junctions, the formation

of partially unconstrained ligaments that deform plastically, and the interaction of these various features to pro-

duce the eventual fracture morphology are all synthesized in this figure. (From Kumar, K.S. et al., Acta Mater.,

51, 5743–5774, 2003.)
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reported mechanical behavior of nanocrystalline metals and to highlight recent progress in devel-

oping an understanding of the underlying deformation mechanisms for these metals. The value of

reliable mechanical testing of well-characterized nanocrystalline metals is now universally appre-

ciated, and efforts to measure the full suite of properties and to characterize grain size distributions

and detailed deformation mechanisms are slowly being realized. There is strong physical evidence

to indicate that the extension of Hall–Petch models to nanocrystalline grain sizes cannot be justi-

fied. The importance of intergranular grain boundary sliding, and de-cohesion and intragranular

processes involving grain boundary nucleation and absorption of dislocations that do not interact

with other dislocations have been highlighted by both MD simulations and experimental observa-

tions. The relative importance of these processes, the individual or collective rotation of grains, and

the composite-like response of polycrystalline nanostructured metals remain to be elucidated and

represent an exciting area for continued research. 
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ABSTRACT

This chapter gives a brief overview of theoretical models describing the structure and behavior of

grain boundaries (GBs) in nanocrystalline materials. The specific structural peculiarities of GBs in

nanocrystalline materials, which are related to the nanoscale effects and nonequilibrium methods

of their fabrication, are discussed. Also, focus is placed on the specific deformation mechanisms

conducted via GBs and grain growth processes that control, respectively, the unique mechanical

properties and structural stability of nanocrystalline materials.

18.1 INTRODUCTION

Nanostructured solids (nanocrystalline bulk materials, films and coatings, nanocomposites, semi-

conductor quantum dots and wires, nanoparticles, carbon and noncarbon nanotubes, fullerenes,
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nanoscale multilayers, etc.) represent the subject of rapidly growing fundamental and applied

research efforts because of their outstanding physical, mechanical, and chemical properties (see,

e.g., Refs. [1–5]). These outstanding properties are due to the interface and nanoscale effects asso-

ciated with structural peculiarities of nanostructured materials, where the volume fraction of the

interfacial phase is extremely high, and the crystallite size d does not exceed 100 nm. Of special

importance from both fundamental and applied viewpoints are the unique mechanical properties of

nanocrystalline materials, one of the basic classes of nanostructured materials (see, e.g., [5–10].

Nanocrystalline materials are solids consisting of approximately equiaxed nanocrystallites (grains)

divided by GBs (Figure 18.1). GBs cruicially influence the mechanical properties of nanocrystalline

materials are crucially influenced. These properties are essentially different from those of conven-

tional coarse-grained polycrystalline materials with the same chemical compositions. In particular,

nanocrystalline materials exhibit the superhardeness, superstrength, and enhanced tribological char-

acteristics [5–11] highly desirable for applications. In many ways, the superhardeness, super-

strength and high wear resistance of nanocrystalline materials are related to the role of GBs as

effective obstacles for lattice dislocation slip, the dominant deformation mechanism in conventional

coarse-grained polycrystals. Also, the image forces acting in nanometer-sized crystallites of

nanocrystalline materials cause the difficulty in forming lattice dislocations in such nanocrystallites

[12,13]. With these GB and nanoscale effects, the conventional lattice dislocation slip is hampered

in nanocrystalline materials. At the same time, GBs in nanocrystalline materials provide the effec-

tive action of deformation mechanisms being different from the conventional lattice dislocation slip.

As a corollary, the crystallite refinement leads to competition between the lattice dislocation slip

and deformation mechanisms associated with the active role of GBs.

The competition between different deformation mechanisms is seen as being responsible for

the unique mechanical properties of nanocrystalline solids [6–10,14–24] and represents a mani-

festation of both the GB and nanoscale effects in such materials. In general, the GB effect comes

into play because a large fraction of atoms of nanocrystalline material are located at GBs, where
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Grain boundary  Triple junction 

FIGURE 18.1 Nanocrystalline material consists of tentatively equiaxed grains (crystallites) of the same phase

and grain size d � 100 nm. Large-scale views of typical structural elements of nanocrystalline material — short

grain boundaries and their triple junctions are shown in the bottom portion of the figure.
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their behavior is different from that seen in the bulk. The nanoscale effect occurs because many

fundamental processes in crystals are associated with length scales of around a few nanometers.

Identification of GB structures and their contribution to plastic flow is very important for under-

standing the specific structural features and the unique mechanical behavior of nanocrystalline

materials. However, in many cases, the structure and deformation mechanisms in nanocrystalline

materials cannot be unambiguously identified with the help of contemporary experimental methods

because of high precision demands on experiments at the nanoscale. Under these circumstances,

theoretical modeling of GB structures and plastic deformation processes represents a very impor-

tant part of both fundamental and applied research on nanocrystalline materials. In this chapter, we

give a brief overview of theoretical models that describe GBs and their effects on plastic flow in

nanocrystalline materials (see Sections 18.2 to 18.5). For brevity, we will concentrate on final

results of theoretical models, and their mathematical details will be omitted.

The outstanding physical, mechanical, and chemical properties of nanocrystalline materials are

highly sensitive to their structural stabilty. Grain growth processes that destroy the nanocrystalline

state are capable of causing a dramatic degradation of these properties. In particular, the strength,

hardness, and other mechanical characteristics of a material rapidly degrade with the increase in the

mean grain size from nanometers to micrometers [6,7]. In this context, an adequate description of

grain growth processes in nanocrystalline materials is very important for the design and control of

their structure and unique properties. In Section 18.6, we will discuss theoretical models address-

ing grain growth processes in nanocrystalline and polycrystalline materials with special attention

being paid to the nanoscale effects on these processes.

18.2 SPECIFIC STRUCTURAL FEATURES OF GRAIN BOUNDARIES IN
NANOCRYSTALLINE MATERIALS

Nanocrystalline materials are solids consisting of approximately equiaxed nanoscale grains (nanocrys-

tallites) divided by GBs (Figure 18.1). Grains are characterized by grain size d�100 nm and have the

crystalline structure. Crystal lattices of grains are misoriented relative to each other. Therefore, neigh-

boring grains are divided by GBs, narrow regions (with thickness being around 1 nm) that carry a geo-

metric mismatch between adjacent misoriented crystalline grains (Figure 18.1). With the nanoscale

range of grain sizes, the volume fraction of the GB phase is exteremely high in nanocrystalline mate-

rials, which is one of the definitive structural features of nanocrystalline materials.

Generally speaking, GBs are also typical structural elements of conventional coarse-grained

polycrystals, where the volume fraction of the GB phase is low (�1%). GBs in polycrystalline mate-

rials are subjects of traditional experimental and theoretical studies in materials science and solid-

state physics (see, e.g., [25,26]). In these studies, it is well recognized that both the structure and

properties of GBs in polycrystalline materials are essentially different from those of the bulk phase

(crystalline grain interiors). Atoms in the bulk phase form equilibrium crystal lattices corresponding

to the minimum free energy or another relevant thermodynamic potential of infinite crystal. Atoms

in GBs are arranged in a more complicated and disordered manner (Figure 18.2) because there are

restrictions on their arrangement, imposed by the adjacent crystal lattices of misoriented grains.

GB structures in coarse-grained polycrystals can be divided into the following key categories:

low-angle periodic boundaries (Figure 18.2a) [26], high-angle periodic boundaries (Figure 18.2b)

[26], nonequilibrium grain boundaries containing high-density ensembles of defects (Figure 18.2c)

[27,28], and amorphous grain boundaries (Figure 18.2d) (see [29] and references therein). Low-

angle periodic grain boundaries are characterized by low misorientation angles (tentatively � 15)

between the adjacent grains and represent periodic arrays of lattice dislocations [26]. For illustra-

tion, a low-angle tilt boundary is shown as a periodic wall of edge lattice dislocations in Figure

18.2a. High-angle periodic boundaries represent narrow regions with thickness of around 1 nm and

atomic structure very different from that of the adjacent crystalline grains [26–28] (Figure 18.2b).
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High-angle periodic boundaries commonly contain periodic arrays of GB dislocations (with small

Burgers vectors being displacement-shift-complete lattice vectors, which characterize GB transla-

tion symmetries) (Figure 18.2b). These GB dislocations are called “equilibrium” or, in other terms,

intrinsic GB dislocations and are associated with the misorientation mismatch between the adjacent

grains. Nonequilibrium GBs are often formed in coarse-grained polycrystalline materials under

high-strain deformation, in which case GBs intensively absorb lattice dislocations [27,28]. Besides

intrinsic GB dislocations, high-density ensembles of extrinsic GB dislocations (resulting from split-

ting of absorbed lattice dislocations) and other defects are present in nonequilibrium GBs (Figure

18.2c). Extrinsic GB dislocations, after some relaxation time interval, disappear via annihilation of

dislocations with opposite Burgers vectors and other transformations. As a result of the relaxation

process whose intensity is controlled by temperature, nonequilibrium GBs (Figure 18.2c) transform

into their equilibrium states (Figure 18.2b). Amorphous GBs (Figure 18.2d) frequently exist in

covalently bonded ceramic materials, where their chemical composition is different from that of the

adjacent crystalline grains (see [29] and references therein).

The fact that the structure and behavior of GBs are very different from those of the bulk phase

has been used by Gleiter and coworkers in 1984 in their pioneering paper [30], reporting on the fab-

rication of nanocrystalline materials and defining them as a new state of matter. Gleiter et al. [30]

assumed that GBs with their very specific structural and behavioral features give rise to specific

nanocrystalline materials defined as polycrystals with finest grains and exteremely high volume

fraction of the GB phase. In early studies, the characteristic grain size range of the nanocrystalline

matter was defined to be from 3 to 20 nm [30,31]. Later, the notion of nanocrystalline materials was

extended to include diverse solids — nanocrystalline materials, nanocomposites, semiconductor
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FIGURE 18.2 Types of grain boundaries: (a) low-angle periodic boundaries; (b) high-angle periodic bound-

aries; (c) nonequilibrium grain boundaries containing high-density ensembles of defects; and (d) amorphous

grain boundaries.
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quantum dots and wires, nanoparticles, carbon and noncarbon nanotubes, fullerenes, nanoscale

multilayers, and others — with structural elements (commonly crystallites), having at least one

dimension smaller than 100 nm [2]. In this context, besides GBs, interphase boundaries and free

surfaces represent interfaces and cause specific interface effects in diverse nanostructured materi-

als. This chapter deals with GBs in nanocrystalline materials — a widely diverse class of nanos-

tructured materials — that have unique properties highly desirable in current and future high

technologies.

In general, GBs in nanocrystalline materials have specific structural features which are respon-

sible for their specific behavior and properties. We distinguish the following key specific features

of GBs in nanocrystalline materials, differentiating them from GBs in conventional coarse-grained

polycrystals:

1. The volume fraction of the GB phase is extremely high in nanocrystalline materials.

2. GBs are very short; the boundary length does not exceed 100 nm.

3. The volume fraction of triple junctions of GBs is extremely high in nanocrystalline

solids.

4. The structure of GBs in nanocrystalline materials in many cases is nonequilibrium with

high densities of nonperiodically arranged GB defects.

Following is a brief general discussion of these structural features and their effects on the

behavior of GBs and properties of nanocrystalline materials. The fact that nanocrystalline materials

contain high-density ensembles of GBs is, in general, responsible for their crucial influence on the

properties of nanocrystalline materials. The fact that GBs are very short in nanocrystalline materi-

als has several consequences for their structural geometry and behavior. First of all, nanosized GBs

in nanocrystalline materials with the finest grains are characterized by length values close to those

of periods that characterize periodic GB structures in coarse-grained polycrystals. Under these cir-

cumstances, nanosized GBs in their equilibrium (low-energy) state in nanocrystalline materials

often cannot be defined as periodic; they are either quasiperiodic [32] or have the structure with

inhomogeneities of the GB dislocation distribution in vicinities of triple junctions [33]. Also, nano-

sized GBs easily undergo structural transformations related to changes in their length and form. In

particular, the enhanced local migration of GBs facilitates grain growth and GB sliding processes

in nanocrystalline materials. On the other hand, however, there is a strong elastic interaction

between neighboring nanosized GBs, because (extremely short) distances between them are close

to the characteristic scales of their stress fields. With this interaction, GB structures are formed that

minimize the elastic energy of GB ensembles in nanocrystalline materials. The low-energy ensem-

bles exhibit a certain structural stability, because there is an energy barrier needed to destroy low-

energy GB structures. This factor hampers grain growth and other processes associated with

structural transformations of GBs in nanocrystalline materials.

High-density ensembles of triple junctions of GBs also contribute to the structural stability of

the nanocrystalline matter, because they serve as effective drag centers for GB migration and grain

growth processes [34]. In general, triple junctions have both structure and properties different from

those of GBs that they adjoin (see, e.g., [35]). In particular, triple junctions often contain defects

that influence the structure of adjacent GBs [10] and, as shown in experiments [36,37] and theoret-

ical models [38,39], are capable of enhancing the structural and chemical transformations in vicini-

ties of triple junctions. Also, the diffusion along triple junction tubes is much faster than the

diffusion along GB planes and bulk diffusion [40]. In this context, the effects of triple junctions are

essential in nanocrystalline materials, where their volume fraction is very high [31].

Parallel with nanosized geometry and triple junctions, conditions of fabrication of nanocrys-

talline materials strongly affect the structure and behavior of GBs in these materials. More pre-

cisely, nanocrystalline materials are commonly fabricated by highly nonequilibrium methods,

causing the formation of so-called extrinsic GB defects, that is, defects which are not geometrically
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necessary at GBs. Under these circumstances, the density of nonequilibrium GBs (Figure 18.2c) in

nanocrystalline materials is much higher than that in conventional coarse-grained polycrystals.

Nonequilibrium GBs with high densities of extrinsic defects (Figure 18.2c) exhibit specific proper-

ties which are different from those of equilibrium GBs containing intrinsic defects only [27,28].

It is believed that the nonequilibrium GBs are responsible for the very unusual diffusional

and mechanical properties of nanocrystalline materials produced by severe plastic deformation

[27,41–43].

To summarize, GBs in nanocrystalline materials are characterized by specific geometric and

structural features (1)–(4) that strongly affect their behavior and, as a corollary, their functional

properties. In particular, these features essentially influence deformation and grain growth

processes in the nanocrystalline matter. The role of GBs in plastic deformation and grain growth in

nanocrystalline materials will be discussed in next sections.

18.3 EFFECTS OF GRAIN BOUNDARIES ON PLASTIC FLOW IN 
NANOCRYSTALLINE MATERIALS: GENERAL VIEW

Let us consider the effects of GBs on plastic deformation in nanocrystalline materials. Generally

nanocrystalline materials show very high strength and specific deformation behavior [5–10]. In par-

ticular, their specific deformation behavior is exhibited by the so-called abnormal Hall–Petch effect

which manifests itself as either the saturation or decrease in the yield stress of a nanocrystalline

material with reduction in the grain size d in the range of very small grains (see, e.g., [6,7,44,45]).

Most of the theoretical models relate the abnormal Hall–Petch dependence to the competition

between deformation mechanisms in nanocrystalline materials (for a review, see [10,20]). In the

framework of this approach, the conventional dislocation slip dominates in crystalline materials

with the grain size in the range of d�dc. The critical value dc of the grain size is between 10 and 30

nm, depending on material and structural parameters. With the well-known strengthening effect of

GBs [26], the yield stress and associated mechanical characteristics of these materials grow with

diminishing grain size in the range of d�dc. The deformation mechanisms associated with the

active role of GBs dominate in nanocrystalline materials in the range of very small grains (d�dc).

These deformation mechanisms provide either saturation or a decrease of the yield stress (or

strength) with diminishing grain size d in the range of d�dc. In Section 18.4, we will consider in

detail the situation where the competition between the lattice dislocation slip and GB diffusional

creep (Coble creep) is responsible for the abnormal Hall–Petch relationship.

In general, according to contemporary representations on plastic flow processes in nanocrys-

talline matter [6–10,14–24,44–60], the following deformation mechanisms operate:

● Lattice dislocation slip
● GB sliding
● GB diffusional creep (Coble creep)
● Triple junction diffusional creep
● Rotational deformation occurring via movement of GB disclinations
● Twin deformation arising owing to by partial dislocations emitted from GBs

As noted previously, conventional dislocation slip dominates in crystalline materials in the

mean grain size range d�dc, where the critical grain size dc is about 10 to 30 nm, depending on

material and structural parameters. At the same time, with grain refinement, the lattice dislocation

slip shows some specific features due to the GB and nanoscale effects. In particular, following the

dislocation model of Pande and Masumura [46], though the lattice dislocation slip is still dominant

in nanocrystalline solids in a wide range of the grain size, the number of dislocations within a grain

cannot be very large. As a corollary, a contribution of the lattice dislocation slip to plastic flow grad-

ually decreases with diminishing grain size.
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Recently, Cheng et al. [23] have suggested a very interesting classification of polycrystalline

and nanocrystalline materials, based on the specific features of the lattice dislocation slip and the

role of GBs in the lattice dislocation generation. Following Chang et al. [23], materials are divided

into four categories:

1. Traditional materials with grain size d being larger than about 1 µm. In these materials,

the lattice dislocation slip is dominant with carriers — perfect lattice dislocations — being

generated by dislocation sources (like Frank–Read sources) located in grain interiors.

2. Fine-grained materials with grain size d being in the range from about 30 nm to 1 µm.

In these materials, the lattice dislocation slip is dominant with carriers — perfect lattice

dislocations — being generated by dislocation sources located at GBs.

3. Nano II materials with grain size d being in the range from about 10 to 30 nm. In Nano

II materials, the basic carriers of plastic flow are partial lattice dislocations generated by

dislocation sources located at GBs. Movement of these partial dislocations is accompa-

nied by the formation of stacking faults and deformation twins in grain interiors.

4. Nano I materials with grain size d being lower than about 10 nm. In these materials, GB

sliding and other deformation mechanisms conducted by GBs are dominant.

Cheng et al. [23] emphasized that the grain size ranges used in their classification scheme are

very approximate; they can be different in different materials. At the same time, the classification

[23] attempts to describe the key tendency in the grain size effects on deformation mechanisms

operating in polycrystalline and nanocrystalline materials. In this, the most intriguing mechanical

behavior is exhibited by Nano I materials, that is, nanocrystalline materials with very small grains.

In these materials, plastic flow occurs mostly through GB-conducted deformation mechanisms, in

particular, GB diffusional creep and GB sliding that will be discussed in next sections.

18.4 COMPETITION BETWEEN LATTICE DISLOCATION SLIP AND GRAIN
BOUNDARY DIFFUSIONAL CREEP (COBLE CREEP) IN
NANOCRYSTALLINE MATERIALS

The relationship between yield stress τ and grain size d is described by the classic Hall–Petch rela-

tionship [61,62], namely,

τ � τ0 � kd�1/2 (18.1)

where τ
0

is the friction stress, and k a constant often referred to as the Hall–Petch slope that varies

from material to material. This equation holds well for grain sizes larger than about a micron.

Masumura et al. [14] have plotted (see Figure 18.3) some of the available data in a Hall–Petch plot

(Ref. [14] contains detailed list of materials and references). It is seen that the yield stress-grain size

exponent for relatively large grains appears to be very close to �1/2 and generally this trend con-

tinues until the very fine grain regime (~100 nm) is reached. With the advent of nanocrystalline

materials whose grain sizes are of nanometer (nm) dimensions, the applicability and validity of

Equation (18.1) becomes of interest [63].

A close analysis of experimental Hall–Petch data in a variety of materials shows that the plot

of τ vs. d�1/2 forms a continuous curve. However, below a critical grain size, the Hall–Petch slope

is nearly zero with no increase in strength with decreasing grain size or a the strength actually

decreases with decreasing grain size [64].

For large grain sizes (region I) a number of models have been proposed to account for the grain

size dependence of the stress, τ, in Equation (18.1), most of which can be rationalized in terms of

a dislocation pile-up model [65]. In deriving the Hall–Petch relation, the role of grain boundaries

as a barrier to dislocation model is considered in various models. In one type of model [66–68], the
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grain boundary acts as a barrier to pile up dislocations, causing stresses to concentrate and activate

dislocation sources in the neighboring grains, thus initiating slip from grain to grain. In other mod-

els [69,70] the grain boundaries are regarded as dislocation barriers limiting the mean free path of

the dislocations, thereby increasing strain hardening, resulting in a Hall–Petch type relation. (For a

survey, see Lasalmonie and Strudel [71].) It is clear that a variety of processes, both dislocation and

nondislocation based, could be postulated. Pande and Masumura [46], by considering the conven-

tional Hall–Petch model, showed that a dislocation theory for the Hall–Petch effect only gives a lin-

ear dependence of τ on d�1/2 when there are large number of dislocations in a pile-up. This model

assumes that the classical Hall–Petch dislocation pile-up model is still dominant with the sole

exception that the analysis must take into account the nanometer size of grains whereby the num-

ber of dislocations within a grain cannot be very large. Further, at still smaller grain sizes, this

mechanism should cease when there are only two dislocations in the pile-up. When the number of

dislocations falls to one, no further increase in the yield stress is possible and it should saturate.

Pande and Masumura [46] have modified the classical Hall–Petch dislocation model to include

this effect. Their model recovers classical Hall–Petch at large grain sizes but for smaller grain sizes

the τ levels decrease. This model therefore cannot explain a drop in τ for very fine-grained materi-

als. One can of course assume that dislocation sources must operate in each grain, and so an addi-

tional component of the yield stress GB/d exists. However, as shown by Yamakov et al. [72], such

a possibility is not probable.

There are other dislocation models such as Valiev et al. [73], Malygin [74], and Gryaznov et al.

[75]. Gryaznov et al. proposed a generalization of the of Hall–Petch relationship. By making judi-

cious assumptions and approximations, they were able to develop a formulation that can account

for yield stress for any grain sizes.

Clearly, at sufficiently small grain sizes, the Hall–Petch model based upon dislocations may not

be operative. However in this region it is believed that a new mechanism of deformation may be

operative, called Coble creep or grain boundary diffusional creep. It is a deformation process that

leads to homogeneous elongation of grains along the tensile direction.

Chokshi et al. [76] have proposed room-temperature Coble creep as the mechanism to explain

their results. Certainly, there is an order of magnitude agreement and the trend is correct; however,

the functional dependence of τ on d is incorrect as pointed out by Nieh and Wadsworth [77].
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FIGURE 18.3 Compilation of yield stress data of materials whose behavior is in agreement with the

Hall–Petch formulation. Deviation from the Hall–Petch slope may be due to Coble creep.
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Conventional Coble creep requires that ε
.
∝ d3 ∝ (d1/2)�6, i.e., the τ vs. d�1/2 curve falls very steeply

as d�1/2 increases. This is not found experimentally [76].

A plausible explanation for this experimental fact was suggested by Masumura et al. [14]. In

their model it is assumed that polycrystals with a relatively large average grain size obey the clas-

sical Hall–Petch relation. For very small grain sizes, it is assumed that Coble creep is active. If all

the grains in the polycrystal are of the same size, the slope of the plot of the yield stress vs. d�1/2

will change discontinuously at some critical grain size at which the mechanism changes. However,

the statistical nature of the grain sizes in a polycrystal has to be taken into consideration by using

an analysis similar to Kurzydlowski [78]. The volume of the grains is assumed to be log-normally

distributed.

Finally, it is assumed that a grain size d* exists, where the value of grain size in the classical

Hall–Petch mechanism switches to the Coble creep mechanism, i.e., τ
hp

� τc at d � d*. This model

gives an analytical expression for τ as a function of the inverse square root of d in a simple and

approximate manner that could be compared with experimental data over a whole range of grain

sizes. A major consideration in this approach is which explicit expression is to be used for Coble

creep.

In the model of Masumura et al. [14] the τ vs. d relationship used for Coble creep is given by

τc � A/d � Bd3 (18.2)

where B is both temperature and strain-rate dependent. This threshold term A/d can be large if d is in

the nanometer range. For intermediate grain sizes, both mechanisms might be active if the specimen

has range of grain size distributions. Others (e.g., Sastry [79]) have also proposed a threshold of the

form A/d. The term p � (A/d*)/(B(d*)3) is defined as the ratio of Coble threshold stress to conventional

stress evaluated at d* where the transition from Coble creep to Hall–Petch strengthening occurs,

p � (18.3)

and yields a universal curve obtained with the form and shape of the curve similar to experimental

data. In a recent publication, Yamakov et al. [72] have obtained a slightly different relation of Coble

creep for small grain sizes.

Figure 18.4 and Figure 18.5 give the expression of the normalized yield stress as a function of

normalized grain size raised to �1/2 for copper and palladium, respectively, and compared with

experiments. In those figures, σ is the width of the grain size distribution, p and p′ are measures of

the Coble creep to Hall–Petch strengthening based on the formulation of Masumura et al. [14] and

Yamakov et al. [72], respectively. The Coble creep expression developed with a threshold stress

gives a better fit unless the values of d* are relatively small. It should however be noted that the

experimental result of Chokshi et al. [76] is controversial (see Refs. [80,81]) and hence further

experimental results are needed to obtain a definite choice of the Coble creep expression.

18.5 GRAIN BOUNDARY SLIDING AND HIGH-STRAIN-RATE 
SUPERPLASTICITY IN NANOCRYSTALLINE MATERIALS

High-strain-rate superplasticity of nanocrystalline materials (Ni3Al, Al-, and Ti-based alloys) [82–89]

is a remarkable phenomenon which is different from both superplasticity of microcrystalline solids

and conventional low tensile ductulity of nanocrystalline materials. In particular, nanocrystalline

materials exhibit superplastic behavior at higher strain rates and lower temperatures compared with

their micro-grained counterparts. Also, high-strain-rate superplasticity in nanocrystalline materials is

characterized by very high flow stresses with the essential strengthening taking place at the extensive

stage of deformation [82–89]. It is different from both superplasticity of microcrystalline materials at

low flow stresses [90,91] and conventional low tensile ductility of most nanocrystalline materials [6].

A/d*

�
B(d*)3
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In this context, recent experimental observations of high-strain-rate superplasticity [82–89] (and sim-

ilar data on good tensile ductility [92–96]) of nanocrystalline materials give exciting evidence for the

unusual deformation behavior of such materials. Following reviews [88,89] of experimental data on

high-strain-rate superplasticity of nanocrystalline materials, GB sliding is the dominant mode of

superplastic deformation in such materials. In this context, it is highly interesting to understand the

specific features of GB sliding and its role in high-strain-rate superplasticity in nanocrystalline mat-

ter. These aspects are the subject of growing fundamental interest motivated by a range of new com-

mercial applications based on the use of superplasticity of nanocrystalline materials.
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FIGURE 18.4 Normalized yield stress as a function of ξ�1/2 (ξ is scaled grain size) comparing the various

formulations of creep response for copper. The parameters β and K� are obtained from experimental data.
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FIGURE 18.5 Normalized yield stress as a function of ξ�1/2 (ξ is scaled grain size) comparing the various

formulations of creep response for palladium. The parameters β and K� are obtained from experimental data.

Copyright 2006 by Taylor & Francis Group, LLC



Grain Boundaries in Nanomaterials 541

In general, GB sliding is well-known as the dominant deformation mechanism in conventional

microcrystalline materials exhibiting superplasticity (see, e.g., [90,91]). Carriers of GB sliding are

treated as GB dislocations with small Burgers vectors being temporarily parallel to GB planes [26].

In the theory of superplasticity of conventional microcrystalline materials, characteristics of super-

plastic flow are caused by mechanisms that accommodate GB sliding (see, e.g., [97]). The same is

true for the situation with nanocrystalline materials deformed through GB sliding, in which case,

however, the GB and nanoscale effects modify the action of GB sliding and its accommodating

mechanisms.

Hahn and coworkers [48,49] have suggested a model describing GB migration as the accom-

modation mechanism whose combined action with GB sliding gives rise to plastic flow localization

in nanocrystalline bulk materials and materials. The model [48,49] suggests that GB migration

occurs during plastic deformation and results in the formation of a zone where all GB planes are

approximately parallel to each other (Figures 18.6a and b). The GB sliding is enhanced in this zone

which, therefore, develops into a shear band where plastic flow is localized (Figure 18.6b). At the

same time, however, the model [48,49] does not identify a mechanism for specific GB migration,

which makes GB planes to be parallel to each other.

Representations of the model [48,49] have been recently extended in two ways. First, the for-

mation of a zone where all GB planes are approximately parallel to each other has been recently

described as that resulting from the movement of partial cellular dislocations (Figure 18.6c), defects

in arrays of nanograins (cells) of a deformed nanocrystalline sample [53]. It is a large-scale descrip-

tion of plastic flow localization at the grain ensemble level.

 

(a)

(b) 

(c) 

FIGURE 18.6 Plastic flow localization. (a) Nondeformed state of a nanocrystalline specimen modeled as a

two-dimensional array of nanograins. (b) Local migration of grain boundaries gives rise to the formation of a

local zone where grain boundaries are parallel to each other and intensive plastic shear through grain bound-

ary sliding occurs. (c) The formation of a local zone where grain boundaries are parallel to each other results

from movement of partial cellular dislocations.
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Second, a theoretical model [60] has been suggested describing nanoscale peculiarities of GB

sliding and transformations of defect structures near triple junctions of GBs. With results of the

nanoscale analysis, the model [10] also describes the experimentally detected [82–89] strengthening

and softening phenomena in nanocrystalline materials under high-strain-rate superplastic deforma-

tion. In the framework of this model, superplastic deformation, occurring mostly by GB sliding in

nanocrystalline materials, is characterized by both strengthening due to transformations of gliding

GB dislocations at triple junctions and softening due to local migration of triple junctions and adja-

cent GBs (Figures 18.7a–g). A theoretical analysis [60] of the energy characteristics of the transfor-

mations indicates that the transformations of GB dislocations at triple junctions are energetically

favorable in certain ranges of parameters of the defect configuration. The corresponding flow stress

is highly sensitive to both the level of plastic strain and the triple junction geometry. Sessile disloca-

tions at triple junctions elastically interact with gliding GB dislocations. This interaction hampers GB

sliding [60]. Thus, the storage of sessile GB dislocations at triple junctions (Figure 18.7) causes a

strengthening effect that dominates at the first long stage of superplastic deformation. At the same

time, the movement of GB dislocations across triple junctions can be accompanied with either GB

migration (Figures 18.7a–g) [60] or the formation of a triple junction nanocrack (Figures 18.7h and i)

[98], depending on parameters of the defect system. Let us consider the former route of defect struc-

ture evolution, that is, the action of GB migration as the accommodation mechanism for GB sliding

(Figures 18.7a–g). As a result of numerous acts of movement of GB dislocations across triple junc-

tions and the accompanying GB migration, the GB planes approximately become parallel to each

other at the shear surface (Figures 18.7a–g). Under these circumstances, triple junctions stop being

geometric obstacles for the movement of new GB dislocations, which, therefore, is enhanced along

the shear surface (Figure 18.7h). This scenario quantitatively explains the softening effect experi-

mentally observed [88,89] at the second stage of superplastic deformation in nanocrystalline materi-

als. The discussed representations [60] on the softening mechanism related to local migration of GBs

are supported by experimental observation [99,100] of plastic flow localization in nanocrystalline

materials. Following electron microscopy experiments [99,100], shear bands where superplastic flow

is localized in nanocrystalline Fe contain brick-like grains with GBs being parallel and perpendicu-

lar to the shear direction. It is effectively and naturally interpreted as a result of GB migration

(Figures 18.7a–g) accompanying GB sliding across triple junctions.

Thus, in nanocrystalline solids deformed through GB sliding, there are both strengthening and

softening effects occurring due to transformations of GB dislocations at triple junctions and accom-

panying local migration of GBs, respectively. The competition between the strengthening and soft-

ening effects is capable of crucially influencing the deformation behavior of nanocrystalline

materials. In particular, superplastic deformation regime is realized if the strengthening dominates

over the softening during the first extensive stage of deformation. This strengthening is responsible

for an increase in the flow stress that drives the movement of GB dislocations and prevents plastic

flow localization. With rising plastic strain, local GB migration (Figures 18.7a–h) makes GB planes

roughly parallel to each other in some local regions of a loaded sample. As a result, local softening

becomes substantial, which causes gradual macroscopic softening of nanocrystalline material. At

some level of plastic strain, the softening becomes dominant over the strengthening. At this point,

movement of new GB dislocations is dramatically enhanced along the shear surfaces where GB

planes approximately become parallel to each other due to movement of previous GB dislocations

across their junctions. As a corollary, the softening effect leads to plastic flow localization often fol-

lowed by failure.

Notice that GB sliding is enhanced in deformed nanocrystalline materials due to lattice dislo-

cation slip. Lattice dislocations moving in grain interiors come to GBs where they split into GB dis-

locations that carry intense GB sliding [27,28]. This kind of interaction between deformation modes

is well known in the theory of superplasticity of conventional microcrystalline materials and defi-

nitely plays a significant role in nanocrystalline materials with grain size d�30 nm, in which lattice

dislocation slip is intense.
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FIGURE 18.7 Grain boundary sliding and transformations of defect structures near a triple junction of grain

boundaries. (a) Initial state of defect configuration in a deformed nanocrystalline material. Two gliding grain

boundary dislocations with Burger’s vectors b1 and b2 move towards the triple junction O. (b) Sessile dislo-

cation (open dislocation sign) with the Burgers vector b is formed. Triple junction is displaced by the vector

b2 from its initial position as shown in Figure 18.7(a). (c) Generation of two new gliding grain boundary dis-

locations that move towards the triple junction. (d) Convergence of two gliding dislocations results in increase

in magnitude of sessile dislocation of Burger’s vector. Also, the triple junction is transferred by the vector 2b2

from its initial position shown in Figure 18.7(a). (e) Generation of two new gliding grain boundary disloca-

tions that move towards the triple junction. (f and g) Numerous acts of transfer of grain boundary dislocations

across a triple junction and accompanying local migration of grain boundaries cause grain boundary planes

(adjacent to the triple junction) to be approximately parallel to each other. This process enhances grain bound-

ary sliding across the triple junction. An alternative way in which defect structures evolve involves (h) gener-

ation and (i) growth of a triple junction nanocrack in the stress field of the sessile dislocation.
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In nanocrystalline materials characterized by a high volume fraction of the GB phase, GBs not

only absorb but also intensively emit lattice dislocations. This phenomenon has been observed in

direct experiments [88,89,93] and indirectly confirmed by experimental data [54–58], indicating

twin deformation conducted by partial lattice dislocations in nanograins. The theoretical model [52]

describes emission of perfect and partial lattice dislocations as a process induced by the preceding

GB sliding or rotational deformation as follows. A pile-up of GB dislocations is generated under

the action of mechanical load in a GB in a plastically deformed nanocrystalline sample.

Mechanical-load-induced motion of the GB dislocation pile-up is stopped by a triple junction of

GBs. There are several ways of evolution of the GB dislocation pile-up, including emission of either

perfect (Figure 18.8a) or partial (Figure 18.8b) dislocations from the triple junction [52]. In the sec-

ond case, stacking faults are formed behind the moving partial dislocations (Figure 18.8b).

18.6 GRAIN GROWTH PROCESSES IN NANOCRYSTALLINE MATERIAL

In this section, we consider grain growth in nanocrystalline materials. We first review our current

understanding of the phenomena in general and then apply these results to the growth of 
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FIGURE 18.8 Emission of lattice dislocations from triple junction of grain boundaries in deformed

nanocrystalline materials. (a) Grain boundary dislocations glide toward triple junction. (b) Two head grain

boundary dislocations converge. (c) Perfect lattice dislocation is emitted from dislocated triple junction. (d)

Partial lattice dislocation is emitted from dislocated triple junction. Stacking fault (wavy line) is formed behind

the moving partial dislocation. 
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nanocrystalline materials. For such systems it is shown that the mobility of the triple junctions may

play a significant role.

Grain growth in general terms is the well-known phenomenon of an increase in average grain

size during annealing due to grain boundary migration. This movement of grain boundaries is due

to annealing at a certain temperature for some time. The driving force for this growth is the reduc-

tion in grain boundary area and, hence, the total grain boundary energy of the system. Grain growth

is a cooperative process simultaneously involving many individual grains of various sizes and

shapes [101–105]. Importance of grain boundary area/length reduction with time, motion by cur-

vature, and the role of dihedral angles is now considered central to this understanding. Many prop-

erties of materials such as yield stress in metals and critical currents in superconductors depend on

grain size. Therefore, a theoretical understanding of grain size [101] is expected to provide further

insight into future applications in nanosystems as well.

The main features of grain growth described in great detail by Kurtz and Carpay [102] are

briefly:

1. Time exponent: During growth, the average grain size increases as ~ (time)1/2.

2. Independent of initial distribution: The final grain size distribution is generally insensi-

tive to the initial distribution.

3. Scaling: During growth, after sufficient time, the distribution of grain sizes remains self-

similar if all sizes are scaled to average grain size.

4. Size distribution: After sufficient time in grain growth, the distribution approaches

approximately a log-normal form.

For nanocrystalline materials experimental data are absent as far as these properties are concerned.

Owing to the complexity of the grain structure of the individual grain and the involvement of a

large number of grain boundaries in the process, developing a realistic model of grain growth is a

formidable challenge, and consequently, many conceptual and mathematical simplifications are

made. Further simplification is possible by first considering grain growth in two dimensions only.

This is possible owing to the von Neumann law [106] whose applicability to grain growth was

proved by Mullins [107].

If An(t) is the area of the grain with n sides at any instant t, and M is a constant, then under the

assumptions mentioned above and further discussed later, the following relation is deduced [106,107]:

� M(n � 6) (18.4)

This relation has played an important role in the development of the theory of grain growth.

In obtaining von Neumann–Mullins law (Equation [18.4]), Mullins used the following three

basic assumptions of grain growth process:

1. All the grain boundaries during grain growth move with a velocity proportional to its

curvature.

2. The triple junctions of the grain boundaries have infinite mobility during any change in

the number of sides of the grain, etc.

3. When equilibrated, the boundaries meet at grain boundaries at an angle of 120°.

It should be realized that all the three assumptions are in accord with the von Neumann–Mullins

law of grain growth, and so the use of this law is equivalent to accepting these assumptions. This

law may have to be modified for nanocrystalline materials (see below).

Almost all grain growth models are based on an idealized univariate system where the grain size

is characterized by its radius, R, and all the grain boundaries are assumed to have the same energy.

dAn(t)
�

dt
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The grain size distribution is then expressed in terms of R only. With this starting point, a mean field

model was developed [108,109], and subsequently more sophisticated stochastic models were con-

structed [110–116] for deriving the distribution function alluded to above and its time evolution.

A solution for grain size distributions, etc. using this formulation, is discussed by Pande and his

co-workers [112–115]. By assuming a certain form for the drift and diffusion terms, the following

results were deduced by Pande and Rajagopal [116]: (1) scaling; (2) nondependence of the long

time solution from the initial distribution; (3) kinetics; and (4) the grain size distribution. Table 18.1

lists a comparison among the several mean field and stochastic models. Only the stochastic formu-

lation is capable of describing all four of the required attributes for grain growth.

In case of nanocrystalline materials two additional factors need to be taken into account:

1. Grain rotation (increases grain growth)

2. Finite triple junction mobility (retards grain growth)

These two mechanisms will operate in addition to curvature-driven grain growth. Grain rotation

has been considered in detail by Li [117] from theory and by Haslam et al. [118] using simulation.

We will not consider grain rotation any further except to state that in nanocrystalline materials this

mode is quite possible if the grain growth is retarded by triple junction finite mobility. We will con-

sider the effect of finite mobility in detail below.

Gottstein and Shvindlerman [119] have shown that λ, defined as

λ � (18.5)

which involves the ratio of the mobilites of the triple junction to the grain boundary can be

expressed as

λ � for n � 6 and λ � for n � 6 (18.6)

where 2θ is the triple junction angle and n is the number sides. This relation is illustrated in Figure

18.9. It is seen that if the mobility is finite, the triple junction angle will always be different from

120° and the von Neumann–Mullins law is partially obeyed.

When the triple junction mobility is infinite, then λ is infinite and the triple junction angle, 2θ, is

equal to 120°. However, when λ is finite, the triple junction can deviate from 120° and the von

Neumann–Mullins law requires modification. Using the above results, we plot dAn/dt as a function of

λ for various values of n in Figure 18.10. It is seen that for λ � 1.43, dAn/dt �0, hence all of the grains

grow, which is not possible since the total area of the polycrystal (for a two-dimensional system) is

conserved. Grain growth is only possible if some grains decrease in size and disappear. Therefore a

2θ
�
2cosθ�1

ln sinθ
�
2cosθ�1

(grain size)(triple junction mobility)
����

grain boundary mobility
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TABLE 18.1

Comparison between the Mean Field and Stochastic Approaches

Grain Growth Attributes Mean Field Stochastic

Hillert [108] Lücke et al. [121] Mullins [109]

Time exponent Yes Yes No Yes

Initial distribution independence No No No Yes

Scaling No No No Yes

Correct distribution No No No Yes
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sufficiently small λ will retard grain growth. For 1.43 � λ � 3.79, grains with n � 4 will grow and

for 3.79 � λ � 10.73, grains with five sides or more will grow. For values of λ � 10.73, the growth

mechanism is considerably altered and becomes slower since there will be relatively fewer grains to

shrink in size and ultimately disappear. Since λ depends on the grain size, the smaller grain sizes will

have relatively smaller λ. Thus, in nanocrystalline materials, grain growth could be retarded. This con-

clusion is strictly true for two-dimensional systems only; however, since three-dimensional systems

usually behave, at least qualitatively, in a similar fashion, it may be valid for these cases as well.

Experimental evidence for grain retardation has been provided by Okuda et al. [120] for thin films.

18.7 CONCLUDING REMARKS

Thus, GBs in nanocrystalline materials are characterized by the specific structural and geometric fea-

tures which are as follows: The volume fractions occupied by GBs and their triple junctions are
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extremely high in nanocrystalline materials. GBs are very short and often contain high-density ensem-

bles of extrinsic defects. With these specific features, GBs strongly contribute to the unique properties

of nanocrystalline materials. In particular, GBs cause the action of the specific deformation mecha-

nisms in nanocrystalline materials whose deformation behavior is very different from that of conven-

tional coarse-grained polycrystalline materials. Such GB-conducted deformation mechanisms as GB

sliding and GB diffusional creep (Coble creep) are capable of effectively operating and causing plas-

tic flow of nanocrystalline materials with finest grains having the size d � dc. Here the critical value

of the grain size dc is between 10 and 30 nm, depending on material and structural parameters. Similar

to coarse-grained polycrystals, nanocrystalline materials having mean grain size d � dc are deformed

mostly through lattice dislocation slip. However, the lattice dislocation slip in such nanocrystalline

materials is strongly affected by high-density ensembles of GBs modifying its action compared to the

conventional situation with coarse-grained polycrystals. In particular, GBs, on the one hand, obstruct

movement of lattice dislocations and, on the other, emit perfect and partial lattice dislocations into

grain interiors. The specific behavioral features of GBs in deformed nanocrystalline materials are

responsible for their extremely high strength characteristics and, in most cases, low tensile ductility.

Nevertheless, in several cases, high-density ensembles of GBs are capable of causing a good ductility

and even superplasticity of nanocrystalline materials at relatively low temperatures and high strain

rates. The fundamentals of this remarkable phenomenon in nanocrystalline materials are under intense

discussion based on the idea of the specific structural and behavioral features of GBs.

Grain growth can break the nanocrystalline structure and thereby is very essential for perform-

ance of nanomaterials. Grain growth processes in nanocrystalline materials occur by migration of

GBs and triple junctions sensitive to their specific structural and geometric features. In particular,

two additional factors operate in nanocrystalline materials apart from curvature-driven grain

growth, which is dominant in coarse-grained polycrystals. These factors are nanoscale grain rota-

tion (increases grain growth) and finite triple junction mobility (retards grain growth).

To summarize, GBs in nanocrystalline materials are characterized by the specific structural,

geometric and behavioral features which strongly contribute to the outstanding properties of

nanocrystalline matter. These features, in particular, are exhibited in plastic deformation and grain

growth processes and definitely should be taken into account in further experimental and theoreti-

cal studies of nanocrystalline materials.
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19.1 INTRODUCTION

Nanofiber technology is a branch of nanotechnology whose primary objective is to create materials

in the form of nanoscale fibers in order to achieve superior functions. The unique combination of

high specific surface area, flexibility, and superior directional strength makes such fibers a preferred

material form for many applications ranging from clothing to reinforcements for aerospace struc-

tures. Although the effect of fiber diameter on the performance and processibility of fibrous struc-

tures has long been recognized, the practical generation of fibers at the nanometer scale was not

realized until the rediscovery and popularization of the electrospinning technology by Professor

Darrell Reneker almost a decade ago [1]. The ability to create nanoscale fibers from a broad range

of polymeric materials in a relatively simple manner using the electrospinning process, coupled with

the rapid growth of nanotechnology in recent years have greatly accelerated the growth of nanofiber

technology. Although there are several alternative methods for generating fibers in a nanometer scale,

none matches the popularity of the electrospinning technology due largely to the simplicity of the

electrospinning process. Electrospinning can be carried out from polymer melt or solution. A major-

ity of the published work on electrospinning has been focused on solution-based electrospinning

rather than on melt electrospinning due to higher capital investment requirements and the difficulty

in producing submicron fibers by melt electrospinning. We will concentrate on solution-based elec-

trospinning in this chapter. Specifically, after an introduction to the processing principles the relative

importance of the various processing parameters in solution electrospinning is discussed. The struc-

ture and properties of the fibers produced by the electrospinning process are then examined.

Recognizing the enormous increase in specific fiber surface, bioactivity, electroactivity, and enhance-

ment of mechanical properties, numerous applications have been identified, including filtration, bio-

medical, energy storage, electronics, and multifunctional structural composites. 
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19.2 THE ELECTROSPINNING PROCESS

Electrostatic generation of ultrafine fibers or ‘‘electrospinning’’ has been known since the 1930s [2].

The rediscovery of this technology has stimulated numerous applications including high-performance

filters [3] and as scaffolds in tissue engineering [4],which utilize the unique characteristics of surface

area as high as 103 m2/g provided by nanofibers. In this nonmechanical, electrostatic technique, a high

electric field is generated between a polymer fluid contained in a glass syringe with a capillary tip and

a metallic collection target. When the voltage reaches a critical value, the electric field strength over-

comes the surface tension of the deformed droplet of the suspended polymer solution formed on the

tip of the syringe, and a jet is produced. The electrically charged jet undergoes a series of electrically

induced bending instabilities during its passage to the fiber collection screen or drum that results in

the hyperstretching of the jet. This stretching process is accompanied by the rapid evaporation of the

solvent molecules that reduces the diameter of the jet, in a cone-shaped volume called the ‘‘envelope

cone.’’ The dry fibers are accumulated on the surface of the collection screen resulting in a nonwoven

random fiber mesh of nano- to micron diameter fibers. The process can be adjusted to control the fiber

diameter by varying the electric field strength and polymer solution concentration. By proper control

of the electrodes, aligned fibers can also be produced. A schematic drawing of the electrospinning

process and the random and aligned nanofibers are shown in Figure 19.1. 
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FIGURE 19.1 (a) Schematic drawing of the electrospinning process. (b) (top) random; (c) (bottom) aligned.

(a) (b)

FIGURE 19.2 (a) The first commercially available nanofiber electrospinning unit (NEU) produced by the

Kato-Tech Co. (b) Close-up of the NEU system including a metering pump, a syringe containing the spinning

dope, the syringe needle is connected to a power supply (not shown), and a fiber collection drum connecting

to the electrical ground. 
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Figure 19.2 shows a commercial nanofiber electrospinning unit known as NEU produced by the

Kato-Tech Co. The NEU system consists of a metering pump, which controls the volume flow rate

of the spinning dope in a syringe. An electrical potential is applied by a power supply between the

steel syringe needle and the fiber collection ground in the form of a metallic screen or a drum. The

temperature and humidity of the spinning chamber can be controlled.

19.3 KEY PROCESSING PARAMETERS

A key objective in electrospinning is to generate fibers of nanometer diameter consistently and

reproducibly. Considerable effort has been devoted to understand the parameters affecting the

spinnability and more specifically the diameter of the fibers resulting from the electrospinning

process. Many processing parameters have been identified, which influence the spinnability and the

physical properties of nanofibers. These parameters include electric field strength, polymer con-

centration, spinning distance, and polymer viscosity. 

According to Rutledge et al. [5], the diameter of electrospun fibers is governed by the following

equation:

d��γε �
1/3

where d is the fiber diameter, γ the surface tension, ε the dielectric constant, Q the flow rate, I the

current carried by the fiber, and χ the ratio of the initial jet length to the nozzle diameter.

One can control the fiber diameter by adjusting the flow rate, the conductivity of the spinning

line, and the spinneret diameter. Fiber diameter can be minimized by increasing the current carry-

ing capability of the fiber through the introduction of a conductive filler such as carbon black, car-

bon nanotube, metallic atoms, or mixing with an inherently conductive polymer. For example, an

increase of current carrying capability, I, of the fiber by 32 times will bring about 10-fold decrease

in fiber diameter. Alternatively, if the current I is kept constant, one can bring about a 10-fold

decrease in the fiber diameter by reducing the flow rate by 32 times. Reducing the spinneret nozzle

diameter can also bring about a reduction in fiber diameter. When the value of χ is increased from

10 to 1000, the diameter of the fiber will decrease by approximately 2 times.

Experimental evidence has shown that the diameter of the electrospun fibers is influenced by

molecular conformation that is related to the molecular weight and the concentration of the poly-

mer in the spinning dope [6]. It was found that the diameter of fibers spun from dilute polymer solu-

tions can be expressed in terms of the Berry number B, a dimensionless parameter and a product of

intrinsic viscosity η, and polymer concentration, C. This relationship has been observed in a large

number of polymers. An example for this relationship is illustrated using polylactic acid (PLA). The

relationship between polymer concentration and fiber diameter of a PLA of different molecular

weight in chloroform are shown in Figure 19.3. It can be seen that fiber diameter increases as poly-

mer concentration increases. The rate of increase in fiber diameter is greater at higher molecular

weight. Accordingly, one can tailor the fiber diameter by proper selection of polymer molecular

weight and polymer concentrations.

Expressing fiber diameter as a function of B, as shown in Figure 19.4, a pattern emerges illus-

trating four regions of B vs. diameter relationships. At region (I), B�1, characterizing a very dilute

polymer solution with molecular chains barely touching each other. It is almost impossible to form

fibers by electrospinning of such solution, since there is not enough chain entanglement to form a

continuous fiber, and the effect of surface tension will make the extended conformation of a single

molecule unstable. As a result, only polymer droplets are formed. In region (II), 1�B�3, fiber

diameter increases slowly as B increases within the range �100 to �500 nm. In this region, the

degree of molecular entanglement is just sufficient for fiber formation. The coiled macromolecules

of the dissolved polymer are transformed by the elongational flow of the polymer jet into orientated

2
��
π (2lnχ�3)

Q2

�
I 2
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molecular assemblies with some level of inter- and intramolecular entanglement. These entangled

networks persist as the fiber solidifies. In this region, some bead formations are observed as a result

of polymer relaxation and surface tension effect. In region (III), 3�B�4, fiber diameter increases

rapidly with B in the range from �1700 to �2800 nm. In this region, the molecular chain entan-

glement becomes more intensive, contributing to an increase in polymer viscosity. Because of the

intense level of molecular entanglement, it requires a higher level of electric field strength for fiber

formation by electrospinning. In region (IV), B�4, the fiber diameter is less dependent on B. With

a high degree of inter- and intramolecular chain entanglement, other processing parameters such as

electric field strength and spinning distance become dominant factors affecting fiber diameter. A

schematic illustration of the four Berry regions is shown in Table 19.1, showing the corresponding

relationship between fiber morphology and Berry numbers.

More recently, we further demonstrated, as shown in Figure 19.5, that the diameter, d, of elec-

trospun fibers is related to the Berry number B for three amorphous polymers with different molec-
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FIGURE 19.3 Relationship of fiber diameter and concentrations of polymer with different molecular weights.
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ular weights. It was shown that the relationship of fiber diameter to Berry number can be expressed

by d � a Bc, where a and c are experimental coefficients. The molecular weight of the three poly-

mers polystyrene, polybutadiene, and SBS are 48,000, 60,000, and 100,000 dalton, respectively. It

is of interest to note that the slope of the diameter vs. Berry number curves are approximately the

same, with a value of 5, reflecting the degree of crystallinity of the polymer. The coefficient a· is

thought to be related to the molecular weight, radius of gyration of molecular chains, and entan-

glement of the molecular chains. From this relationship, the polymer concentration necessary to

produce nanofiber can be predicted. 
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TABLE 19.1

Schematic of Polymer Chain Conformation and Fiber Morphology Corresponding to Four

Regions of Berry Number

Region I Region II Region III Region IV

Berry Number B<1 1<B<2.7 2.7B<3.6 B>3.6

Polymer chain conformation in
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Fiber morphology
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FIGURE 19.4 The relationship between Berry number and fiber diameter.
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19.4 NANOFIBER YARNS AND FABRICS FORMATION

In order to translate nanoeffect to the macroscopic structural level, the nanofibers must be organ-

ized into linear, planar, and 3-D assemblies. The formation of nanofiber assemblies provides a

means to connect nanofiber effect to macrostructure performance. Electrospun fiber structures can

be assembled by direct fiber-to-fabric formation to create a nonwoven assembly and by the creation

of a linear assembly or a yarn from which a fabric can be woven, knitted, or braided. Linear fiber

assemblies can be aligned mechanically or by electrostatic field control. Alternatively, a self-assem-

bled continuous yarn can be formed during electrospinning by proper design of the ground elec-

trode. Self-assembled yarn can be produced in continuous length with appropriate control of

electrospinning parameters and conditions. The fibers are allowed to accumulate until a tree-like

structure is formed. Once a sufficient length of yarn is formed, the accumulated fibers attach them-

selves to the branches and continue to build up. A device such as a rotating drum can be used to

spool up the self-assembled yarn in continuous length as shown in Figure 19.6. This method pro-

duces partially aligned nanofibers yarn bundles of continuous length.

19.5 POTENTIAL APPLICATIONS OF ELECTROSPUN FIBERS

The Donaldson Company was the first to realize the commercial value of electrospinning taking

advantage of the enormous availability of the specific surface of electrospun fibers and the ultrafine

nature of the fibers. They introduced the Ultra-Web® cartridge filter for industrial dust collection in

1981 and more recently the Hollingsworth & Vose Company introduced the Nanoweb® for auto-

motive and truck filter applications. To date, industrial filter remains the primary commercial use of

electrospun fibers. The rediscovery and popularization of the electrospinning process in the 1990s

have changed the dynamics of the field of nanofiber technology. Electrospinning has been trans-

formed from an obscure technology to a word common in academia and one gradually being rec-

ognized by industry and government organizations. This was most evident in the Polymer Nanofiber

Symposium held in New York at the American Chemical Society (ACS) in September 2003,

wherein 75 papers and posters were presented [7]. On the basis of the papers presented in the ACS

symposium and the rapidly growing number of publications, one can categorize the potential

applications of electrospun fibers into (1) biomedical applications — tissue engineering scaffolds,

wound care, superabsorbent media, drug delivery carrier, etc. [8,9]; (2) electronic applications —

electronic packaging, sensors, wearable electronics, actuators, fuel cells, etc. [10,11]; (3) industrial

applications — filtration, structural toughening/reinforcement, chemical/bio-protection, etc.
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[12,13]. It is of interest to note that these applications invariably made use of the large surface area

created by the fineness of the fibers. A few examples will be used herein to illustrate the potential

applications of nanofibers.

19.5.1 NANOFIBERS FOR TISSUE ENGINEERING SCAFFOLDS

It is well recognized, as articulated by Vacanti and Mikos [14], that the key challenges in tissue engi-

neering are the synthesis of new cell adhesion-specific materials and the development of fabrication

methods to produce reproducible three-dimensional synthetic or natural biodegradable polymer scaf-

folds with tailored properties. These properties include porosity, pore size distribution and connec-

tivity, mechanical properties for load-bearing applications, and rate of degradation. Of particular

interest in tissue engineering is the surface adhesion of the cells to the scaffold. Considering the

importance of surfaces for cell adhesion and migration, experiments were carried out in our labora-

tory using osteoblasts isolated from neonatal rat calvarias and grown to confluence in Ham’s F-12

medium (GIBCO), supplemented with 12% sigma fetal bovine on PLAGA-sintered spheres, 3-D-

braided 20 µm filament bundles, and nanofibrils. Four matrices were fabricated for the cell culture

experiments. These matrices include (1) 150–300 µm PLAGA-sintered spheres, (2) unidirectional

bundles of 20 µm filaments, (3) 3-D-braided structure consisting of 20 bundles of 20 µm filaments,

and (4) nonwoven consisting of nanofibrils. The cell proliferation, as shown in Figure 19.7, is

expressed in terms of the amount of [3H]-thymidine uptake as a function of time. It can be seen that

there is a consistent increase in cell population with time for all the matrices. However, the nanofi-

brous structures demonstrated the most proliferate cell growth, whereas the cell growth in the struc-

tures consisting large diameter fibers and spheres were the least proliferate. Taking advantage of this

cell-friendly characteristic of nanofiber scaffolds, nanofibers are being evaluated for the regeneration

of skin, vascular grafts, ligament, cartilage, bone, and many other tissues and organs.

19.5.2 NANOFIBERS FOR CHEMICAL/BIO PROTECTIVE MEMBRANES

Nanofiber assemblies are excellent structure barrier systems for dust filtration [12] and for the pre-

vention of the penetration of chemical and biological agents [13]. Considering the various barrier

concepts shown in Figure 19.8, it is concluded that neither the impermeable nor the permeable 
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barrier systems are suitable because of the unacceptable level of heat generation in the imperme-

able barriers and the porous nature of the permeable systems. The semi-permeable barrier provides

incremental improvement but the addition of the sorptive layer may serve as a reservoir for bacte-

ria growth as well as adding bulk to the garment. Accordingly, the current design favors a system

that is carbon-free with selective permeable capability and which has the multiple functions of

repelling CB agents while allowing the body moisture vapor to escape. As an example, we illustrate

the feasibility of using the electrospinning process to construct a selective permeable membrane

using the polymers formulated and provided by Utility Development Cooperation (UDC).

An example of an solvent-based electrospun polymer is shown in Figure 19.9 showing a three

dimensional interconnected fiber network. The morphology of the polymer was found to be con-

trollable by varying polymer concentration.

The electrospun membranes were tested at UDC for moisture vapor transmission by using the

Thwing Albert permeation cups. The testing was performed at 110°F to simulate hot weather condi-

tions. The moisture vapor transmission results of dip-coated nylon fabric with the same polymer as the

electrospun polymer formulation were compared to uncoated nylon fabric. These dip-coated fabrics

were about 6 mil thick compared to electrospun membrane at 10 mil thick. As shown in Table 19.2,

moisture vapor transmission through electrospun membrane was equivalent to uncoated nylon fabric

and there was no detectable moisture vapor transmission through the dip-coated nylon fabric. The test

duration was 5 h. Considering that the water vapor permeability of the state-of-the-art protective

membranes are of the order of 0.1 to 0.25 g/cm2, these results indicated that the electrospun mem-

branes meet the requirements for wearing comfort over an extended period. This favorable compari-

son with the performance of the state-of-the-art membranes appears to be consistent with the findings
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of Gibson et al. [15], who showed that the water-transport properties of electrospun nonwovens are

superior to that of the state-of-the-art commercial membranes.

Chemical agent testing was performed at Geomet Technology using HD chemical agents for

these tests in accordance with MIL-STD-282 static diffusion test. As indicated in the report from

Geomet, the UDC-formulated product has more than 24 h of HD chemical agent resistance exceed-

ing the performance requirement for state-of-the-art chemical/bio protective membranes.

19.5.3 NANOCOMPOSITE FIBERS FOR STRUCTURAL APPLICATIONS

Carbon nanotubes (CNTs) [16] are seamless graphene tubule structures with nanometer-size diame-

ters and high aspect ratios. This new class of one-dimensional material is shown to have exceptional

mechanical, thermal, and novel electronic properties. The elastic moduli of the CNTs are in the range

of 1 to 5 TPa [17–19] and fracture strains of 6 to 30%—both parameters about an order of magnitude

better than those of commercial carbon fibers, which typically have 0.1 to 0.5 TPa elastic moduli and

0.1 to 2% fracture strains [20]. The factor of 10 enhancement in strength implies that, for the same

performance, replacing or augmenting commercial carbon fibers with CNTs will lead to significant

reduction in the volume and weight of the structural composites currently used in space applications.

Studies carried out in our laboratory have demonstrated that composite nanofibers containing 1

to 10 wt% single wall nanotube (SWNT) can be produced by electrospinning [21,22]. Fiber diam-

eters in the range of 40 to 300 nm have been obtained by varying the solution concentration and

electrospinning parameters. The alignment of SWNT in the nanofibers was confirmed by Raman

spectroscopy and TEM. Bulk mechanical properties of the green (as-spun) composite nanofibers

were characterized in the random mat form. With proper dispersion of SWNT and preparation of

the spinning dope, a twofold increase in strength and modulus is observed for the polyacrylonitrile

(PAN)/SWNT fiber assemblies containing 1 wt% SWNT. In addition, a continuous process for the

conversion of nanofibers into continuous yarn has also been successfully demonstrated. These con-

tinuous yarns provide an effective means to translate the properties of the SWNT to higher order

textile structures suitable for advanced composites and numerous other applications.
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FIGURE 19.9 Electrospun UDC843A polymer showing an interconnected fiber network.

TABLE 19.2

Water Vapor Loss of Various Membranes (g/cm2)

Uncoated Nylon Electrospun Membrane Dip Coated Nylon Cloth 

on Nylon Cloth

0.402 0.348 0.055

0.323 0.105 0.012

0.478 0.235 0.035
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Figure 19.10 shows the stress–strain properties of electrospun pristine PAN and 1 wt%

SWNT/PAN nanofibers. As can be seen in the random fiber mats, a more than twofold increase in

tensile strength and elastic modulus was obtained with the addition of 1 wt% SWNT. For the

aligned 1 wt% SWNT/PAN, a 33% increase in tensile strength and almost double strain were

obtained as compared with the random composite nanofibers. However, the increase in elastic mod-

ulus is not significant. A large increase in the area under the stress–strain curve of SWNT/PAN indi-

cates the effectiveness of SWNT in toughening and strengthening the fibers. Fibril as well as SWNT

alignments play an important role in maximizing properties translation from the nanoscopic level

to higher order structure. Even without any posttreatment, remarkable improvement in properties

was achieved in the electrospun composite nanofibrils. It is anticipated that posttreatment such as

mechanical drawing further aligns the SWNT in the fiber axis. Drawing of the fibers also induces

molecular orientation resulting in much higher properties. Furthermore, heat treatment enhances

interaction between the reinforcement and matrix leading to better load transferring across rein-

forcement–matrix interface. 

The stress–strain behavior of the SWNT-loaded PAN suggested toughening and strengthening

of the fiber with the incorporation of 1 wt % SWNT. 

19.6 SUMMARY AND CONCLUSIONS

The combination of high-specific surface area, flexibility, and superior directional strength makes

fiber a preferred material form for many applications ranging from clothing to reinforcements for

aerospace structures. The availability of fibers in nanoscale will greatly expand the performance limit

of materials and thus create new marketing opportunities leading to the birth of a new nanofiber-

based industry. Of the processing methods capable of fabricating nanofibers, electrospinning has

received the most intensive attention due to its simplicity and the potential for generating continuous

nanofiber assemblies. With the enormous increase in available surface area per unit mass, nanofibers

provide a remarkable capacity for the attachment or release of functional groups, absorbed mole-

cules, ions, catalytic moieties, and nanometer scale particles of many kinds. As a result, these

nanofiber assemblies provide favorable conditions for cell adhesion and cell migration for bioactive

nanofibers thus creating new opportunities for nanofiber-based scaffolds for tissue engineering and

for ultra-sensitive biosensors. Other areas expected to be impacted by nanofiber-based technology
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include drug delivery systems, wires, capacitors, transistors, and diodes for information technology,

systems for energy transport, conversion and storage, such as batteries and fuel cells, and structural

composites for aerospace structures. In order to capitalize on these new opportunities new process-

ing technology is needed, precise characterization tools for single nanofibers are required, and

nanoscale manipulation machines must be developed. These technologies must be supported by well-

verified engineering design tools and analytical methods. It is expected that nanofiber technology

will provide a critical link between nanoscale effect and macroscopic phenomena and become the

enabling pathway for the conversion of nanomaterials into practical large-scale applications.
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20.1 INTRODUCTION

Polymer nanocomposites have attracted great attention due to the unique properties introduced by
nanofillers, which typically refer to carbon blacks, silicas, clays, or carbon nanotubes (CNT). The
polymer matrix acts as a supporting medium and the improvement in the properties of the nanocom-
posites generally originates from the nature of these nanofillers. Compared to other nanofillers, the
unique structures of CNT potentially provide superior mechanical, electrical, and thermal properties.
There are two types of CNT with high structural perfection, single-walled nanotubes (SWNT) and
multi-walled nanotubes (MWNT) (Figure 20.1). SWNT can be considered as a single graphite sheet
seamlessly wrapped into a cylindrical tube. MWNT comprise an array of such nanotubes that are con-
centrically nested. Theoretical and experimental results1 on individual CNT have shown extremely
high elastic modulus, greater than 1TPa, and their reported strength is many times higher than the
strongest steel at a fraction of the weight. The fiber-like structure of CNT with low density makes them
particularly attractive for reinforcement of composite materials. The nearly one dimensional (1D)
electronic structure of CNT allows electrons to be transported along the nanotubes without scattering,
enabling them to carry high current with essentially no heating. Phonons also propagate easily along
the nanotubes, such that the measured room temperature thermal conductivity for an individual
MWNT2 (>3000 W/m K) is greater than that of natural diamond (∼2000 W/m K). The thermal
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conductivity of an individual SWNT is expected to be even higher.3 The high aspect ratio
(length/diameter) of CNT suggests lower percolation thresholds for both electrical and thermal con-
ductivity in their nanocomposites. Therefore, CNT have considerable potential in multifunctional
polymer nanocomposites for structural, electrical, and thermal applications.

To date this potential has not yet been fully realized, although many researchers are devoting
much attention to developing CNT/polymer nanocomposites. One significant challenge is to obtain
uniform nanotube dispersion within the polymer matrix. CNT have diameters on the nanoscale and
substantial van der Waals attractions between them, so CNT tend to agglomerate. As shown in
Figure 20.2, these SWNT (synthesized by a high-pressure carbon monoxide method at Rice
University)4 are highly entangled and the diameter of the nanotube bundles is tens of nanometers,
indicating hundreds of individual nanotubes in one bundle. Unfortunately, the nanotube bundles
have significantly lower aspect ratios and inferior mechanical (due to slipping of nanotubes inside
the bundles)5 and electrical properties. Lower aspect ratios are likely to lead to higher percolation
thresholds for both electrical and thermal conductivity in these nanocomposites. Therefore,
uniformly dispersed nanotubes within the polymer matrix is critical for improved properties at the
minimal CNT content. Various nanotube processing procedures and nanocomposite fabrication
methods have been used toward this goal.6–8 The second challenge is to understand the effect of nan-
otube alignment on nanocomposite properties because the nanotubes have asymmetric structures
and properties. For example, nanotube alignment increases the elastic modulus6 and increases the
electrical conductivity9 of the nanocomposites along the nanotube alignment direction. The third
challenge is to create strong physical or chemical bonds between the nanotubes and the polymer
matrix. These bonds can efficiently transfer load from the polymer matrix to the nanotubes, which
is important for mechanical reinforcement. Covalent bonds can also benefit phonon transferring
between the nanotubes and the polymer matrix, which is a key factor for improving thermal con-
ductivity of the nanocomposites. Therefore, various surfactants and chemical functionalization pro-
cedures have been adopted to modify the surface of nanotubes, so as to enable more adhesion to the
polymer matrix.

It is to be noted that nanotubes are synthesized by a variety of methods that give rise to differ-
ent mean lengths, mean diameters, distributions in lengths and diameters, relative amounts of con-
ductive nanotubes, and concentrations and types of impurities.10 Furthermore, we have found
important differences between different batches of nanotubes produced by seemingly equivalent
synthetic processes. Added to this complexity are the observations that nanotube distribution and
alignment significantly influence properties and is expected that the physical properties of 
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FIGURE 20.1 (a) Image of SWNT. (Copyright, Dr. Smalley Group, Rice University, 2004; (b) Image of MWNT.
(Copyright, Rochefort, Nano-CERCA, University of Montreal, Canada, 2004.)
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nanotube/polymer composites will vary dramatically in the published literature. Thus, this chapter
focuses on trends rather than absolute values for elastic modulus, electrical percolation, and so
forth, because the nanotubes and composite processing methods employed by different researchers
are substantially different. After reviewing various methods for producing nanotube/polymer
nanocomposites, the mechanical, rheological, electrical, and thermal conductivities will be dis-
cussed separately.

20.2 NANOCOMPOSITE FABRICATION AND NANOTUBE ALIGNMENT

Solvent casting and melt mixing are two common fabrication methods for the nanotube-based
nanocomposites. Solvent casting involves preparing a suspension of nanotubes in a polymer solu-
tion and then allowing the solvent to evaporate to produce a nanotube/polymer nanocomposite.
Qian et al.11 cast a MWNT/polystyrene (PS)/toluene suspension after sonication into a dish to pro-
duce the nanocomposites with enhanced elastic modulus and break stress. Benoit et al.7 obtained
electrically conductive nanocomposites by dispersing SWNT and poly(methyl methacrylate)
(PMMA) in toluene, followed by drop casting the mixture on substrates. Nanocomposites with
other thermoplastic matrices with enhanced properties have also been fabricated by solvent cast-
ing,12 but nanotubes tend to agglomerate during solvent evaporation, which leads to inhomogeneous
nanotube distribution in the polymer matrix. Unlike solvent casting methods, in which nanotubes
are typically dispersed by sonication, melt mixing uses elevated temperatures and high shear forces
to disrupt the nanotube bundles. Bhattacharyya et al.13 made a 1 wt% SWNT/polypropylene (PP)
nanocomposite by melt mixing, but found that melt mixing alone did not provide uniform nanotube
dispersion. A subsequent processing step, namely passing the 1 wt% nanocomposite through a
stainless-steel filter at 240°C, removed the larger SWNT agglomerates and reduced the nanotube
loading to 0.8 wt%.

Some researchers use combined methods, such as solvent casting in conjunction with sonication,
followed by melt mixing. For example, Haggenmueller et al.6 first demonstrated the combination of 
solvent casting and melt mixing for SWNT/PMMA composites with considerable improvement in
nanotube dispersion. They dissolved PMMA in dimethylformamide that was also used to disperse
SWNT by sonication and the resulting suspension was then cast into a dish. After drying, the

Nanotubes in Multifunctional Polymer Nanocomposites 567

FIGURE 20.2 SEM image of as-produced SWNT, showing that nanotube bundles are highly entangled.
(Copyright, Winey group.)
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nanocomposite film exhibited heterogeneous nanotube dispersion when subjected to optical
microscopy. These SWNT/PMMA films prepared by solvent casting alone contained micron-scale
nanotube agglomerates due to reaggregation during solvent evaporation. Thus, the nanocomposite
films were broken into pieces, stacked together, and then hot pressed. This hot pressing procedure was
repeated for up to 20 times and the state of dispersion steadily improved with each additional melt
mixing cycle. This combination of solvent casting and melt processing produced superior SWNT 
dispersion.

As seen above, solvent casting can allow CNT to agglomerate during solvent evaporation. There
have been some attempts to reduce the solvent evaporation time by spin casting or drop cast-
ing.7,14,15 Spin casting, also called spin coating, involves putting a nanotube/polymer suspension on
a rotating substrate, so that the solvent evaporates within seconds. Drop casting involves dropping
a nanotube/polymer suspension on a hot substrate, so that the solvent can evaporate very quickly.
To better eliminate nanotube reagglomeration, Du et al.8 developed a coagulation method to pro-
duce nanotube-based nanocomposites with uniform dispersion. Optical microscopy (Figure 20.3a)
shows that there are no obvious agglomerations of the nanotubes in a 1 wt% SWNT/PMMA
nanocomposite fabricated by the coagulation method, indicating that the nanotubes are uniformly
distributed within the polymer matrix. Scanning electron microscopy (SEM) of a 7 wt% nanocom-
posite (Figure 20.3b) shows that the nanotubes are also uniformly distributed on a sub-micrometer
scale. This coagulation method begins with a nanotube/polymer suspension in which the nanotubes
have been well dispersed by sonication, and then poured into an excess of a nonsolvent, causing the
polymer to precipitate and entrap the nanotube bundles. This precipitation process is rapid, so the
nanotubes apparently do not aggregate or flocculate during the coagulation process.16 Therefore, the
coagulation method provides better nanotube dispersion.

In addition to the solvent casting, melt mixing, and coagulation methods, which combine nan-
otubes with high molecular weight polymers, in situ polymerization method have also been used to
make nanotube-based nanocomposites starting with nanotubes and monomers. The most common
in situ polymerization methods involve epoxy in which the resins (monomers) and hardeners are
combined with SWNT or MWNT prior to curing (polymerizing).17,18 Epoxy is the most commonly
used thermoset polymer. Its resin can be crosslinked after mixing with a hardener of an appropriate
ratio (resin/hardener) based on the number of functional groups on them. In addition to thermoset
matrixes, a few examples of thermoplastic nanocomposites have been prepared by in situ polymer-
ization. Park et al.19 performed in situ polymerization of polyimide while sonicating to keep the
nanotubes dispersed in the reaction medium. The role of sonication during polymerization is to
disperse the SWNT in the low-viscosity monomer solution. As polymerization progresses, the 
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FIGURE 20.3 (a) Optical micrograph of a 1wt% SWNT/PMMA nanocomposite thin film illustrating the
absence of nanotube agglomerates; (b) SEM image of a 7wt% SWNT/PMMA nanocomposite. These
nanocomposites were fabricated by the coagulation method and show uniform nanotube distribution. (Adapted
from Du, F. et al.8 J. Poly. Sci.: Part B: Poly. Phys. 41, 3333–3338, 2003.)
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high-molecular-weight polymer increases the solution viscosity, restricts Brownian motion and sed-
imentation of the nanotubes, and stabilizes the nanotube dispersion against agglomeration.

Many of the fabrication methods described above require nanotubes to be well dispersed in
solvents. The nanotube dispersion in the polymer matrix largely depends on the state of nanotube
dispersion in a solvent, assuming that the following processing procedures effectively avoid nan-
otube flocculation. However, the chemical structure of CNT makes dissolving long CNT in com-
mon solvents to form true solutions virtually impossible. Most nanotube/solvent systems are
suspensions of nanotube bundles where the size and concentration of the bundles dictate how
long the suspensions persist before flocculation. To date, large fractions of individual nanotubes
have only been achieved either by functionalizing the nanotubes or by surrounding the nanotubes
with dispersing agents, such as surfactants and polymers. The improved nanotube suspensions
resulting from functionalization or dispersing agents can be employed in many of the methods
described above to make nanotube nanocomposites with improved nanotube dispersion.
Furthermore, functionalized CNT might also allow covalent bonds between the nanotubes and the
polymer matrix.

Nanotube functionalization typically begins with oxidative conditions, such as refluxing in
nitric acid, to attach carbonoxylic acid moieties to the defect sites on the nanotubes surface.20,21

These acid moieties can be further transformed to more reactive groups, like –COCl, or –CORNH2.
These reactive groups allow CNT to chemically bond with the polymer chains through certain
chemical reactions. Hill et al.22 showed that SWNT and MWNT could be chemically bonded to a
PS copolymer based on esterification. Lin et al.23 also reported that the carbonoxylic acid on the
surface of MWNT could attach aminopolymers via the formation of amide linkages. As function-
alization chemistries advance, those interested in nanocomposites will continue to adapt these meth-
ods for the preparation of nanotube/polymer nanocomposites. One caveat in this regard is the
degradation of properties, particularly aspect ratio and electrical conductivity, as the bonding of the
CNT is disrupted by attaching functional groups to the nanotubes. There is likely to be an optimal
level and type of nanotube functionalization that captures the advantages of better nanotube dis-
persion while minimizing the disadvantages of reduced nanotube performance.

The addition of dispersing agents, particularly surfactants, to nanotube/solvent systems has also
shown improved dispersion.24 Islam et al.24 reported that sodium dodecylbenzene sulfonate was an
effective surfactant to solubilize high-molecular-weight SWNT fractions in water by sonication.
Their atomic force microscopy (AFM) showed that ∼63 ± 5% of SWNT bundles exfoliated into sin-
gle tubes even at 20 mg(SWNT)/ml(H2O). Barrau et al.25 used palmitic acid as a surfactant to dis-
perse SWNT into the epoxy resin, followed by a curing procedure in the presence of the hardener.
In comparison with nanocomposites not using palmitic acid, the use of palmitic acid lowers the
threshold of the electrical conductivity percolation, indicating better SWNT dispersion in the epoxy.
Polymers can also solubilize nanotubes in water by a noncovalent association. O’Connell et al.26

first reported improved nanotube dispersion in water associated with modest concentration of
polyvinyl pyrrolidone and also found that the nanotubes can be disassociated by changing the sol-
vent system. Star et al.27 discovered that starch improves the dispersion of SWNT in water and
Barisci et al.28 found that DNA could disperse SWNT well in water. Many groups investgating the
interactions between nanotubes and polymers describe the mechanism by which nanotubes show
improved dispersion as “polymer wrapping.”26,27 While there might be a few examples in which a
polymer chain finds it energetically favorable to assume a periodic helical conformation about an
isolated nanotube, it is far more likely that the improved nanotube solubility is accomplished with
a more random association between the polymers and nanotubes. Regardless of the polymer con-
formations and mechanisms, improved nanotube solubility with the addition of surfactants and
polymers provides a means to improve the nanotube dispersion in nanocomposites by improving
the initial state of dispersion and by hindering the reaggregation during solvent casting and other
fabrication methods.
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Nanotubes can be aligned by magnetic force29–31 (Figure 20.4a) and by polymer flow intro-
duced by mechanical stretching,32 spin casting,33 or melt fiber spinning,6,8 (Figure 20.4b).
Magnetic fields have been used to align nanotubes in low-viscosity suspensions based on the
anisotropic magnetic susceptibility of nanotubes. While magnetic alignment has shown some
promise in the preparation of nanotube samples or buckypapers, this method is less appealing in
nanotube/polymer composites due to the higher viscosities of the nanotube/polymer suspensions.
Alternatively, polymer flow elongates and orients polymer molecules along the flow direction and
the frictional forces of this process align nanotubes within the polymer matrix. Of the mechanical
methods used to align nanotubes in a polymer matrix, melt fiber spinning methods exhibit the
greatest degree of alignment.

The characterization of dispersion and alignment requires special attention in nanotube/poly-
mer nanocomposites, because the physical properties are quite sensitive to these morphological
attributes. Transmission electron microscopy (TEM) is a direct method to characterize
MWNT/polymer composites, although there has been little success with SWNT/polymer composites
due to the small size of the filler. Figure 20.5 is an aligned 5 wt% MWNT/PS nanocomposite film
made by melt mixing and the MWNT were further aligned by drawing the nanocomposite in the
molten state.34 It shows that the nanocomposite has quite good dispersion and the nanotubes are
well aligned along the polymer flow direction. In contrast to the qualitative measurements by TEM,
polarized Raman spectroscopy and x-ray scattering provide quantitative descriptions of the degree
of nanotube alignment in the nanocomposites. Besides detecting nanotube alignment, Raman spec-
troscopy can also be used to measure quantitatively nanotube dispersion in the polymer matrix.16

Nanotubes show a resonance-enhanced Raman scattering effect when a visible or near-infrared laser
is used as the excitation source, while most polymers do not. By taking advantage of this scattering
effect, polarized Raman spectra are recorded for the nanocomposites with the nanotube alignment direc-
tion at some angles with respect to the incident polarization axis. In the recorded spectra, the intensity
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of the unique nanotube scattering mode as a function of angle can be fitted by a Lorentzian or a Gaussian
function whose full-width at half-maximum (FWHM) can quantitatively determine the extent of nan-
otube alignment. For example, Haggenmueller et al.35 obtained the degree of nanotube alignment for
their SWNT/polyethylene (PE) fibers aligned by melt spinning with polarized Raman spectroscopy.

However, Raman spectroscopy is surface sensitive because the penetration depth of the incident
beam is generally no more than several micrometers, depending on the nanotube loading. This prob-
lem can be solved by x-ray scattering, which is a bulk measurement for the nanocomposite in trans-
mission and can describe the degree of nanotube alignment. Jin et al.32 aligned nanotubes in a 50%
MWNT/polyhydroxyaminoether nanocomposite film by mechanical stretching. Wide-angle x-ray
scattering patterns that were dominated by a strong Bragg peak resulting from the intershell of
MWNT ((002) peak) were collected from both unstretched and stretched samples. The 2D scatter-
ing intensity, I, was then integrated along the 2θ axis and plotted as I vs. azimuth, f, after subtract-
ing the background intensity, as shown in Figure 20.6 for the unstretched and stretched samples,
respectively. The scattering intensity from the unstretched sample is essentially a constant over the
whole f range, as shown in Figure 20.6a, indicating random nanotube orientation. The spectrum in
Figure 20.6b was fitted by 2D Lorentzian function with a FWHM of 46.4°, corresponding to a
mosaic angle of ±23.2° around the stretching direction. Du et al.8 used small-angle x-ray scattering
to characterize the degree of nanotube alignment in the SWNT/PMMA nanocomposites, in which
SWNT were aligned by melt spinning. X-ray intensity from SWNT nanocomposites in the small-
angle range (0.01 Å < q < 0.1 Å) was mainly from the form factor scattering of SWNT and SWNT
bundles. They observed that the aligned 1 wt% SWNT/PMMA had a FWHM of 16°, indicating that
SWNT were highly aligned.

20.3 MECHANICAL PROPERTIES

Nanotubes were first considered as reinforcing fillers in polymer matrices due to their fiber-like
structure and their exceptionally high axial strengths and axial Young’s moduli. To date, the
mechanical properties of various polymer matrices have shown only moderate improvements with
the addition of either SWNT or MWNT.

Qian et al.11 measured mechanical properties of MWNT/PS nanocomposites. With the addition
of only 1 wt% MWNT the nanocomposite exhibited a 36–42% increase in the elastic stiffness and
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FIGURE 20.5 TEM image of a 5wt% MWNT/PS nanocomposite film showing strong nanotube alignment
after mechanical stretching. The arrow indicates the stretch direction. (Adapted from Thostenson, E.T. et al.,
Compos. Sci. Technol., 61, 1899–1912, 2001.)

Copyright 2006 by Taylor & Francis Group, LLC



a 25% increase in the tensile strength. Haggenmueler et al.6 investigated the effect of both nanotube
loading and nanotube alignment on the elastic modulus of SWNT/PMMA nanocomposite fibers.
Nanotube alignment was achieved by melt fiber spinning and characterized by polarized resonant
Raman spectroscopy. The elastic modulus of the nanocomposite fibers increased with nanotube
loading and nanotube alignment, as shown in Figure 20.7. Note that the x-axis in Figure 20.7 is the
draw ratio, where higher draw ratios correspond to better nanotube alignment. Andrews et al.36 also
reported that the tensile strength and modulus of a 5 wt% SWNT/pitch nanocomposite fiber were
enhanced by ∼90 and ∼150%, respectively, as compared to pure pitch fiber.

To enhance mechanical properties, mechanical load has to be efficiently transferred from the
polymer matrix to the nanotubes. Lordi and Yao37 suggest that the strength of the interface might
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result from molecular-level entanglement of pristine nanotubes and polymer chains. Thus, many
researchers have investigated the interactions and load transfer between nanotubes and polymer
matrices in nanocomposites. Lourie et al.38 collected TEM images showing good epoxy-nanotube
wetting and significant nanotube-epoxy interfacial adhesion, and concluded SWNT-epoxy interfa-
cial affinity. This group also performed in situ deformation studies within the TEM and followed
the rupture of SWNT, another indication of strong nanotube/epoxy interfaces. Wagner and co-work-
ers39 performed reproducible nano-pullout experiments using AFM to measure the force required to
separate a CNT from poly(ethylene-co-butene) and found a separation stress of 47 MPa. In com-
parison, composite materials containing fiber reinforcements with weak fiber/polymer interactions
typically have separation stresses of �10 MPa.39 Simulating nanotube pullout in a CNT/PS
nanocomposite, Liao and Li40 obtained an interfacial shear stress of ∼160 MPa, corresponding to a
strong interface. These results from TEM, AFM, and simulation indicate that CNT can form strong
interfaces with various polymer matrices.

Stress transfer can be most directly investigated by Raman spectroscopy, because the second-
order (disorder-induced) Raman peak for nanotubes shifts with applied strain. If nanotubes within
a nanocomposite carry part of the mechanical strain, then the Raman peak shifts with increasing
applied strain. Cooper et al.41 observed that when their SWNT/epoxy nanocomposite was mechan-
ically strained the G� Raman band (2610 cm�1) shifted to a lower wave number. This shift in the G�

Raman band corresponds to strain in the nanotube graphite structure, indicating stress transfer
between the epoxy matrix and nanotubes, and hence reinforcement by the nanotubes.

In addition to the publications showing improvements in mechanical properties along with good
interfacial adhesion and load transfer, other reports have been less promising and highlight the 
sensitivity of nanotube/polymer composites to all aspects of materials and fabrication. Fisher et al.42

used a combined finite element and micromechanical approach and found that the nanotube wavi-
ness significantly reduced the effective reinforcement when compared to straight nanotubes. Cooper
et al.43 investigated the detachment of MWNT from an epoxy matrix using a pullout test for indi-
vidual MWNT. Observed values for the interfacial shear strength ranged from 35 to 376 MPa, and
the authors attribute this variability to differences in structure, morphology, or surface properties of
the nanotubes. This structural variety in nanotubes occurs during their synthesis, but can also be
introduced during purification and other processing procedures.10 Defects to the nanotube structure
are expected to reduce significantly the mechanical properties of nanotubes.44 Some methods of han-
dling nanotubes, including acid treatments and high- as well as low-power sonication for extended
periods of time, are known to shorten nanotubes.10 Shorter nanotubes and thereby reduced aspect
ratios are detrimental to mechanical properties. In contrast, some purification and processing steps
might also introduce functional groups, such as carboxylic acid to the nanotube surface that subse-
quently form secondary bonds, such as hydrogen bonds, between the nanotubes and polymer matri-
ces. Such functional groups might improve interfacial strength and promote nanotube compatibility
and composite properties. Given the complexity of the starting materials (raw nanotubes), the range
of chemical and physical processing methods and the breadth of polymer matrices being explored,
variability in the mechanical properties in nanotube/polymer composites will persist.

Although improvements in mechanical properties have been reported for various nanotube/
polymer nanocomposites, the gains are modest and fall far below simple estimates. Haggenmueller
et al.35 applied the Halpin–Tsai composite theory to their SWNT nanocomposites and found their
experimental elastic modulus more than an order of magnitude smaller than predicted. They attrib-
ute this large difference mainly to the lack of perfect load transfer from the nanotube to the matrix,
but other sources of uncertainty in the model include the aspect ratio and modulus of the nanotubes.

20.4 THERMAL AND RHEOLOGICAL PROPERTIES

The glass transition temperature (Tg) is a measure of the thermal energy required to allow polymer
motion involving 10 to 15 monomeric units and corresponds to the softening of a polymer. Park 
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et al.19 reported that Tg did not change for their in situ polymerized SWNT/polyimide nanocom-
posites. The SWNT/PMMA nanocomposites produced by the coagulation method have the same Tg

over a wide range of nanotube loadings.16 The addition of nanotubes does not change the glass tran-
sition temperature in nanotube/polymer nanocomposites, because in the absence of strong interfa-
cial bonds and at low nanotube loadings, the majority of polymers are locally constrained only by
other polymers.

In contrast, at larger length scales, nanotubes do impede the motion of polymer molecules as
measured by rheology. Rheological (or dynamic mechanical) measurements at low frequencies probe
the longest relaxation times of polymers that correspond to time required for an entire polymer mol-
ecule to change conformation. Du et al.16 found that although it has little effect on polymer motion at
the length scales comparable to or less than an entanglement length, the presence of nanotubes has a
substantial influence at large length scales corresponding to an entire polymer chain. The storage mod-
ulus, G�, at low frequencies becomes almost independent of the frequency as nanotube loading
increases (Figure 20.8a). These data show a transition from liquid-like behavior (short relaxation
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times) to solid-like behavior (infinite relaxation times) with increasing nanotube loading. By plotting
G� versus nanotube loading and fitting with a power law function, the rheological threshold of these
nanocomposites is ∼0.12 wt% (Figure 20.8b). This rheological threshold can be attributed to a hydro-
dynamic nanotube network that impedes the large-scale motion of polymer molecules. This phenom-
enon has previously been reported in polymer nanocomposites filled with nanoclays by Krishnamoorti
et al.45 A network of nanoscale fillers restrains polymer relaxations, leading to solid-like or nontermi-
nal rheological behavior. Therefore, any factor that changes the morphology of the nanotube network
will influence the low-frequency rheological properties of the nanocomposites.

Du et al.16 found that better nanotube dispersion, less nanotube alignment, and longer polymer
chains result in more restraint on the mobility of the polymer chains; i.e., the onset of solid-like behav-
ior occurs at low nanotube concentrations. In addition to the loading, dispersion and alignment of the
nanotubes, the size, aspect ratio, and interfacial properties of the nanotubes are expected to influence
the rheological response in nanocomposites. For example, at a fixed loading, nanotubes with smaller
nanotube diameters and larger aspect ratios will produce a network with smaller mesh size and larger
surface area/volume, which might restrain polymer motion to a greater extent. Experimental results
support this hypothesis. Lozano et al.46 observed a rheological threshold of 10–20 wt% in carbon
nanofiber/PP nanocomposites in which the diameter of the carbon nanofiber is ∼150 nm. The rheo-
logical threshold is ∼1.5 wt% in MWNT/polycarbonate nanocomposites,47 and only 0.12 wt% for the
SWNT/PMMA system.16 Although these three systems have different polymer matrices and their
states of dispersion are unclear, the diameters of carbon nanofibers, MWNT, and SWNT differ by
orders of magnitude. As the filler size decreases, the filler loading required for solid-like behavior
increases substantially.

The constraints imposed by nanotubes on polymers in nanocomposites are also evident in the
polymer crystallization behavior. Bhattacharyya et al.13 studied crystallization in 0.8 wt%
SWNT/PP nanocomposites using optical microscopy (with cross-polars) and differential scanning
calorimetry (DSC) (Figure 20.9). The spherulite size in PP is much larger than in SWNT/PP
nanocomposites. DSC results show that upon cooling, the SWNT/PP nanocomposites begins crys-
tallizing at ∼11°C higher than PP, suggesting that nanotubes act as nucleating sites for PP crystal-
lization. They also observed that both melting and crystallization peaks in the nanocomposite are
narrower than in pure PP. The authors proposed that higher thermal conductivity of the CNT as
compared to that of the polymer, at least in part may be responsible for the sharper but narrower
crystallization and melting peaks, as heat will be more evenly distributed in the samples containing
the nanotubes.
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FIGURE 20.9 Optical micrographs using cross-polarizers of (a) pure PP and (b) a 0.8wt% SWNT/PP
nanocomposite, showing that the nanocomposite has much smaller spherulite size compared to pure PP.
(Adapted from Bhattacharyya, A.R. et al., Polymer, 44, 2373–2377, 2003.)
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20.5 ELECTRICAL CONDUCTIVITY

A variety of applications are being pursued using electrically conductive nanotube/polymer
nanocomposites including electrostatic dissipation, electromagnetic interference shielding, print-
able circuit wiring, and transparent conductive coatings. For example, charge buildup can lead to
explosions in automotive gas lines and filters, and carbon black is typically added to plastics to dis-
sipate the charge. Nanotube/polymer composites also dissipate charge and have the added advan-
tage that the barrier properties against fuel diffusion are superior to composites made with carbon
black.48 Compared to carbon black’s globular shape and micron-scale size, nanotubes are cylindri-
cal in shape and with diameter in nanometer-scale. The larger aspect ratios and smaller diameters
of nanotubes led to improved electrical conductivity in polymers at lower filler concentrations as
compared to carbon black, so that a polymer’s other desired performance aspects, such as mechan-
ical and permeability properties, can be preserved.

Figure 20.10a shows the conductivity of SWNT/PS nanocomposites as a function of nanotube
loading measured by Ramasubramaniam et al.49 The conductivity of the nanocomposite increases
sharply between 0.02 and 0.05 wt% SWNT loading, indicating the formation of a conductive nanotube
network; this behavior is typical of percolation. According to percolation theory, the conductance
should follow the following power law close to the threshold concentration: � ∼ (v-vc)

β, where v is the
volume fraction of the conductive component and β is the critical exponent for the conductivity. Most
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researchers assume that the nanotube volume fraction is comparable to the nanotube mass fraction,
because the densities of nanotubes and polymers are similar. The power law expression for percolation
fits the conductivity data for SWNT/PS nanocomposites giving a low percolation threshold, 0.045 wt%.
Ounaies et al.50 also observed percolation behavior for electrical conductivity in SWNT/polyimide
nanocomposites with a percolation threshold of 0.1 vol%. Their current–voltage measurements exhib-
ited nonohmic behavior, which is most likely due to a tunneling conduction mechanism. Conduction
probably occurs by electron hopping between adjacent nanotubes when their separation distance is
small. At concentrations greater than the percolation threshold, conductive paths are formed through the
whole nanocomposite, because the distance between the conductive filler (nanotubes or nanotube bun-
dles) is small enough to allow efficient electron hopping. Ounaies et al.50 developed an analytical model
and numerical simulation using high aspect ratio and rigid spherocylinders in a unit cube to mimic
SWNT/polymer nanocomposites to aid in understanding these results. The predictions from both the
analytical model and the numerical simulation were in good agreement with the experimental results.

As presented earlier, a hydrodynamic nanotube network forms upon increasing nanotube load-
ing and leads to the nonterminal rheological behavior. Similarly, a conductive nanotube network
turns polymers from insulating to conducting. Du et al.16 have compared the hydrodynamic and the
conductive nanotube networks. In their SWNT/PMMA nanocomposites, the rheological percolation
threshold, 0.12 wt%, is significantly smaller than the percolation threshold for electrical conductiv-
ity, 0.39 wt%. They understand this difference in the percolation threshold in terms of the smaller
nanotube–nanotube distance required for electrical conductivity as compared to that required to
impede polymer mobility. Specifically, the proposed electron hopping mechanism requires tube–tube
distance of less than ∼5 nm, while for rheological percolation the important length scale is compa-
rable to the size of the polymer chain, which is ∼18 nm for PMMA (MM = 100 kDa). Thus, they con-
clude that a less dense nanotube network can restrict polymer motion than can conduct electricity.

Three main factors that influence the percolation threshold for the electrical conductivity are
nanotube dispersion, aspect ratio, and alignment. Barrau et al.25 used palmitic acid as a surfactant
to improve the nanotube dispersion in SWNT/epoxy nanocomposites and reduced the threshold
concentration for electrical conductivity from ∼0.18 to ∼0.08 wt%. Bai and Allaoui51 pretreated
MWNT to alter their aspect ratios before preparing MWNT/epoxy nanocomposites and found that
the threshold concentration for electrical conductivity varied from 0.5 to �4 wt% with decreasing
aspect ratio. This observation is consistent with the predictions from Balberg’s model.52 As the qual-
ity of nanotube dispersion improves and the aspect ratios of nanotubes increase, lower nanotube
loadings are required to increase the electrical conductivities and these loadings are smaller than the
loading required, obtaining comparable conductivities by adding other conductive fillers, like car-
bon black and graphite.53

Owing to their highly anisotropic shape the alignment of nanotubes must be considered when
studying the properties, including electrical conductivity of nanotube/polymer nanocomposites. Du
et al.8 found that the electrical conductivity of a 2 wt% SWNT/PMMA nanocomposite decreased
significantly (from ~10�4 to ~10�10S/cm) when the SWNT were highly aligned (FWHM�20° as
measured by x-ray scattering as described above). This decrease in electrical conductivity is the
result of fewer contacts between nanotubes when they are highly aligned as compared to having an
isotropic orientation. In contrast, Choi et al.9 observed that nanotube alignment increased the con-
ductivity of a 3 wt% SWNT/epoxy nanocomposite from ~10�7 to ~10�6 S/cm. Note that nanotubes
in the SWNT/PMMA systems8 were aligned by melt spinning, while they were aligned in the
SWNT/epoxy9 by magnetic force during fabrication. Although Choi et al. did not quantify the
degree of alignment, it is reasonable to assume that SWNT are better aligned by the extensional
flow of melt fiber spinning. More recently, we found an optimal degree of nanotube alignment that
yields a maximum electrical conductivity.63 The degree of nanotube alignment was varied by con-
trolling the melt fiber spinning conditions and was characterized by x-ray scattering. In all cases,
the SWNT/PMMA nanocomposites with isotropic nanotube orientation have greater electrical con-
ductivity than the nanocomposites with highly aligned nanotubes. Furthermore, at low nanotube
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concentrations, there are intermediate levels of nanotube alignment with higher electrical conduc-
tivities than the isotropic condition. We attribute the maximum electrical conductivity at an inter-
mediate nanotube alignment observed in the competition between the number of tube–tube contacts
and the distance between these contacts.

The electrical properties of nanocomposites made from electrically conductive conjugated
polymers have also been studied.14,54 Tchmutin et al.55 compared the electrical conductivity behav-
ior of SWNT/polyanaline (PA) and SWNT/PP nanocomposites produced by the same method. The
nanocomposites prepared with PA have a lower threshold for electrical conductivity than SWNT/PP
nanocomposites, specifically ~2 vol% compared to ~ 4 vol%. They attribute this lower threshold to
a “double percolation,” involving both the nanotubes and the conjugated polymer matrix, where the
PA becomes conductive when injected with charge carriers from the nanotubes. In SWNT/PA com-
posites, the nanotubes are surrounded by PA domains of higher conductivity that increase the effec-
tive volume of conductive nanotubes and thereby reduce the concentrations required for percolation
in these nanocomposites.

20.6 THERMAL CONDUCTIVITY AND FLAMMABILITY

Nanotube/polymer nanocomposites are expected to have superior thermal conductivity due to the
exceptionally high thermal conductivities reported for nanotubes. Biercuk et al.56 first reported the
improvement in thermal conductivity for SWNT/polymer nanocomposites; their 1 wt% SWNT/epoxy
nanocomposite showed a 70% increase in thermal conductivity at 40 K, increasing to 125% at room
temperature. Choi et al.9 reported a 300% increase in thermal conductivity at room temperature with
3 wt% SWNT in epoxy. The thermal conductivity of individual nanotube is –approximately four
orders of magnitude higher than that of typical polymers (∼0.2 W/m K), so these reported enhance-
ments are smaller than expected if one assumes perfect phonon transfer between nanotubes in the
composite. A more appropriate benchmark for thermal conductivities in nanotube/polymer composites
is the thermal conductivity of nanotube buckypaper (a low-density felt or mat of nanotubes typically
made via filtration of nanotube suspensions) so as to account for the thermal resistance between nan-
otubes. Hone et al.17 used a comparative method to measure the thermal conductivity of an unaligned
SWNT buckypaper at room temperature and found it to be ∼30 W/m K. In the absence of thermal
resistance between nanotubes, this value would be expected to be less of the order of 103 W/m K.
Researchers are currently exploring the extent, to which substantial interfacial thermal resistance is
intrinsic to nanotubes.

A comparison of the electrical and thermal conductivity behaviors in nanotube-based
nanocomposites provides some insight to heat transport. A 2 wt% SWNT/PMMA nanocomposite
is well above the threshold concentration for electrical conductivity (∼0.4 wt%),16 but has the ther-
mal conductivity of pure PMMA.64 In other words, the electrically conductive nanotube network
in the 2 wt% SWNT/PMMA is not thermally conductive. This can be explained by the different
transport mechanisms for electrons and phonons. As we discussed above, an electron hopping
mechanism has been applied to nanotube-based nanocomposites, which requires close proximity
(but not direct contact) of the nanotubes or nanotube bundles in the composites. However, heat
transport inside nanotube-based nanocomposites proceeds by phonon transfer. The nanotubes and
polymer matrix are coupled only by a small number of low-frequency vibrational modes in the
absence of covalent bonds at the interface. Thus, thermal energy contained in high-frequency
phonon modes within the CNT must first be transferred to low frequencies through
phonon–phonon couplings before being exchanged with the surrounding medium.57 This is the ori-
gin of the high interfacial thermal resistance in nanotube/polymer composites. Huxable et al.57

used picosecond transient absorption to measure the interface thermal conductance of CNT sus-
pended in surfactant micelles in water, a system comparable to polymer-based composites. They
estimated that the thermal resistance posed by the nanotube–polymer interface was equivalent to
the resistance of a 20-nm-thick layer of polymer. This finding indicates that heat transport in a 
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nanotube-based nanocomposite material will be limited by the exceptionally small interface ther-
mal conductance and is in marked contrast to the findings regarding electrical conduction in these
composites. Thus, the thermal conductivity of nanotube/polymer nanocomposite will be much
lower than the value estimated from the intrinsic thermal conductivity of nanotubes. Improvements
in thermal conductivity will require strategies for overcoming the interfacial thermal resistance,
perhaps by interfacial covalent bonding.

In addition to interfacial bonding, nanotube dispersion, alignment, and aspect ratio are expected
to influence the thermal conductivity of the nanocomposites. There are a limited number of reports on
thermal conductivity of nanotube-based nanocomposites, due at least in part to the difficulty of the
experiments. Thus, only an incomplete view of how these parameters influence thermal conductivity
is available. Choi et al.9 showed that the thermal conductivity of the magnetically aligned 3 wt%
SWNT/epoxy was 10% higher than that of the unaligned nanocomposite with the same loading.

Like silica58 and clay,59,60 nanotubes also improve the thermal stability of polymer matrices in
nanocomposites. In these nanocomposites, the filler particles absorb a disproportionate amount of
thermal energy, thereby retarding the thermal degradation of the polymer. Du et al.8 showed that the
temperature of the maximum weight loss peak shifts from 300°C for pure PMMA to 370°C for the
0.5 wt% SWNT/PMMA nanocomposite, as determined by thermal gravimetric analysis. Similar
results were also found using MWNT in various polymer matrices.12,61

Nanotubes have also proven to be effective flame-retardant additives. Kashiwagi et al.12,31

reported that small amount of MWNT greatly improve flammability of PP, as measured both by
cone calorimetery and radiant gasification in nitrogen. Mass loss rates decrease with increasing
MWNT concentration (Figure 20.11a) indicating that the addition of MWNT effectively prolongs
the burning of PP. The sample residue collected after nitrogen gasification (Figure 20.11b) is nearly
the same shape as the original sample and is a low-density, self-supporting structure of nanotubes,
a nanotube network. Kashiwagi et al.62 attribute the improvement in flammability to nanotube net-
works spanning the nanocomposite that dissipate heat and thereby reduce the external radiant heat
transmitted to the PP in the sample. A recent study62 of SWNT/PMMA nanocomposites also shows
similar flame retardancy effectiveness with lower concentrations of SWNT.

Kashiwagi et al.31 compared MWNT/PP and carbon black/PP nanocomposites. With the same car-
bon loading, 1 wt%, carbon black is much less flame retardant than MWNT. The residue of the 1 wt%
carbon black/PP nanocomposite after nitrogen gasification contains discrete aggregates and granular
particles in contrast to the residue from the MWNT/PP composites having a MWNT network. The
presence of the nanotube network is critical to improving the flame retardancy, because this morphol-
ogy provides efficient heat dissipation. A similar network was observed in clay/PP nanocomposites
with 5 wt% filler,59 but the residue was brittle. At only 0.5 wt% loading, intact nanotube networks
form in both SWNT and MWNT nanocomposites, indicating that nanotubes are more potent flame-
retardant additives than nanosilicates. As with other properties of nanotube/polymer composites, the
flame-retardant performance will depend on nanotube dispersion,62 aspect ratio, and alignment.

20.7 CONCLUSIONS

Polymers are frequently modified to improve their physical properties for specific applications.
Among the additives now available are CNT that provide unique opportunities to improve mechani-
cal, electrical, and thermal properties of a variety of polymer matrices. We have summarized the cur-
rent state of this field, though each month brings new publications that expand the understanding of
nanotube/polymer nanocomposites. The published literature, as presented above, is only a fraction of
the current activity as companies pursue research and development on nanotube/polymer materials.
Upon review of the available literature the following generalizations are evident:

1. In addition to nanotube concentration, the properties of nanotube/polymer composites
strongly depend on the nanotube dispersion within the matrix, the aspect ratio of the 
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FIGURE 20.11 (a) Mass loss rate for PP and MWNT/PP nanocomposites in nitrogen gasification, showing
that the addition of MWNT slows the thermal degradation of the polymer matrix; (b) highly porous residue of
the 1wt% MWNT/PP nanocomposite after nitrogen gasification suggesting the presence of a nanotube network
in the nanocomposite. (Adapted from Kashiwagi et al.31)
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nanotubes and the alignment of the nanotubes within the polymer matrix. These traits, dis-
persion, aspect ratio, and alignment, are difficult and tedious to determine, and many pub-
lications fail even to attempt a qualitative description of these characteristics of their
composites. As these traits are not independent (e.g., shorter nanotubes are easier to dis-
perse) control experiments are challenging. Nanotube dispersion in a nanocomposite must
be explored over a range of length scales from nm to mm. The aspect ratios of nanotubes
depend on the synthetic route of the nanotubes with batch-to-batch variations that are con-
siderable. In addition, postsynthesis processing to increase purity and improve dispersion
can alter the distribution of aspect ratios. The high aspect ratios of nanotubes make them
prone to alignment by even modest applied forces (e.g., during solvent casting gravity is
sufficient to bias the spatial distribution of nanotubes to be preferentially horizontal). These
nuances are important to nanotube/polymer composites and their properties and serve to
caution researchers in the field.

2. The concept of networks of nanotubes provides strong correlations between nanocomposite
morphology and properties. Nanotube networks are structures in which interconnected nan-
otubes form an open and irregular framework of nanotubes that span across the nanocom-
posites. Such nanotube networks are readily detected by dynamic mechanical (rheological)
or electrical conductivity measurements. In fact, the detection of a nanotube network pro-
vides a reliable, though indirect and qualitative, measure of the relative nanotube dispersion
and aspect ratio. For example, the presence of solid-like behavior indicates better dispersion
than a comparable nanocomposite with the same nanotube loading and aspect ratio having
liquid-like behavior. The presence of nanotube networks in nanocomposites provides a
framework for discussing rheological, electrical, and flame-retardant properties. This frame-
work is inappropriate for properties such as mechanical and thermal properties in which the
interfacial properties of the nanotube/ polymer nanocomposite are dominant.

3. Nanotubes are certainly capable of improving the physical properties of polymers. As
with any filler, there will be a balance of advantages and disadvantages. The higher elec-
trical conductivity available at low nanotube loadings will be balanced with the onset of
solid-like behavior that will make the nanocomposite more difficult to process. The cur-
rent cost of nanotubes is such that loadings as small as l wt% could be prohibitive over
the next few years, except in highly selective markets. Because the cost of nanotubes will
continue to drop, research with available nanotube materials should continue in earnest.
At the moment, improvements in the electrical and thermal properties are perhaps the
most promising, although mechanical properties of nanotube/polymer composites will
benefit substantially from the emerging availability of all nanotube fibers.

In conclusion, nanotube/polymer nanocomposites have demonstrated their promise as multi-
functional materials. Attention to the challenges detailed above will maximize their potential as a
new class of nanocomposites for a variety of applications in the coming decades.
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ABSTRACT

This chapter deals with the methods used for designing nanoporous polymers and the potential appli-

cations of nanoporous polymers. There are innumerable reviews and books on the topic of designing
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porous polymers where the average pore sizes are generally greater than 1µm. In this chapter, our

objective is to review only those methods that have been shown to be useful in designing nanoporous

polymers where the pore sizes are in the range of 1 to 100nm. Methods of designing nanoporous

polymers are broadly classified in this review as (1) methods with no pore-generating agents (poro-

gen) — track etching, (2) methods that use templates — micellar imprinting, nanotemplates, molec-

ular imprinting, self-assembled nanostructures, and hyper-branched polymers, and (3) methods that

use a solvent as porogen — thermally induced, diffusion-induced, and polymerization-induced phase

separations, and microemulsion and miscible systems. This review presents the basic principles

behind each of these methods and in doing so classifies these methods into three general categories

and summarizing some of the relevant literature. Furthermore, the potential applications of

nanoporous polymers such as (1) polymer electrolytes in fuel cells, (2) separation membranes, (3)

templates for nanostructures/nanomaterials synthesis, and (4) nanocomposites are also discussed.

21.1 INTRODUCTION

Porous materials have a heterogeneous distribution of atoms in three-dimensional space (3D) i.e.,

they have regions of no or few atoms which are called pores/voids, interspersed within regions of

more atoms. Materials with pores/voids in the size range of 1 to 100nm are called nanoporous.

Generally, inorganic materials such as ceramics and metals, and organic materials such as polymers

are used to design nanoporous materials. Polymers are widely used for this purpose because of the

ease of their synthesis and the large number of controllable properties. For example, polymeric

material can range from insulating to conducting, from hydrophobic to hydrophilic, and from soft

to hard. Alongside this, the recent interest in material design at nanoscopic level to obtain advanced

and smarter materials with improved functionality has precipitated the usefulness of nanoporous

polymers. In general, the presence of pores and voids results in materials with low density or mate-

rials with the capability of transporting permeants through the pore channels (if they are intercon-

nected). These aspects form the basis of the applications of nanoporous polymers such as templates

for nanostructures and nanomaterials synthesis,1 polymer electrolytes in electrochemical cells,2,3

separation membranes,4 and nanocomposites.5 Depending upon the final application, nanoporous

polymers with specific structural and geometric attributes, such as pore size, shape, porosity, etc.

and specific pore interface chemistry and activity, such as hydrophilicity, bioactivity, proton con-

ductivity, etc., are required. For example, in the application of nanoporous polymers as substrates

for synthesizing nanowires a controlled cylindrical pore shape with narrow pore size distribution

(PSD) is required, whereas in applications such as polymer electrolytes in fuel cells pore interfaces

with ionic groups that favor proton transport mechanisms are essential. Thus, the ability to tailor the

geometric and structural attributes of the pores and chemistry and activity of the pore interface are

important in designing nanoporous polymers for the applications mentioned above. The objective

of this chapter is to review different methods reported in the literature for the design of nanoporous

polymers and to discuss the potential applications of nanoporous polymers. Specifically, the goal

here is to mention the basic principles on which these methods are based, thus giving the reader a

general sense of the design attributes, such as pore shapes, sizes, interconnectedness, porosity, and

pore interface chemistry and activity that can be obtained from these methods; and finally to show

how these aspects can be used in the potential applications of nanoporous polymers. 

21.2 DESIGN OF NANOPOROUS POLYMERS

Both physical and synthetic methods have been used to design nanoporous polymers. These meth-

ods are broadly classified into three main categories: (1) methods with no pore-generating agents

(porogen), (2) methods that use templates, and (3) methods that use solvent as porogen, as shown

schematically in Figure 21.1. These categories are further subdivided into sections which are sys-

tematically discussed below.
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21.2.1 NO POROGEN

These methods employ thermal, mechanical, or radiation processing of the polymer to obtain

porous structure. The methods that fall under this category are melt extrusion and processing,

stretching, sintering, and track etching. Methods like melt extrusion and processing, stretching, and

sintering generally yield dense polymeric membranes.6 In addition, these methods are restricted in

the range of pore sizes and porosity. In this category of methods, only track etching has been widely

used to obtain nanoporous polymers and will be discussed in detail. 

21.2.1.1 Track Etching

This technique7–11 involves two important steps: (1) track formation — producing latent tracks by

irradiation with high-energy beams and (2) etching process — where the latent tracks are removed

to form the pore channel. Track etching offers distinct advantages over other methods due to its abil-

ity to produce ordered and oriented nanopores with controlled characteristics such as pore size,

shape, porosity (or density), and separation distances between pores. The polymers that are widely

used in this technique are polyethylene terephthalate (PET) and polycarbonate (PC).

Apel7 has summarized the work undertaken until recently in the field of using track-etching

technique to design nanoporous polymers. This work mentions the origin and the development of

track etching as an industrial technology. The major advances as reported are new particle sources

(accelerators), new polymeric materials, new applications, and the development of modification

methods, i.e., tailoring pore interface interactions. The first step in the design of nanoporous poly-

mers using this technique involves creating latent tracks. The two basic methods employed to pro-

duce latent tracks are (1) irradiation with fission fragments of heavy nuclei and (2) irradiation with

ion beams from accelerators. Apel summarized the literature instrumental in the development of

these two methods and mentioned their salient features and limitations. The radiation treatment step

is followed by a chemical-etching process. The etching process determines the size and shape of the

pores. The two important factors that influence the size and shape during this step are the bulk- and

track-etch rates. The track-etch rate is the rate of dissolution along the latent track and bulk-etch

rate is the rate of dissolution of the surfaces, i.e., the etched surface and the interior surface of the

etched track. Cylindrical pores are usually obtained if the track-etch rate is significantly greater than

bulk-etch rate. Apel et al.8,9 have shown that the etching rates and hence the pore shapes can be con-

trolled by adsorbtion of surfactants to the pore walls during the etching process. As shown in Figure

21.27 pore shapes like cylinder, cone, cigar, and bow tie are obtained by changing the irradiation

and chemical treatment methods. Apel7 discussed the research efforts carried out to obtain track-

etched membranes (TMs) with the PET, PC, polypropylene (PP), polyvinylidene fluoride (PVDF),

polyimides (PI), CR-39, polysulfones, polyetheretherketones, and polyethylene naphthalate systems.
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The uniqueness of TM is that the number of pores (or porosity) and the pore size can be tuned inde-

pendently. In addition, a narrow PSD can be obtained. Track-etched membranes with pores in the

range of 10nm to 10µm and a pore density of 1 to 1010 cm�2 have been reported. In general, the pore

channels and their distribution can be precisely tailored using this method. However the pore den-

sity and porosity obtained are generally low and this limits the permeant throughput that can be

achieved.

The modification procedures to tailor the pore interface activity and interaction effects to impart

new functionality on the TMs have also been reported.7 Modification procedures such as (1) phys-

ical adsorption of small or large molecules on the surface, (2) plasma treatment, (3) grafting using

covalent reactions, and (4) radiation-induced grafting have been used for this purpose.

21.2.2 TEMPLATES

In these methods, a template is used to design the nanoporous attributes of the polymer. Templates

are defined as a molecule, a phase, or any nanostructure around which the polymer is formed.

Generally, the templates are leached out to obtain the nanoporous polymer. Alternatively, in some

cases, templates with inherent nanopores are used. This section is further divided on the basis of the

type of template, i.e., into systems that use micelles, molecules with nanopores (nanotemplates),

molecules with specific interactions (molecular imprinting), self-assembled nanostructures, and

hyperbranched polymers. 

21.2.2.1 Micellar Imprinting

In this technique,12–14 nanoporous polymers are prepared by forming reverse micelles in a mixture

of monomers, cross-linkers and water. The reverse micelles are formed by stabilizing the organic

phase (continuous) and aqueous phase (dispersed) using surfactants.
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FIGURE 21.2 Different pore shapes that could be obtained by track etching: (A) cylinder; (B) cone; (C)

cigar; and (D) bow tie. From Apel, P., Radiat. Measure., 34, 559–566, 2001. With permission. 
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One such system was used by Zhu et al.12,13 with styrene and divinylbenzene as the monomer and

cross-linker and sodium bis(2-ethylhexyl) sulfosuccinate (AOT) as the surfactant. The schematic rep-

resentation of this system and the steps involved in this method are shown in Figure 21.3. The size

of the micelles here was controlled by varying the water to surfactant molar ratio. Subsequently, the

monomers were cross-linked to form a polymer matrix around these micellar structures. The reverse

micelles are then leached and extracted from this matrix to get the nanoporous polymer. The micelle

size directly influenced the pore size, surface area, porosity, and PSD of the final matrix.12,13 Figure

21.412 shows the PSD for the nanoporous polymers synthesized using different water to surfactant

ratio. As seen in this figure, increasing the water content (R2�R1) increases the overall pore sizes.

21.2.2.2 Nanotemplates

Ma and Li15 synthesized nanoporous polymers by reacting cyclodextrins (CDs) with di-isocyanato

compounds. CD has a characteristic toroidal shape, which forms a well-defined cylindrical

nanocavity. The di-isocyanato compounds used were hexamethylene di-isocyanate (HDI) and

toluene 2,6-di-isocyanate (TDI). Three-dimensional cross-linked structures interconnected with CD

nanochannels were formed. Nanoporosities of these networks were determined by solute rejection

methods using molecules of different structures and sizes. A PSD of 0.7 to 1.1nm was reported

based on this method. Ma and Li16,17 in some of their other works showed that such nanoporous

networks can be used to remove traces of organic contaminants from water.15–18
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(R2�R1) increases the size of the micelles and thereby increases the pore sizes. From Zhu, X.X., Banana, K., and

Yen, R., Macromolecules, 30, 3031–3035, 1997. With permission.
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21.2.2.3 Molecular Imprinting

The molecular-imprinting technique19–27 involves formation of template–monomer complexes fol-

lowed by subsequent polymerization. During polymerization, the geometry of the self-assembled

template–monomer complex is captured in the growing polymer matrix. Removal of the templates

leaves behind cavities possessing a shape and an arrangement of functional groups similar to that

of the template. Thus, molecular imprinting is an effective way to introduce specific selectivity and

molecular recognition in the polymer matrix. Piletsky et al.19 have comprehensively reviewed the

work in this field. Molecularly imprinted polymers find wide-spread applications in the field of sep-

aration membranes20 and biosensors.21,22 Sometimes, the molecular-imprinting technique is used in

conjunction with phase-separation techniques (discussed later)23,24 to obtain porous materials with

specific recognition sites.

21.2.2.4 Self-Assembly of Diblock Copolymers

A di-block copolymer28–32 consists of two dissimilar homopolymers covalently linked together at

one end. The thermodynamic incompatibility of the di-block copolymer causes self-assembly into

ordered, periodic arrays of spheres, cylinders, or lamellae depending on the volume fraction of the

components. These self-assembled domains form the nanostructures that are used as templates. The

nanoporous polymers are obtained by selectively leaching these self-assembled nanostructures. 

Zalusky et al.28 used the polystyrene (PS)–polylactide (PLA) copolymer that self-assembled

into hexagonally packed nanocylinders of PLA in a PS matrix. Figure 21.528 shows the steps

involved in designing nanoporous polymers using this method. The self-assembled structures are

usually aligned through reciprocating shear or shear flow. Other methods such as extrusion, oscil-

latory shear, roll casting, electric fields, and temperature gradients are also reported for microstruc-

tural alignment. The resulting cylindrical PLA domains are hydrolytically degraded using 0.5M

sodium hydroxide water and methanol solution to obtain the nanoporous polymer. 

The domain sizes of the original block copolymer dictate the pore size characteristics of the

nanoporous polymer. The domain sizes can be directly modified by changing the block copolymer
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FIGURE 21.5 Schematic showing the methodology used to design nanoporous polymers: (a) PS-PLA 

di-block copolymer; (b) self-assembled cylindrical morphology; (c) cylindrical morphology after shear

alignment; and (d) nanoporous polymers obtained after hydrolytic removal of PLA. From Zalusky, A.S.,

Olayo-Valles, R., Wolf J. H., and Hillmyer, M.A., J. Amer. Chem. Soc., 124, 12761–12773, 2002. With 

permission.
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molecular weights. An alternative method of blending a homo-polymer to tailor the pore sizes was

also reported by Zalusky et al.28 In this method, the PS-PLA di-block copolymer is blended with

hydroxyl terminated PS (PSOH). The homo-polymer (PSOH) swells the domains and thereby influ-

ences the pore sizes. Figure 21.628 shows how the pore sizes of the nanoporous polymers were tai-

lored in these systems. In this figure, a, b, and c show the influence of molecular weight on the

nanoporous morphology and d shows the influence of blending PSOH into these systems. Pore sizes

in the range of 15 to 45nm were reported for these systems. 

Xu et al.30 used an asymmetric di-block copolymer of PS and poly (methylmethacrylate) (PMMA)

to obtain such nanoporous morphologies. Cylindrical domains of PMMA in PS matrix were obtained.

These domains were aligned by controlled interfacial interactions and applied electric fields. Exposure

to deep UV radiation degraded the PMMA domains and cross-linked the PS matrix. After rinsing with

a selective solvent, a nanoporous film was obtained. The pore sizes were controlled by changing the

molecular weight of the polymer. Nanoporous films with hexagonal arrays of pores with diameters

ranging from 14 to 50nm and separation distances from 24 to 89nm were reported. Similarly, Drzal

et al.29 synthesized nanoporous polymers using a blend of semicrystalline di-block compolymer of

ethylene and ethylene-propylene and 1,4-polyisoprene homopolymer. Wolf and Hillmyer31 used a

hydrogenated form of PS, polycyclohexylethylene (PCHE) and PLA di-block copolymer.

Zalusky et al.28 delineated the following common features and limitations of this method: (1)

preparation procedure is generally restricted to thin films (�10µm) and (2) identity and accessibility
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FIGURE 21.6 SEM micorgraphs showing that the pore size can be tailored by changing the molecular

weight of the di-block copolymer and by blending a homopolymer (PSOH). (a)–(c) represent the nanoporous

morphology obtained with increasing molecular weights and d represents the morphology obtained by blend-

ing PSOH. From Zalusky, A.S., Olayo-Valles, R., Wolf J.H., and Hillmyer, M.A., J. Amer. Chem. Soc., 124,

12761–12773, 2002. With permission.
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of the functionality in the pore wall has not been established, or in other words, the pore interface

chemistry and activity is difficult to control. 

21.2.2.5 Hyperbranched Polymers or Dendrimers

Hyper-branched polymers or dendrimers are also used as templates.33–35 In this method, nanoporous

materials are synthesized by preparing a nanophase mixture of organic and inorganic compounds,

such as functionalized hyper-branched polymers in low-molecular-weight silsesquioxanes (SSQ).

The organosilicate precursor (SSQ) is subsequently vitrified around these dendrimeric templates

that are thermally decomposed (~450°C) to form the nanoporous material.33 Generally, these sys-

tems would be expected to phase-separate due to the incompatibility of organic and inorganic

phases. Such phase separations would result in random nanoporous morphologies, unlike, the

ordered morphologies that are usually formed in these techniques. It is believed that in hyper-

branched systems phase-separation effects are hindered due to the limited mobility and low chain

entanglement characteristics as well as the increased number of end groups and functionality of

branched architectures. This method of inducing nanoporosity is being explored to design low-

dielectric (κ�2) nanoporous poly(methylsilsesquioxane) for the microelectronics industry. 34

21.2.3 SOLVENT AS POROGEN

In this method, solvent is used as a pore-generating agent (porogen). The solvent is the component

present in the system that influences the final porous morphology by its solubility and diffusivity.

The primary role of the solvent is to induce phase-separation mechanisms in the system. Such

phase-separation mechanisms usually form the final nanoporous morphology. In this category of

methods, a polymer–solvent or monomer–polymer–solvent system phase separates to form a poly-

mer and a solvent-rich phase. The polymer-rich phase forms the matrix of the nanoporous material

and the solvent-rich phase forms the pores. Conventionally such phase-separation techniques are

used to obtain polymers with pore sizes greater than 1µm.36–38 In this chapter, we discuss some of

the research efforts where phase-separation techniques are used to obtain nanoporous polymers and

briefly describe the principles of phase separation on which these systems are based. The two

important parameters that influence the final porous morphologies in this technique are the solvent

quality (solubility) and quantity (solvent content). The systems in this category are further divided

into nonreactive and reactive systems. 

21.2.3.1 Nonreactive Systems 

These systems depend upon controlled phase separation of a polymer solution to form nanoporous

morphologies. On the basis of the method of inducing phase separation these systems are further

divided into thermally induced phase separation (TIPS) and diffusion induced phase separation

(DIPS). Van de Witte et al.39 extensively reviewed the experimental and theoretical research in under-

standing the mechanisms of pore formation. Generally, the final porous morphology depends upon the

mechanisms of phase separation and phase transitions as well as diffusion and mass transfer charac-

teristics of the system. Van de Witte et al. reviewed various phase transitions including liquid–liquid

de-mixing, crystallization, gelation and vitrification, and diffusion mechanisms such as coalescence

and Ostwald ripening, that could occur in these systems. In addition, this review discusses how an

extensive knowledge of phase transitions and coarsening phenomena is required to understand and

optimize the porous morphologies obtained using this technique.

21.2.4 TIPS

TIPS technique is based on the principle that the solvent thermodynamic quality (solubility)

depends upon temperature, i.e., heat is utilized as a latent solvent to induce phase separation.
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Solvent quality can be decreased by either decreasing the temperature (UCST) or by increasing the

temperature (LCST). Mostly, UCST systems are used in this technique. 

Tsai and Torkelson,40,41 showed that under certain conditions nanoporous polymers with pore

sizes �0.1µm (100nm) can be formed using a solution of poly(methylmethacrylate) (PMMA)-sul-

folane. They compared and contrasted the morphologies obtained via two distinct phase-separation

mechanisms namely bi-nodal decomposition (nucleation and growth) and spinodal decomposition.

The temperature–composition plot for a polymer solution with UCST as shown in Figure 21.7 could

be used to understand these mechanisms that form the porous morphologies. Points A, B, C, and D

in Figure 21.7 represent homogeneous solutions with increasing polymer concentration. The region

under the bi-nodal curve (thick curve in Figure 21.7) represents a two-phase region where the

homogeneous polymer solution phase separates into polymer-rich and polymer-lean phase (misci-

bility gap) upon decreasing the temperature. The dotted curve is the spinodal curve that divides the

two-phase region into metastable and unstable states. The region under the spinodal curve repre-

sents the unstable state and region between spinodal and bi-nodal curve represents the metastable

state. The significance of the metastable and unstable states is that the mechanisms by which phase

separation takes place are different. The initial compositions and the temperatures through which

the system passes determine the mechanism of phase separation in these systems. For example,

when the temperature of the polymer solution of composition A is reduced to induce phase separa-

tion, the system undergoes de-mixing in metastable region by bi-nodal decomposition via nucle-

ation and growth of polymer-rich phase as shown on the left-hand side of Figure 21.7. Similarly,

the de-mixing of polymer solution of composition D takes place by bi-nodal decomposition via

nucleation and growth of polymer-lean phase. In contrast, the polymer solution of critical compo-

sition C when quenched passes through the critical point and the phase separates purely by spinodal

decomposition, which usually results in an interconnected morphology. Thus by varying the tem-

perature and composition of the polymer solution, de-mixing can be carried out via different phase-

separation mechanisms that form the nanoporous morphologies. 
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tion mechanisms (i) bi-nodal de-mixing (A, D) and (ii) spinodal de-mixing (C).

Copyright 2006 by Taylor & Francis Group, LLC



Point B represents a typical polymer solution used in the synthesis of nanoporous polymers

using the above technique. This solution when cooled along the path BE, passes through both the

metastable region where de-mixing takes place by bi-nodal decomposition, and then through the

unstable region where de-mixing takes place by spinodal decomposition. Thus, the cooling rate

would be an important parameter in determining the final porous morphology. If the cooling rate

is high, phase separation would be predominately by spinodal decomposition. In contrast, if the

cooling rate is slow enough for the formation of a nucleus, phase separation would be dominated

by bi-nodal decomposition. Figure 21.840 compares the porous morphologies that were obtained

using bi-nodal and spinodal decompositions. The sample phase separated by bi-nodal decomposi-

tion (top, Figure 21.8) showed a beaded structure, whereas the sample phase separated by spinodal

decomposition (bottom, Figure 21.8) showed a characteristic interconnected or bi-continuous

structure. 
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FIGURE 21.8 SEM micrographs of porous morphology obtained by bi-nodal (top) and spinodal (bottom)

decomposition. Bi-nodal decomposition yields a beaded structure whereas spinodal decomposition yields a

characteristic interconnected or bi-continuous structure. From Tsai F. and Torkelson, J.M., Macromolecules,

23, 775–784, 1990. With permission.
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The other important factor is the quenching period, i.e., the amount of time allowed to attain

equilibrium conditions. During this period, diffusion mechanisms like ripening and coalescence that

result in the densification of these morphologies become important. 

21.2.5 DIPS

In the DIPS technique,42–43 diffusion of nonsolvent into the polymer–solvent system or diffusion of

solvent out of the polymer–solvent–nonsolvent system induces the phase separation. In the former

case, the nonsolvent diffusing into and in the latter the solvent diffusing out of the system cause the

reduction in solubility necessary for phase separation. Similar to the binary-phase diagram in TIPS,

a ternary-phase diagram can be used to understand the phase-separation mechanisms that form the

porous morphologies in these systems.

Stephan and Teeters42 showed the influence of the chemical structure and diffusion characteristics

of the nonsolvent on the nanoporous morphologies obtained using the DIPS technique. The polymer

poly(vinylidene fluoride-co-hexafluoropropylene) (PVdF-HFP) was used in this work. Acetone was the

solvent and was more volatile than the nonsolvents such as pentane or 1-butanol. The resulting solu-

tions of PVdF–acetone–pentane and PVdF–acetone–1-butonal were cast as films on a glass substrate

and the solvent was allowed to evaporate under ambient conditions. As acetone evaporates, phase sep-

aration of the polymer from the solution takes place. It was reported that a homogeneous phase with

uniformly sized pores was obtained when the linear aliphatic nonsolvent, pentane, was used. In con-

trast, flaky surfaces with unevenly- sized pores were reported for systems with 1-butanol. An average

pore size of 12nm and specific surface area of 120m2/g were obtained using pentane as the nonsolvent,

whereas an average pore size of 40nm and specific surface area of 48m2/g were reported for systems

with 1-butanol. Thus, Stephan and Teeters demonstrated that the nanoporous morphologies can be tai-

lored by changing the type of non-solvent used. It is speculated that the difference in the interaction

effects between the polymer and the nonsolvents (pentane and 1-butanol) and the difference in the dif-

fusion characteristics of the nonsolvent caused the morphological differences observed. 

21.2.6 CARBON DIOXIDE FOAMING

Foaming of polymers using blowing agents has been widely used to synthesize closed cell foams

with pore sizes �1µm.44 Krause et al.45–47 used such foaming techniques to design interconnected

nanoporous structures. The basic steps involved in this technique were summarized by Krause 

et al.45 as follows: (1) saturation of the polymer with a gaseous penetrant (blowing agent), usually

supercritical or gaseous carbon dioxide (CO2), at high pressure, (2) followed by quenching of the

polymer and gas mixture into a supersaturated state by either reducing the pressure or increasing

the temperature, and finally (iii) nucleation and growth of gas cells dispersed throughout the poly-

mer sample as forces driving the mass transport mechanisms vanish. In this method, supercritical

or gaseous CO2 plays the role of a solvent. The advantage of this method is that the final nanoporous

polymers obtained do not have potentially toxic and volatile residues in contrast to other phase-sep-

aration techniques that are based on organic solvents. Krause et al.45 foamed thin extruded

poly(ether imide) (PEI) and poly(ether sulfone) (PES) films with CO2 to obtain bi-continuous

nanoporous polymers. SEM micrograph of one such structure is shown in Figure 21.9.46 The pore

sizes of this sample were reported to be in the range 20 to 50nm. 

Krause et al.46 also showed that blends of polysulfone and polyimide can be used to obtain 

similar nanoporous structures.

21.2.6.1 Reactive Systems

In these systems, the monomers are dissolved in a solvent and subsequently polymerized. The poly-

mers formed are usually insoluble in the solvent and thus phase separate to form the porous struc-

ture. This method is also known as polymerization-induced phase separation (PIPS) technique.
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21.2.7 PIPS

In this category, conventionally porous polymers were synthesized by suspension polymerization.

As a result, the porous materials obtained were in the form of spherical beads, which in turn are

formed by aggregated interconnected globules. Distributions of voids and pores are obtained using

this method. In general, the voids located between beads are macroporous (�50nm), those between

the globules of a given bead are mesoporous (2 to 50nm) and those within the globules themselves

are microporous (�2nm).48 There is some equivocalness in this literature about the usage of the

word “macroporous.” Macroporous as used here might mean materials that remain porous even in

their dry state and may not refer to the pore sizes of these materials.

Svec and Frechet48 used a reactive system to obtain nanoporous polymers in the form of mono-

liths having bi-modal distribution of pores with large channels (1000nm) and more conventional dif-

fusive nanopores. Such monoliths were used for chromatographic applications. In this work, Svec

and Frechet compared the systems that form monoliths with those that form beads (suspension

polymerization) for the same processing conditions. It was observed that the PSD and the median

pore size of the beads and monoliths were significantly different. Such observed differences in the

porous morphologies were attributed to the differences in the mechanisms of pore formation.

Generally, the final nanoporous morphologies are formed by the fundamental mechanisms of phase

separation and polymerization that take place in these systems. Thus, both the thermodynamic and

kinetic parameters such as the quality of porogenic solvent, solvent composition, polymerization

temperature, and the amount of cross-linking agent, etc. influence the nanoporous structures and

morphologies in these systems. Svec and Frechet48 synthesized porous monoliths using glycidyl

methacrylate and ethylene dimethacrylate as monomers and a mixture of cyclohexanol and dode-

canol as the solvent. The polymerization reaction in these systems was based on thermally initiated

free-radical mechanisms. In their work, they discuss the influence of porogenic solvent and poly-

merization temperature on the PSD of the monoliths. In an effort to show the influence of the struc-

ture of monomeric units on the porous morphology, Svec et al.49 carried out work comparing two

monomer pairs, styrene–divinylbenzene and glycidyl methacrylate–ethylene dimethacrylate, for syn-

thesizing monoliths. They discussed how the variables, such as temperature, composition of the poro-

genic solvent, and the extent of cross-linking allow for the facile tailoring of average pore sizes in
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FIGURE 21.9 The bi-continuous nanoporous structure of poly(ether imide) obtained by carbon dioxide

foaming. From Krause, B., Sijbesma, H.J.P., Munuklu, P., van der Vegt, N.F.A., and Wessling, M.,

Macromolecules, 34, 8792–8801, 2001. With permission.
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these monoliths. In their other work, Svec et al.50 showed that nanoporous monoliths could be syn-

thesized using photoinitiated reaction mechanisms.

Cooper and Holmes51 synthesized nanoporous monoliths by polymerizing ethylene glycol

dimethacrylate (EDMA) or trimethylolpropane trimethacrylate (TRM) in the presence of supercrit-

ical carbon dioxide (SCO2) as the porogenic solvent. An attractive alternative as a solvent is SCO2

as its diffusivity and solubility can be tuned over a wide range by simply changing the pressure. In

addition, SCO2 reverts to the gaseous state upon de-pressurization, simplifying separation of sol-

vent from the polymer and eliminating solvent residues. Cooper and Holmes51 reported materials

with median pore sizes of �100nm for monomer concentrations of 50 vol% and above. Cooper 

et al.52, 53 also used 1,1,1,2-tetrafluoroethane (R134a) as the porogenic solvent instead of SCO2 to

synthesize such monoliths. 

The resorcinol–formaldehyde54–57 (RF) and melamine–formaldehyde58 (MF) systems that are

based on simultaneous addition and condensation polymerization mechanisms form a class of its

own. In these systems, the accepted mechanisms of pore formation are based on simultaneous

microphase separation and polymerization. And depending upon the extent of microphase separa-

tion, these systems are classified into “polymeric” and “colloidal” RF gels.54 Both aqueous and

organic solvents are used in these systems. In general, RF- and MF-based gels are supercritically

dried after gelation. The resulting materials, called organic aerogels, find wide-spread applications

due to their physical,59 and optical properties. In some cases, these organic aerogels are pyrolyzed

to get nanoporous carbon aerogels,60 Al-Muhtaseb and Ritter54 have reviewed the literature on RF

gels extensively and explained how the nanostructures of these gels can be controlled by adjusting

the synthesis and processing conditions. The important parameters in these systems are catalyst

concentration, initial pH, and monomer concentration. 

Kabra et al.61 synthesized nanoporous hydroxypropyl cellulose (HPC) gels, where they sub-

jected the reacting system to a temperature cycle above and below the LCST. In doing so, they were

able to control the extent of phase separation in this system. Thus, they have integrated the princi-

ples of TIPS and PIPS techniques for designing nanoporous structures.

21.2.8 MICROEMULSION SYSTEMS

In microemulsion systems,62–65 instead of a homogeneous monomer solution, a microemulsion of

monomers, a solution of water and surfactant is used as the precursor solution. microemulsions are

thermodynamically stable, transparent, isotropic liquids consisting of water and oil (monomers)

phases stabilized by a surfactant or a combination of surfactant and co-surfactant.62 The final porous

morphology formed in this system usually depends upon the microstructure of the micro-emulsion

and any phase separation that occurs during polymerization. In a sense, the principles of templat-

ing (microstructure of the micro-emulsion) and phase-separation techniques are simultaneously

used in these systems to control the final nanoporous morphology. 

Gan and Chew63 used micro-emulsion systems based on water, methyl methacrylate, 2-hydrox-

yethyl methacrylate, and surfactants. They used two different types of surfactants: ones that are poly-

merizable and those that are nonpolymerizable. With the nonpolymerizable surfactants like sodium

dodecyl sulfate (SDS) or n-alkyltrimethyl-ammonium bromide (CnTAB), opaque polymer composites

showing phase separation during polymerization were obtained. In these systems, porous morphologies

ranging from globular to bi-continuous structures were observed. Gan and Chew63 showed the influence

of water, surfactant, and monomer concentrations on these morphologies. For cationic CnTAB micro-

emulsions, the effect of alkyl chain length of CnTAB (n � 12, 14, and 16) was found to be significant.

Figure 21.1063 shows this effect where the pore-volume distribution curves for systems with surfactants

of increasing chain lengths, n � 12, 14, and 16 are plotted. PSDs were found to be in the range of 5 to

20nm (in radius) for a sample containing C12TAB, 5 to 50nm for the one containing C14TAB, and 10

to 100nm for the C16TAB-based system, thus showing that changing the alkyl chain length of the sur-

factant provides a facile way of tailoring the median pore sizes and PSD in these systems. 
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Gan et al.63,64 also worked with polymerizable surfactants to obtain transparent polymers i.e.,

systems with reduced phase separation during polymerization. In such systems, the final porous

morphologies would primarily depend upon the micro-structure of the precursor solution. Four dif-

ferent types of surfactants such as anionic, cationic, zwitter-ionic, and nonionic systems were stud-

ied; mostly bi-continuous structures were reported for these systems. Palani Raj et al.65 and Gan 

et al.62 are some of the other works in which micro-emulsion systems were used. 

21.2.9 MISCIBLE SYSTEMS

Until now, the systems in which the solvent is used as a porogen, where it affects the final nanoporous

morphology by influencing the phase-separation mechanisms, polymerization kinetics (reactive), and

diffusion characteristics of system have been discussed. In our laboratory, we designed nanoporous

polymers using a homogenous system by carrying out the polymerization without any micro- and

macroscopic phase separation.66–67 This was possible because the polymer formed could interact

favorably with the solvent (negative ∆Hmix) and remain miscible throughout the polymerization. Thus

for a cross-linking system, the growing polymer network would encapsulate the solvent and form

nanoporous gels, whose typical pore dimensions can be tailored by changing the solvent content.

Controlling the pore size is much more straightforward in this case where the final morphology does

not depend upon phase-separation mechanisms. Instead, they are primarily governed by polymeriza-

tion kinetics. A system based on cross-linking epoxy-amine monomers in the presence of tetrahydro-

furan (THF) as the miscible and inert solvent was used. The polymer network in this system is formed

by step-growth polymerization unlike most phase-separating systems that are based on free-radical

polymerization. Generally, the step-growth mechanisms result in homogenous network structures,

which could be important in a miscible system like ours where the solvent would influence the molec-

ular connectivity of the polymer network and thereby affect the nanoporous structures formed in this

system. In effect, this method can be perceived as a transition in the role of the solvent from being a

porogen (i.e., by phase separating in the system) to being a template. The nanoporous gels synthesized

using this method were supercritically dried and the nanoporous structures of the resulting organic

aerogels were analyzed using SEM. Figure 21.11 shows the SEM micrographs of epoxy-amine sam-

ples synthesized using increasing THF content: 0:1, 4:1, 6:1, and 8:1 solvent to monomers by weight,

respectively. These micrographs show that the pore size and porosity of these aerogels can be tailored
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FIGURE 21.10 Effect of alkyl chain length of cationic nonpolymerizable surfactant (CnTAB) on the pore

sizes and PSDs of nanoporous materials synthesized using microemulsion systems:––––, C12TAB; ––––,

C14TAB; and, .............C16TAB. From Gan, L.M. and Chew, C.H., Colloids and Surfaces A: Physicochem. Eng.

Aspects, 123–124, 681–693, 1997. With permission.
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by changing the solvent content. Furthermore, bi-continuous or interconnected morphologies are

observed in this system. Nanoporous organic aerogels with average pore sizes ranging from 1 to 50nm

and porosities of 0 to 80% were obtained using this technique. 

21.3 POTENTIAL APPLICATIONS FOR NANOPOROUS POLYMERS

21.3.1 POLYMER ELECTROLYTE MEMBRANES FOR FUEL CELLS

A fuel cell is an electrochemical device that converts chemical energy of a fuel-oxidation reaction

directly into electrical energy with high efficiency. Thus, fuel cells can potentially replace combustion

engines due to their cleanliness and high-energy efficiency. Nanoporous polymers find a potential

application as an electrolyte between the electrodes in fuel cells, akin to a liquid electrolyte used in a

conventional electrochemical cell. The polymer electrolyte provides the mechanical integrity and

chemical stability required for these applications; in contrast, the transport properties of the polymer

electrolytes are much lower when compared with liquid electrolytes. Thus, design of polymer elec-

trolytes for fuel cell application entails designing nanoporous polymers with pore channels that would

facilitate the desired transport mechanisms, i.e., high proton (H�) transfer while reducing the amount

of fuel transfer. Apart from the pore size and structure of the pore channels, the H� transport through

nanoporous polymer depends on the ionic groups present at the pore interface that can exchange H�

ions with the solution present in the pore channel. The proton transport in such membranes is usually

based on sulfonic acid group electrolyte chemistry with water as the medium of transport in the pore

channel. Peled et al.2 have used one such nanoporous proton-conducting membrane for fuel cell appli-

cation. Vorrey and Teeters68 designed polymer electrolytes by confining PEO to the nanoporous
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0:1 Solvent:monomers 1 µm

1 µm
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FIGURE 21.11 SEM micrographs of epoxy amine samples synthesized using increasing solvent content,

(0:1, 4:1, 6:1, and 8:1 solvent to monomers by weight), showing that solvent content influences nanoporous

structures by changing the pore sizes and porosity (15,000�). From Raman, V.I. and Palmese, G.R., Langmuir,

21: 1539–1546 (2005). With permission.
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channels of track-etched polycarbonates. Similar to proton conduction principles in nanoporous chan-

nels, Liu et al.3 showed that nanoporous polymers can be used for Li� ion transport for lithium battery

applications. The nanostructures of these materials were designed using phase-separation techniques.

21.3.2 SEPARATION MEMBRANES

The membrane separation processes are more energy- and time efficient than conventional separa-

tion techniques. The general principles on which membrane separation processes work are shown

in Figure 21.12. As shown, a mixture of permeants with different sizes can be separated using a

nanoporous membrane by sieving effect, whereas a mixture of permeants with different thermody-

namic activity, for example molecules with charged group, can be separated based on their interac-

tions with the nanoporous membrane. In most applications, both of these principles are used

simultaneously to get the desired selectivity in separation. Polymeric membranes have been devel-

oped for industrial applications such as microfiltration, ultrafiltration, reverse osmosis, and gas sep-

aration.39 Depending upon the application, specific requirements are imposed on the structural and

thermodynamic attributes of nanoporous polymer. For example, in microfiltration and ultrafiltration

applications the efficiency of separation depends upon the controlled pore size and porosity of the

membrane, whereas for gas separation the selectivity and the thermodynamic interactions between

the permeants and pore interface determines the efficacy of separation.39 The nanoporous mem-

branes used for these applications are usually obtained by phase-separation techniques. A system

based on micro-emulsion was used by Li et al.69 to design ultrafiltration membranes. 

21.3.3 TEMPLATE FOR NANOSTRUCTURES/NANOMATERIALS SYNTHESIS

Nanoporous polymers are used as templates and substrates for synthesizing nanostructured materi-

als.1,70 Such materials find applications in the field of optical, mechanical, and chemical devices.

The underlying principle of synthesizing nanomaterials using nanoporous polymers as templates is

akin to that of producing components using replication, e.g., die-casting or mold casting.1

Generally, controlled pore sizes and shapes are required to obtain nanostructured material with

desired structure and property. Ferain and Legras71 used track-etched polyimide membrane as tem-

plates for the fabrication of polymeric nanowires and tubules, as shown in Figure 21.13.71

21.3.4 NANOCOMPOSITES

Another potential application of nanoporous polymers is in designing functional nanocomposites.

The advantages of such composite systems lie in the fact that improved properties could be obtained

by forming composites of two significantly different materials (for example, organic and inorganic5

and hydrophobic and hydrophilic) at the nanoscopic level. Figure 21.14 shows the design of such

nanocomposites by infusing incompatible materials into nanoporous polymers. 
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Nanoporous membrane

FIGURE 21.12 Separation of permeants based on sieving effect (left) and interaction effect (right), demon-

strating the principles involved in separation.
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Nanoporous polymers for such applications should have specific molecular attributes at the

polymer–permeant interface within the pore to facilitate the infusion of dissimilar material. This can

be done by tailoring the pore interface interactions by grafting methods. In our laboratory, we have

shown that chemical grafting techniques based on Michael’s addition of acrylamide and sulfonation

of aromatic rings can be used to improve the hydrophilicity of epoxy-amine networks synthesized

using a miscible system.67 Currently, efforts are being carried out to infuse hydrophilic-electroac-

tive materials into this grafted nanoporous substrates for sensing applications. In some cases, the

materials infused are monomers that are subsequently polymerized in the nanopores to form the

final nanocomposite. In these cases, the nanopores are used as nanoreactors. Baradie et al.5 synthe-

sized a polymer and inorganic nanocomposite by infusing tetraethyloxysilane (TEOS) into the

nanoporous polymer and hydrolyzing TEOS within the nanopores. 

21.4 CONCLUSIONS AND FUTURE DIRECTION

In this chapter, methods of designing nanoporous polymers were classified into three main categories:

(1) methods with no pore-generating agents (porogen) — track etching; (2) methods that use tem-

plates – micellar imprinting, nanotemplates, molecular imprinting, self-assembled nanostructures, and

Nanoporous Polymers — Design and Applications 601

500 nm 200 nm

2 µm2 µm

FIGURE 21.13 Nanoporous polyimide track-etch template (upper left). Templates similar to these were used

to synthesize cylindrical polypyrrole nanowires (upper right), and templates obtained with specific treatment

prior to track etching resulted in new wire shapes (down left and right). From Ferain, E. and Legras, R., Nucl.

Intstr. Meth. Phys. Res., B 208, 115–122, 2003. With permission.

100 nm Infusion of nanopores

NanocompositesNanoporous polymers

FIGURE 21.14 The application of nanoporous polymers as substrates for nanocomposites design.
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hyperbranched polymers; and (3) methods that use solvent as porogen — TIPS, DIPS, PIPS,

microemulsion systems and miscible systems. The general principles and nanostructure and

morphology obtained from each of these methods along with their salient features and limitations

were discussed. In general, it is observed that phase-separation techniques have been widely used

for designing nanoporous polymers. The use of super-critical carbon dioxide as a solvent in these

techniques provides an environmentally safe alternative. Recent advancements are in developing

nanoporous polymers using solvent-free techniques such as carbon dioxide foaming and track

etching. Furthermore, the miscible systems as discussed in this chapter represent an interesting sub-

set of the methods that use solvent as porogen. Potential applications for nanoporous polymers,

such as polymer electrolytes in fuel cells, separation membranes, templates for nanostructures and

nanomaterials synthesis, and nanocomposites were also discussed. An important future application

of nanoporous polymers would be in nanomaterials and nanostructures design. Oriented and

ordered pore structures with narrow PSD are generally required for this application. Track-etching

technique, with its ability to provide controlled pore structures with well-defined PSD, is a suitable

technique for this application. It can be generally observed that designing nanostructure and

morphology has been the primary focus of most research efforts in this field, whereas the design of

pore interface chemistry and activity of nanoporous polymers is still not possible with most of these

techniques. A future direction would be to tailor the pore interface chemistry and activity of these

controlled nanoporous structures for specific applications as discussed above.
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22.1 INTRODUCTION

Biomaterials have received a considerable amount of attention over the last 30 years as a means of treat-

ing diseases and easing suffering. The focus of treatment is no longer a conventional pharmaceutical

formulation but rather a combination of device-integrated biomaterial and the necessary therapeutic
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treatment. Biomaterials have found applications in approximately 8000 different kinds of medical

devices [1], which have been used in repairing skeletal systems, returning cardiovascular functionality,

replacing organs, and repairing or returning senses [2]. Even though biomaterials have had a pro-

nounced impact in medical treatment, a need still exists to be able to design and develop better poly-

mer, ceramic, and metal systems [3].

Polymeric biomaterials originated as off-the-shelf materials that clinicians were able to use in

solving a problem, for example, dialysis tubing was originally made of cellulose acetate, vascular

grafts were fabricated from Dacron, and artificial hearts were molded from polyurethanes (PUs) [2].

However, these materials did not possess the chemical, physical, and biological properties neces-

sary to prevent further complications. Recent advances in synthetic techniques have allowed these

properties to be imparted on polymeric biomaterials, which help to alleviate accompanying bio-

compatibility issues. Nanotechnology, as this chapter will describe, further adds to the ability of

chemically tailoring polymeric materials to provide more opportunities for revolutionary break-

throughs in the science and technology associated with developing novel devices. Undoubtedly,

nanoscale science and engineering has the potential to have a profound impact on medical science

and technology, which will lead to improved diagnostics and enhanced therapeutic methods [4].

For ceramics and metals, similar advancements through the use of nanotechnology can be envi-

sioned. For example, bioimplants, administered to humans over the past nine decades, have mostly

been synthetic prostheses consisting of ceramic or metal particles and grain sizes with conventional

dimensions (of the order of 1 to 104 µm). But the lack of sufficient bonding of these synthetic

implants to surrounding body tissues has, in recent years, led to the investigation of novel material

formulations. One such category of materials, nanophase ceramics and metals (or materials with

constituent components less than 100 nm in at least one direction), can be used to synthesize

implants with surface roughness similar to that of natural tissues. Natural tissues have numerous

nanometer features available for cellular interactions since they are composed of many nanostruc-

tures (specifically, proteins). Several nanophase ceramic and metal biomedical implants are cur-

rently being investigated, and are likely to gain approvals for clinical use in the near future.

One area in which nanophase polymers, ceramics, and metals are being heavily investigated

involves orthopedic/dental applications and this is for a good reason. Since 1990, the total number of

hip replacements, which is the replacement of the femoral and hip bones, has been steadily increasing

[5–11]. In fact, in the United States alone in 2000 there were 152,000 total hip replacements — a 33%

increase from the number performed in 1990 and a little over half of the projected number of total hip

replacements (272,000) by the year 2030 [5–8]. However, in 1997, 12.8% of the total hip arthroplas-

ties were simply due to revision surgeries of previously implanted failed hip replacements [5–8]. 

The fact that such a high percentage of hip replacements performed every year are revision sur-

geries is not surprising when you consider the life expectancy of the implant versus that of the

patient receiving the implant. Consistently, over 30% of those requiring total hip replacements have

been below the age of 65 and even those at the age of 65 have a life expectancy of 17.9 years [9–11].

Females, who comprise a majority of those receiving total hip replacements, have a life expectancy

of 19.2 years at the age of 65. Since the longevity of implants ranges only from about 12 to 15 years,

even the majority of those who receive bone implants at the age of 65 will require at least one revi-

sion surgery before the end of their lives [9–11]. 

For the dental community the story is not any better. Since dental implants may be necessary

for the young and old alike, it is imperative that they are able to last for the duration of the patient’s

life. Recent studies have found that dental implants which have been used in over 300,000 cases in

the United States, have up to a 96% success rate (meaning that the implant was not mobile and was

noninflamed) after 5 years, 80% after 10 years, and less than 75% after 15 years [5–11].

The above information strongly suggests that the longevity of the current prostheses is a reoc-

curring problem for the orthopedic/dental community that has to be dealt with since current

approaches clearly fail. Orthopedic implant failure can be due to numerous reasons, including poor

initial bonding of the implant to juxtaposed bone, generation of wear debris that lodges between the
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implant and surrounding bone to cause bone cell death, and stress and strain imbalances between

the implant and surrounding bone causing implant loosening and eventual failure [12]. Although

there are many reasons why implants fail, a central one is the lack of sufficient bone regeneration

around the implant immediately after insertion [12]. Shockingly, about a quarter of dental implant

failures (of those that failed between 3 and 6 months) are attributed to incomplete healing of the

implant to juxtaposed bone [5–11]. Importantly, this leads to eventual implant loosening and

regions for possible wear debris to situate between the implant and surrounding bone, further com-

plicating bone loss [12–15].

Nanotechnology is playing an important role in decreasing this failure. This is because, in order

to improve biomaterial performance and hence extend the lifetime of bone implants, it is essential

to design surface characteristics that interface optimally with select proteins and subsequently with

pertinent bone cell types. That is, immediately after implantation, proteins will adsorb from plasma

to biomaterial surfaces to control cell attachment and eventual tissue regeneration (Figure 22.1)

[16,17]. Initial protein interactions that mediate cell function depend on many biomaterial proper-

ties, including chemistry, charge, wettability, and topography [16,17]. Of significant influence for

protein interactions is surface roughness and energy [18–22], and this represents the promise of

nanophase materials in bone implant applications. 

The critical factor for the merging of nanotechnology with medicine is the increasingly docu-

mented, special, biologically improved material properties of nanophase implants compared to con-

ventional formulations of the same material chemistry. This chapter will highlight a novel property of

nanophase materials that makes them attractive for use as implants: increased tissue regeneration. Work

is ongoing in the domains of orthopedic, dental, bladder, neurological, vascular, cartilage, and cardio-

vascular applications. However, only orthopedic applications, which are the closest to clinical applica-

tions, will be emphasized here. This contribution will briefly articulate the seeming revolutionary

changes and the potential gains nanostructured materials can make for bone implant technology.
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FIGURE 22.1 Cell recognition of biomaterial surfaces controlled by initial protein interactions. Initial protein

interactions can influence cell adhesion and, thus, degree of bone tissue formation on biomaterials. Changing mate-

rial properties will alter protein interactions and influence subsequent cell function. (Adapted and redrawn from

Schakenraad, J.M., in Biomaterials Science: An Introduction to Materials in Medicine, Ratner, B.D., Hoffman,

A.S., Schoen, F.S., and Lemmons, J.E., Eds., Academic Press, New York, 1996, pp. 133–140. With permission.)
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22.2 NANOTECHNOLOGY IN BIOMATERIALS SCIENCE

The emergence of micro- and nanoscale science and engineering has provided new avenues for

engineering materials with macromolecular and even down to molecular-scale precision, leading to

diagnostic and therapeutic technologies that will revolutionize the way health care is administered.

Biomaterials have evolved from off-the-shelf products (e.g., Dacron for vascular grafts) to materi-

als that have been designed with molecular precision to exhibit the desired properties for a specific

application, often mimicking biological systems [2,3]. 

Controlling interactions at the level of natural building blocks, from proteins to cells, facilitates

the novel exploration, manipulation, and application of living systems and biological phenomena.

Nanostructured tissue scaffolds and biomaterials are being applied for improved tissue design, recon-

struction, and reparative medicine [23–26]. Nano- and micro-arrays have been established as the pre-

ferred method for carrying out genetic and other biological (e.g., drug discovery) analysis on a massive

scale [27]. Natural nanopores [28,29] and synthetic nanopores of tailored dimensions [30,31] are prob-

ing, characterizing, and sequencing biological macromolecules and have demonstrated the possibility

to analyze the structure of individual macromolecules faster and cheaper [32]. Self-assembly is being

applied to create new biomaterials with well-ordered structures at the nanoscale, such as nanofiber

peptide and protein scaffolds [33]. In addition, polymer networks with precisely engineered binding

sites have been created via molecular imprinting, where functional monomers are preassembled with

a target molecule and then the structure is locked with network formation [34].

In medical diagnostics, the speed and precision with which a condition is detected directly impacts

the prognosis of a patient. Point-of-care (POC) diagnostic devices, which enable diagnostic testing

(in vivo or ex vivo) at the site of care, can enhance patient outcomes by substantially abbreviated analy-

sis times as a result of the intrinsic advantages of the miniature device and by eliminating the need for

sample transport to an on-site or off-site laboratory for testing. The development of micro or minia-

turized total analysis systems (µ-TAS), also referred to as lab-on-a-chip devices, has profoundly

impacted the corresponding development of POC diagnostic devices. These µ-TAS devices integrate

microvalves, micropumps, micro-separations, microsensors, and other components to create miniature

systems capable of analysis that typically requires an entire laboratory of instruments. Since being

introduced as a novel concept for chemical sensing devices [35], µ-TAS devices have been applied as

innovative biological devices [36] and POC diagnostic devices [37,38]. With the further development

of micro- and nanosensors, POC diagnostic devices will provide for improved medical management,

leading eventually to self-regulated POC diagnostic devices that intermittently or continuously moni-

tor the biological molecule of interest and deliver the therapeutic agents as required.

Additionally, nanoscale science and engineering have accelerated the development of novel

drug delivery systems and led to enhanced control over how a given pharmaceutical is administered,

helping biological potential to be transformed into medical reality [39]. Micro- and nanoscale

devices have been fabricated using integrated circuit processing techniques and have been demon-

strated to allow for strict control over the temporal release of the drug. Silicon microchips that can

provide controlled release of single or multiple chemical substances on demand via electrochemi-

cal dissolution of the thin anode membranes covering microreservoirs have been created [40]. The

advantages of this microdevice are that it has a simple release mechanism, very accurate dosing,

ability to have complex release patterns, potential for local delivery, and possible biological drug

stability enhancement by storing in a microvolume that can be precisely controlled. More recently,

multi-pulse drug delivery from a resorbable polymeric microchip device was demonstrated [41].

In particular, the development of polymer systems that are able to interact with their environment

in an “intelligent” manner has led to novel materials and applications. These intelligent materials are

attractive options as functional components in micro- and nanodevices, due to the ease with which

their recognition and actuation properties can be precisely tailored. In this section, neutral and intelli-

gent polymers and networks based on environmentally responsive hydrogels and bio-mimetic poly-

mer networks will be discussed for application as sensing/recognition elements in novel diagnostic
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devices, such as microsensors and microarrays, and therapeutic devices, for tailoring loading and

release properties. 

In addition to advances in polymer nanotechnology for sensing and recognizing changes in

micro-environments, advances have been made concerning tissue regeneration on ceramic and metal-

lic nanomaterials. Broadly speaking, nanotechnology embraces a system whose core of materials is

in the range of nanometers (10−9 m) [42–52]. The application of nanomaterials for medical diagno-

sis, treatment of failing organ systems, or prevention and cure of human diseases can generally be

referred to as nanomedicine [51,52]. The branch of nanomedicine devoted to the development of

biodegradable or nonbiodegradable prostheses fall within the purview of nanobiomedical science

and engineering [51,52]. Although various definitions are attached to the word “nanomaterial” by

different experts, the commonly accepted concept refers nanomaterials as that material with the basic

structural unit in the range 1 to 100 nm (nanostructured), crystalline solids with grain sizes 1 to

100 nm (nanocrystals), individual layer or multilayer surface coatings in the range 1 to 100 nm

(nanocoatings), extremely fine powders with an average particle size in the range 1 to 100 nm

(nanopowders) and, fibers with a diameter in the range 1 to 100 nm (nanofibers) [42,43].

Since nature itself exists in the nanometer regime, especially tissues in the human body [53], it

is clear that nanotechnology can play an integral role in tissue regeneration. Specifically, bone is

composed of numerous nanostructures — like collagen and hydroxyapatite (HA) that, most impor-

tantly, provide a unique nanostructure for protein and bone cell interactions in the body (Figure 22.2)

[50]. Although the ability to mimic constituent components of bone is novel in itself, there are addi-

tional reasons to consider nanomaterials for tissue regeneration such as in orthopedic applications:

their special surface properties compared to conventional (or micron constituent component struc-

tured) materials [47–50]. For example, a nanomaterial has increased numbers of atoms at the surface,

grain boundaries or material defects at the surface, surface area, and altered electron distributions

compared to conventional materials (Figure 22.3) [50]. In summary, nanophase material surfaces are

more reactive than their conventional counterparts. In this light, it is clear that proteins which influ-

ence cell interactions that lead to tissue regeneration will be quite different on nanophase compared

with conventional implant surfaces (Figure 22.1).
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FIGURE 22.2 Nanocomponents of bone provide a high degree of nanostructured surface roughness for bone

cells. (Adapted and redrawn from Cowin, R., Handbook of Bioengineering, McGraw-Hill, New York, 1987.

With permission.)
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Despite this, the evolution of tissue engineering has centered on the use of materials with non-

biologically inspired micron surface features [55,56], mostly changing in chemistry or micron rough-

ness but not degree of nanometer roughness (Figure 22.4). In this context, it should not be surprising

why the optimal tissue engineering material (in particular, to regenerate bone) has not been found.

22.3 CURRENT RESEARCH EFFORTS TO IMPROVE BIOMEDICAL 

PERFORMANCE AT THE NANOSCALE

Nanoscale materials currently being investigated for bone tissue engineering applications can

be placed in the following categories: ceramics, metals, polymers, and composites thereof.

Each type of material has distinct properties that can be advantageous for specific bone regrowth

applications. For example, HA, a ceramic mineral present in bone (Figure 22.2), can also be made

synthetically. Ceramics, though, are not mechanically tough enough to be used in bulk for large-scale

bone fractures. However, they have found applications for a long time as bioactive coatings due to

their ionic bonding mechanisms favorable for osteoblast (or bone-forming cells) function [57]. 
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Unlike ceramic materials, metals are not found in the body. Due to their mechanical strength

and relative inactivity with biological substances, metals (specifically, Ti, Ti6Al4V, and CoCrMo)

have been the materials of choice for large bone fractures [55,56]. Polymers exhibit unique proper-

ties (such as viscosity, malleability, moldability) and possess mechanical strength that is compara-

ble with many soft (not hard) tissues in the body [54]. To date, because of their excellent friction

properties, polymers (like ultra-high-molecular-weight polyethylene) have been primarily used as

articulating components of orthopedic joint replacements [58]. Additionally, some polymers (par-

ticularly the polyester family) can be resorbed or degraded in the body, which opens the window

for controllable repair of damaged bone that is actively being investigated in tissue engineering cir-

cles. Lastly, composites of any or all of the above, can be synthesized to provide a wide range of

material properties to increase bone implant performance [59]; such ability to tailor composite

properties to specific orthopedic applications makes them attractive. 

Owing to the numerous materials currently being used and investigated in orthopedics, this

review will cover select efforts to create nanoscale surfaces in all of these categories: ceramics, met-

als, polymers, and composites. Several current and potential materials that have shown promise in

nanotechnology for bone biomedical applications as well as needed future directions, will be

emphasized. 

22.4 SOFT BIOMATERIALS

Polymers are only one of the four major classes of biomaterials; however, polymeric biomaterials

have a significant advantage over metals, ceramics, and natural materials in that they can be chem-

ically synthesized or modified according to the desired application. Hydrogels, hydrophilic, and

cross-linked polymeric structures, have received considerable attention for use in biomedical appli-

cations due to the biocompatible nature of their physical properties [60–62]. Poly(hydroxyethyl

methacrylate) [63] is the most widely used hydrogel, and the cross-linked variant has been fre-

quently used in soft contact lenses [64,65]. Hydrogels are also widely used in pharmaceutical appli-

cations especially for the oral delivery of therapeutic proteins [66]. This class of materials is also

capable of responding to changes in the external pH (Figure 22.5), temperature, ionic strength,

nature and composition of the swelling agent, enzymatic or chemical reaction, and electrical or

magnetic stimuli [67]. 

Much consideration must be given when designing a material for a specific application. Certain

properties of the material must be controlled so as to perform the necessary function and elicit the

Nanotechnology and Biomaterials 611

pH decrease

Mg, � decrease 

�

�
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appropriate response. These properties can be tailored to the specific need by carefully controlling

structural characteristics, modifying the surface properties, and employing biomimesis in the mate-

rial design. Hydrogels are a suitable material for biomedical devices because their properties can be

controlled during or after the chemical synthesis, providing a significant amount of flexibility to aid

in need-specific design applications.

22.4.1 STRUCTURAL CHARACTERISTICS

Hydrogel networks are prepared via chemical cross-linking, photopolymerization, or irradiative

cross-linking [68] with the behavior of the materials dependent on their equilibrium and dynamic

swelling behavior in water. Flory [69] was the first to develop the theory to explain the swelling

behavior of cross-linked polymers based upon a Gaussian distribution of the polymer chains.

Various parameters have been employed to define the equilibrium-swelling behavior. The volume

degree of swelling, Q, is the ratio of the actual volume of a sample in the swollen state divided by

its volume in the dry state and q, the weight degree of swelling, is the ratio of the weight of the

swollen sample to that of the dry sample [62]. The basic structure of the hydrogel is described by

the molecular weight between cross-links, M�c, and the cross-linking density, ρx and can be calcu-

lated from Equations (22.1) and (22.2), respectively. The structural characteristics influence the

diffusion coefficient of solutes through the network, optical properties, mechanical properties, and

surface mobility:

� � (22.1)

ρx � (22.2) 

These key properties of the hydrogel are typically determined during initial synthesis of the bio-

material and are representative of the bulk structure of the material. Advances in nanotechnology

have afforded the ability to refine further the structure by molecularly engineering the hydrogel to

impart a recognitive capacity. Domains within the molecularly designed hydrogel are able to rec-

ognize specific molecules through highly select noncovalent interactions between the building

blocks of both the hydrogel network and the recognizable molecule [70].

22.4.2 SURFACE PROPERTIES

In addition to the bulk structural characteristics of the biomaterial, the surface plays a key role in

the ability of the material to function as designed. A surface provides a low-energy barrier to mobil-

ity, a high accessibility for reaction, enhanced reaction turnover rates, and ultimately allows for

molecular recognition [71]. As the first biomaterials were developed (intraocular lenses, hip joint

replacements, and blood-contacting devices), the importance of the surface properties, protein–sur-

face interaction, and surface modification was evident to researchers [72,73]. Baier et al. [74] intro-

duced methods with the ability to determine the driving mechanisms behind bioreactions. Hoffman

[75] demonstrated that materials could be engineered so as to provide the desired biological

responses necessary for effective biomaterial functionality.

In this light, poly(ethylene glycol) (PEG) has received considerable attention for its use at the

biomaterial–host interface to prevent protein fouling [76–78]. Castner and Ratner [71] list other

strategies in addition to PEG that have been employed in biomaterials to prevent protein adsorption.

However, possessing the ability to design surface properties has not been able to fully solve the issues
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associated with the biocompatibility of the material. True biocompatibility will be achieved when

absorbing proteins are able to maintain their conformation, eliminating the detrimental foreign body

reaction to this newly formed unnatural layer of denatured proteins [71]. The surface of the material

must be designed so as to provide components inherent to the natural wound healing process. This

is an important contribution nanotechnology can make to improve biomaterial performance.

22.4.3 BIOMIMETICS

The design and development of biomaterials have primarily been focused on the biocompatibility

of the device with its surroundings, overlooking the biomolecular interactions that occur. The par-

adigm for biomaterial characterization has shifted from one focusing on broad design parameters to

one that focuses on eliciting specific molecular responses from the physiological environment.

Biomimetic materials emulate nature and mimic biological architecture to elicit a desired cellular

response [79,126]. Because of their hydrophilic structure, hydrogels inherently possess the charac-

teristics of natural tissue; however, these materials in device form are much larger than individual

cells. The major thrust of biomimesis is to design structures that have the ability to interact on a

sub-cellular basis.

In designing biomaterials one must understand the mechanisms by which cells interact for effi-

cient biological mimicking. Three specific interactions that are crucial in material development

include cell adhesion, morphogenic stimuli signaling, and endocytosis [79]; since all of these are

events controlled at the nanoscale, biomimetics is a critical field in nanotechnology.

22.4.4 NANOSCALE BIOPOLYMER CARRIERS

Polymer nanoparticle and nanosphere carriers (Figure 22.6 and Figure 22.7) are very attractive for

biomedical and pharmaceutical applications, due to their unique and tailorable properties. In the

case of polymer networks, the release profile can be precisely controlled through the design of its

molecular structure, such as degree of cross-linking and ionic characteristics of the pendent func-

tional groups [80,81].
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FIGURE 22.6 TEM image of P(MAA-g-EG) nanospheres prepared from a MAA/EG molar feed ratio of 1:1.

The P(MAA-g-EG) nanospheres were stained with uranyl acetate at pH 4.0.
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Polymer nanospheres have been molecularly designed to be responsive to the pH of their envi-

ronment, enabling the protection of fragile therapeutic peptides (Figure 22.8) and proteins in the

harsh, acidic stomach environment and then releasing them in the more amiable environment of the

upper small intestine [82–84]. In addition, nanoparticle carriers have been designed to have stealth

properties, allowing extended residence time without being recognized by the immune system

[85,86]. In other efforts, synthetic delivery systems, including polymeric nanoparticles, have been

developed for application in gene delivery [87,88]. By creating polymer drug delivery systems that

are biodegradable, the need for removal of the system postdelivery is eliminated, since the polymer
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FIGURE 22.7 TEM image of P(MAA-g-EG) nanospheres prepared from a MAA/EG molar feed ratio of 1:1.

The P(MAA-g-EG) nanospheres were stained with phosphotugstic acid pH 7.2.

15 µm 

FIGURE 22.8 Optical section of a Caco-2 cell monolayer grown on microporous Transwell® plates obtained

with a confocal microscope. FITC-labeled insulin (green) was added to the apical chamber of the cell mono-

layer in the presence of poly(methacrylic acid-grafted-ethylene glycol) microparticles for 120 min, and

images were taken after fixing the cells with 3.7% formaldehyde. 
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can be naturally resorbed by the body [89]. Also, a number of companies are reformulating insolu-

ble drugs as nanoparticles and nanocrystals to control uptake through cellular membranes. 

Microchips (Figure 22.9) have been created for the storage and then delivery of multiple drugs

in a controlled manner. For instance, a solid-state silicon microchip that can provide controlled

release of single or multiple chemical substances on demand was fabricated and demonstrated

[40,90]. The release is achieved via electrochemical dissolution of the thin anode membranes cov-

ering the micro-reservoirs filled with chemicals in solid, liquid, or gel form. The advantages of this

microdevice include a simple release mechanism, very accurate dosing, ability to have complex

release patterns, potential for local delivery, and possible biological drug stability enhancement by

storing in a micro-volume that can be precisely controlled. Recently, multi-pulse drug delivery from

a resorbable polymeric microchip device was demonstrated [41].

The aforementioned microdevices demonstrate only a few examples of the wide variety of

novel applications that exist for integration of micro- and nanofabrication technologies in drug

delivery, revealing the immaturity of the field. These novel drug delivery devices can enable effi-

cient delivery that was unattainable with conventional drug delivery techniques, resulting in the

enhancement of the therapeutic activity of a drug. 

22.5 CERAMIC NANOMATERIALS

Perhaps slightly more mature, is the application of nanophase ceramics in bone tissue engineering

applications. The next series of sections will highlight the improvement in bone regeneration that

can be obtained through the use of ceramic nanotechnology.

22.5.1 INCREASED OSTEOBLAST FUNCTIONS

The first report correlating increased bone cell function with decreased material grain or particulate

size into the nanometer regime dates back to 1998 and involves ceramics [91]. Such reports described

how in vitro osteoblast (bone-forming cell) adhesion, proliferation, differentiation (as measured by

intracellular and extracellular matrix protein synthesis such as alkaline phosphatase), and calcium
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FIGURE 22.9 (a) 3-D projection of a micropatterned square array of a biomimetic polymer network based

on a cross-linked polyacrylamide obtained utilizing a confocal microscope. (b) A slice of the square array. 
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deposition were enhanced on ceramics with particulate or grain sizes less than 100 nm [91–100].

Specifically, this was first demonstrated for a wide range of ceramic chemistries including titania

(Figure 22.10), alumina, and HA [93]. For example, four, three, and two times the amount of cal-

cium-mineral deposition was observed when osteoblasts were cultured for up to 28 days on

nanophase compared with conventional alumina, titania, and HA, respectively [95]. It is important to

note that for each respective nanophase and conventional ceramic mentioned in these first reports,

similar chemistry and material phase were studied [91–100]. That is to say, only the degree of

nanometer surface features were altered between respective nanophase and conventional alumina,

titania, and HA. This is important since as previously discussed it is well known that alterations in

surface chemistry will influence bone cell function [12,55–59], but this was the first time changes in

the degree of nanometer roughness alone were reported to enhance bone cell responses [91].

Although these studies provided preliminary evidence that osteoblast functions can be pro-

moted on nanostructured materials compared with conventional materials regardless of ceramic

chemistry, Elias et al. [101] further described a study where the topography of compacted carbon

nanometer fibers were transferred to poly-lactic-glycolic acid (PLGA) using well-established

silastic mold techniques. The same procedure was followed for compacts composed of conventional

carbon fibers. The successful transfer of nanometer surface features in compacted carbon nanome-

ter fibers and micron surface features in conventional fiber compacts were compared and is illus-

trated in Figure 22.11 [101]. Importantly, osteoblast adhesion increased on PLGA molds made from

nanometer fibers compared to conventional carbon fibers [101]. Increased osteoblast functions were

also observed on the original nanometer fiber material compared with conventional carbon fiber

compacts [101]. In this manner, this study provided further evidence of the importance of nanome-

ter surface features (and not chemistry) in promoting functions of bone-forming cells. 

Equally interesting, a step-function increase in osteoblast performance has been reported at distinct

ceramic grain sizes, specifically at alumina and titania spherical grain sizes below 60 nm [93]. This is

intriguing since when creating alumina or titania ceramics with average grain sizes below 60 nm, a

drastic increase in osteoblast function was observed compared to respective ceramics with grain sizes

just 10 nm higher (i.e., those with average grain sizes of 70 nm) [93]. This critical grain size for improv-

ing osteoblast function is also of paramount importance since numerous other special properties (such

as mechanical, electrical, catalytic) of materials have been reported when grain size is specifically

reduced to below 100 nm [42–50]. With this information, evidence has been provided to show for the

first time that the ability of nanophase ceramics to promote bone cell function is indeed limited to grain

sizes (or subsequent surface features) below 100 nm, specifically below 60 nm [93]. Thus, another

novel size-dependent property of nanostructured ceramics has been elucidated by these studies.
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FIGURE 22.10 (a) Conventional and (b) nanophase titania. One of the first studies correlating increased

osteoblast function with decreasing ceramic grain size was carried out on titania as pictured here. (From

Webster, T.J. et al., Biomaterials, 20, 1221, 1999. With permission.)
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Although an exact explanation as to why greater bone regeneration is observed on smaller grain

size ceramics in the nanometer regime is not known to date, it is believed that the importance of this

specific grain size in improving osteoblast function is connected with interactions of vitronectin (a

protein known to mediate osteoblast adhesion with linear dimensions remarkably similar to the crit-

ical grain size of 60 nm mentioned above) [94,99]. Moreover, as mentioned previously, several

studies have indicated that vitronectin and other proteins important for osteoblast adhesion are more

well spread and thus expose amino acid sequences to a greater extent when interacting with

nanometer ceramics compared with conventional ceramics [94,99]. It is also intriguing to note that

numerous investigators have confirmed that the minimum distance between protein ligands (such as

arginine-glycine-aspartic acid or RGD) necessary for cell attachment and spreading is in the

nanometer regime (specifically from 10 to 440 nm depending on whether the study was completed

with full proteins, protein fragments, or single RGD units) [102–107]. Therefore, an underlying

substrate surface that mediates protein spreading (as opposed to protein folding) to expose such lig-

ands, coupled with a nanometer surface roughness to further project such ligands to the cell, may

promote cell adhesion due to this optimal ligand spacing. 

22.5.2 INCREASED OSTEOCLAST FUNCTIONS

In addition to studies highlighting enhanced osteoblast function on nanophase ceramics, increased

functions of osteoclasts (bone-resorbing cells) have been reported on nanospherical compared with

larger grain size alumina, titania, and HA [100]. Specifically, osteoclast synthesis of tartrate-resist-

ant acid phosphatase (TRAP) and subsequent formation of resorption pits was up to two times

greater on nanophase compared to conventional ceramics such as HA. Coordinated functions of

osteoblasts and osteoclasts are imperative for the formation and maintenance of healthy new bone
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FIGURE 22.11 Poly-lactic-glycolic acid (PLGA) molds of conventional and nanophase carbon fiber com-

pacts. To highlight the importance of nanometer surface roughness regardless of substrate chemistry, studies

have shown increased functions of osteoblasts on PLGA molds of nanophase compacts compared to conven-

tional carbon compacts. Studies have also shown increased functions of osteoblasts on compacts composed of

nanometer fibers compared to conventional carbon fibers. Bar = 1 µm. (From Elias, K.L. et al., Biomaterials,

23, 3279–3287, 2002. With permission.)
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juxtaposed to an orthopedic implant [12]. Frequently, newly formed bone juxtaposed to implants is

not remodeled by osteoclasts and thus becomes unhealthy or necrotic [57]. At this time, the exact

mechanism of greater functions of osteoclasts on nanophase ceramics is not known, but it may be

tied to the well-documented increased solubility properties of nanophase compared with conven-

tional materials [48]. In other words, due to larger numbers of grain boundaries at the surface of

smaller grain size materials, increased diffusion of chemicals (such as TRAP) may be occurring to

subsequently result in the formation of more resorption pits. 

Collectively, results of promoted functions of osteoblasts coupled with greater functions

of osteoclasts imply increased formation and maintenance of healthy bone juxtaposed to an implant

surface composed of nanophase ceramics. In fact, although not compared with conventional grain

size apatite-coated metals, some studies have indeed demonstrated increased new bone formation

on metals coated with nanophase apatite [108]. As shown in Figure 22.12, bone formation can be

clearly seen on the surface of metals coated with nano-apatite, whereas there is no indication of new

bone formation on the underlying metal without the coating [108]. Incidentally, coating metals with

nanophase HA has been problematic [109]. For example, owing to their small grain size, techniques
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FIGURE 22.12 Increased in vivo bone regeneration on titanium coated with nanophase apatite. Scanning

electron micrograph of nanometer-dimensioned apatite (specifically, between 100–200 nm in size) is depicted

in (a). Increased bone regeneration in titanium cages when coated with nano-apatite is depicted in (b). (From

Li, P., J. Biomed. Mater. Res., 66, 79–85, 2003. With permission.)
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which use high temperatures (like plasma spray deposition) are not an option since they will result

in HA grain growth into the micron regime [109]. To circumvent such difficulties, some investiga-

tors have allowed nanophase HA to precipitate on metal surfaces; this can be time consuming and

not very controllable [108]. In contrast, others have developed novel techniques which use high-

pressure-based processes that do not significantly create elevated temperatures to coat nanophase

ceramics on metals so as to retain their bioactive properties (Figure 22.13) [110].

22.5.3 DECREASED COMPETITIVE CELL FUNCTIONS

Importantly, it has also been shown that competitive cells do not respond in the same manner to

nanophase materials as osteoblasts and osteoclasts do [94,101,111]. In fact, decreased functions of

fibroblasts (cells that contribute to fibrous encapsulation and callus formation events that may lead

to implant loosening and failure [12] and of endothelial cells [cells that line the vasculature of the

body]) have been observed on nanophase compared with conventional ceramics [94]. In fact, the

ratio of osteoblast to fibroblast adhesion increased from 1:1 on conventional alumina to 3:1 on

nanophase alumina [94]. 

Previously, such selectivity in bone cell function on materials has only been observed through

delicate surface chemistry (e.g., through the immobilization of peptide sequences like Lys-Arg-Ser-

Arg or KRSR) [112]. It has been argued that immobilized delicate surface chemistries may be 

compromised once implanted due to macromolecular interactions that render such epitopes non-

functional in vivo. For these reasons, it is important to note that studies demonstrating select

enhanced osteoblast and osteoclast functions with decreased functions of competitive cells on

nanophase materials have been conducted on surfaces that have not been chemically modified by

the immobilization of proteins, amino acids, peptides, or other entities [94,101,111]. Rather it is the

unmodified, raw material surface that is specifically promoting bone cell functions.

Fibroblast function was also investigated in the same study that was previously mentioned in

which Elias et al. transferred the topography of compacted carbon nanometer fibers compared to con-

ventional fibers to PLGA using well-established silastic mold techniques (Figure 22.11) [102].

Similar to the observed greater osteoblast adhesion already noted, decreased fibroblast adhesion was

measured on PLGA molds synthesized from carbon nanometer fibers compared to conventional

fibers [102]. Again, this was the same trend observed on the starting material of carbon nanometer
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FIGURE 22.13 Nanophase hydroxyapatite coated on titanium. Owing to elevated temperatures, traditional

coating techniques, like plasma spray deposition, cannot be used to coat metals with nanophase ceramics. This

process developed by Spire Biomedical (Bedford, MA) uses high pressure at low temperatures so as to not

allow for grain growth. Bar = 1 µm (upper left).
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fiber compacts compared to conventional fiber compacts [102]. Thus, this study demonstrated the

importance of a nanometer surface roughness (and not chemical composition of the material) in

decreasing functions of fibroblasts that may lead to undesirable fibrous encapsulation and callus for-

mation events inhibiting osseointegration of orthopedic implants with surrounding bone.

22.5.4 INCREASED OSTEOBLAST FUNCTIONS ON NANOFIBROUS MATERIALS

Recently, researchers have further modified nanophase ceramics to simulate not only the nanome-

ter dimension but also the aspect ratio of proteins and HA crystals found in the extra-cellular matrix

of bone [111]. For example, consolidated substrates formulated from nanofibrous alumina (diame-

ter � 2 nm, length � 50 nm; Figure 22.14) increased osteoblast functions in comparison with sim-

ilar alumina substrates formulated from the aforementioned nanospherical particles [111].

Specifically, Price et al. [111] determined a twofold increase in osteoblast cell adhesion density on

nanofiber vs conventional nanospherical alumina substrates, following only a 2-h culture. Greater

subsequent functions leading to new bone synthesis has also been reported on nanofibrous com-

pared to nano- and conventional spherical alumina [111]. Thus, perhaps not only is the nanometer

grain size of components of bone important to mimic in materials, but the aspect ratio may also be

key to simulate in synthetic materials to optimize bone cell response. 

Another class of novel biologically inspired nanofiber materials that have been investigated for

orthopedic applications are self-assembled helical rosette nanotubes [113]. These organic compounds

are composed of guanine and cytosine DNA pairs that self-assemble when added to water to form

unique nanostructures (Figure 22.15). These nanotubes have been reported to be 1.1 nm wide and up

to several millimeters wide [113]. Compared to currently used titanium, recent studies have indicated

that osteoblast function is increased on titanium coated with helical rosette nanotubes (Figure 22.15)

[113]. Although in these studies it has not been possible to separate the influence of nanometer

dimensions from the effects of nanotube chemistry on cell functions, it is clear that these nanotubes

are another category of novel nanostructured materials that can be used to promote bone formation.

It is also intriguing to consider what role self-assembled nanofibers may play in orthopedics since

bone itself is a self-assembled collection of nanofibers. 

In this context it is important to mention that only nanophase materials can mimic the unique aspect

ratio of HA and proteins found in the extracellular matrix of bone; it is not possible for micron-sized
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FIGURE 22.14 Transmission electron microscope image of alumina nanofibers. Compared to spherical con-

ventional alumina, increased functions of osteoblasts have been reported on nanophase fibrous alumina. Scale

bar � 10 nm. (From Price, R.L. et al., J. Biomed. Mater. Res., 67, 1284, 2003. With permission.)
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materials to simulate the unique nanometer constituent components of bone. As mentioned previously,

results concerning the importance of nanofibrous materials in promoting functions of osteoblasts have

been reported for carbon and polymer molds of carbon nanofibers (Figure 22.11) [101]. These findings

consistently testify to the unprecedented ability to create nanomaterials to mimic the dimensions of

components of physiological bone to promote new bone formation.

22.6 METAL NANOMATERIALS

Although much work has been conducted on nanophase ceramics for orthopedic applications to

date, several recent studies have focused on the analysis of bone regeneration on nanophase metals.

Metals investigated to date include titanium, Ti6Al4V, and CoCrMo [114]. While many have

attempted to create nanostructured surface features using chemical etchants (such as HNO3) on tita-

nium, results concerning increased bone synthesis have been mixed [58]. Moreover, through the use

of chemical etchants it is unclear what the cells may be responding to — changes in chemistry or

changes in topography. For this reason, as was done for the ceramics in this chapter, it is important
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FIGURE 22.15 Helical rosette nanotubes. Drawing of the cross-sectional (left) and longitudinal (right) view

of self-assembled helical rosette nanotubes is depicted in (a) while helical rosette nanotubes coated on titanium

is depicted in (b). Note the nanophase dimension of these organic tubes. Increased osteoblast function has been

observed on helical rosette nanotubes coated on Ti. (From Chun, A. et al., Nanotechnology, 15, S234, 2004.

With permission.)
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to focus on studies that have attempted to minimize large differences in material chemistry and

focus only on creating surfaces that alter in their degree of nanometer roughness.

One such study by Ejiofor et al. [114] utilized traditional powder metallurgy techniques with-

out the use of heat to avoid changes in chemistry to fabricate different particle size groups of Ti,

Ti6Al4V, and CoCrMo (Figure 22.16). Increased osteoblast adhesion, proliferation, synthesis of

extracellular matrix proteins (like alkaline phosphatase and collagen), and deposition of calcium-

containing mineral was observed on respective nanophase compared to conventional metals [114].

This was the first study to demonstrate that the novel enhancements in bone regeneration previously

seen in ceramics by decreasing grain size can be achieved in metals. 

Interestingly, when Ejiofor et al. [114] examined spatial attachment of osteoblasts on the sur-

faces of nanophase metals, they observed directed osteoblast attachment at metal grain boundaries

(Figure 22.17). Because of this, the authors speculated that the increased osteoblast adhesion may

be due to more grain boundaries at the surface of nanophase compared to conventional metals. As

was the case with nanophase ceramics [94,99], it is plausible that protein adsorption and
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FIGURE 22.16 Scanning electron micrographs of nanophase metals. Increased functions of osteoblasts have

been observed on nanophase compared to conventional c.p. Ti, Ti6Al4V, and CoCrMo. Scale bar = 1 µm for

nanophase Ti/Ti6Al4V and 10 µm for conventional Ti/Ti6Al4V. Scale bar = 10 µm for nanophase and conven-

tional CoCrMo. (From Ejiofor, J.U. and Webster, T.J., ASM Conference, Las Vegas, NV, 2004. With permission.)
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conformation at nanophase metal grain boundaries may be greatly altered compared to nongrain

boundary areas and conventional grain boundaries; in this manner, protein interactions at grain

boundaries may be key for osteoblast adhesion.

22.7 POLYMERIC NANOMATERIALS

For ceramics and metals, most studies conducted to date have created desirable nanometer surface

features by decreasing the size of constituent components of the material, e.g., a grain, particle, or

fiber. However, due to the versatility of polymers, many additional techniques exist to create

nanometer surface roughness values. In addition, polymers contribute even further to rehabilitating

damaged tissue by possibly providing a degradable scaffold that dissolves within a controllable time

while the native tissue reforms. Techniques utilized to fabricate nanometer features on polymers

include e-beam lithography, polymer de-mixing, chemical etching, cast-mold techniques, and the

use of spin-casting [114–122]. For those that have been applied to bone regeneration, chemical

etching followed by mold casting and polymer de-mixing techniques have received the most atten-

tion [115,116]. 

For chemical etching techniques, polymers investigated to date include PLGA (Figure 22.18), PU,

and polycaprolactone [116,118–120]. The idea proposed by Kay et al. has been to treat acidic poly-

mers with basic solutions (i.e., NaOH) and basic polymers with acidic solutions (i.e., HNO3) to cre-

ate nanosurface features [116]. Kay et al. observed greater osteoblast adhesion on PLGA treated with

increasing concentrations and exposure times of NaOH only on two-dimensional films. As expected,

data were also provided indicating larger degrees of nanometer surface roughness with increased con-

centrations and exposure times of NaOH on PLGA. Park et al. [118] took this one step further and

fabricated three-dimensional tissue engineering scaffolds by NaOH treatment of PLGA. When com-

paring osteoblast functions on such scaffolds, even though similar porosity properties existed between

nontreated and NaOH-treated PLGA (since similar amounts and sizes of NaCl crystals were used to

create the pores through salt-leaching techniques), greater numbers of osteoblasts were counted on and

in NaOH-treated PLGA [118]. Unfortunately, due to these fabrication techniques, it is unclear whether

the altered PLGA chemistry or nano-etched surface promoted osteoblast adhesion; however, in light
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FIGURE 22.17 Scanning electron micrographs of adherent osteoblasts on nanophase c.p. Ti. Directed

osteoblast adhesion on nanophase metal grain boundaries has been reported. Scale bar = 100 µm for top and

10 µm for bottom. Adhesion time = 30 min. (From Ejiofor, J.U. and Webster, T.J., ASM Conference, Las

Vegas, NV, 2004. With permission.)
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of the previous studies mentioned in this chapter, the authors of Ref. [118] suggested that the nanome-

ter surface roughness of the NaOH-treated PLGA played an important role [118].

Studies have also been conducted on cell responses to polymers with changes in nanometer sur-

face roughness without changes in chemistry. Specifically, Li et al. utilized polymer de-mixing

techniques to create well-controlled nanometer islands of polystyrene and polybromo-styrene

[121]. Although osteoblast functions have not been tested on these constructs to date, fibroblast

morphology was significantly influenced by incremental nanometer changes in polymer island

dimensions (Figure 22.19). Again, this study points to the unprecedented control that can be gained

over cell functions by synthesizing materials with nanometer surface features. 

Although not related to orthopedic applications, vascular and bladder cell responses have also

been promoted by altering the topography of polymeric materials in the nanometer regime

[116,118,120,122]. In these studies, chondrocytes [116], bladder [120], and vascular smooth mus-

cle cell [119] adhesion and proliferation were greater on two-dimensional nanometer surfaces of

biodegradable polymers such as PLGA, PU, and polycaprolactone; similar trends have recently

been reported on three-dimensional PLGA scaffolds [122].

22.8 COMPOSITE NANOMATERIALS

Owing to the previous information of increased osteoblast function on ceramics [100] and polymers

[111], bone cell function on nanophase ceramic polymer composites have also been determined.

Specifically, studies conducted to date show promoted osteoblast responses on composites of PLGA

combined separately with nanophase alumina, titania, and HA (30:70 wt% PLGA/ceramic)

(Figure 22.20) [123]. For example, up to three times more osteoblasts adhered to PLGA when it

contained nanophase compared to conventional titania particles [116]. Since similar porosity
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FIGURE 22.18 Scanning electron micrographs of conventional and nanophase PLGA scaffolds. Increased

osteoblast functions have been demonstrated on nanophase PLGA scaffolds. Scale bar = 10 µm. (From Park,

G.E. et al., Biomaterials, 26, 3075–3082, 2005. With permission.)
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(both percentages and diameters) existed between PLGA with conventional titania compared to

nanophase titania, another novel property of nanophase ceramic composites was elucidated in this

study: increased osteoblast functions. This is in addition to numerous reports in the literature high-

lighting greater toughness of nanophase compared to conventional ceramic/polymer composites

[44–46].

Moreover, promoted responses of osteoblasts have also been reported when carbon nanofibers were

incorporated into polymer composites; specifically, three times the number of osteoblasts adhered on

PU with increasing weight percentages of nanometer carbon fibers when compared with conventional

dimension carbon fibers (Figure 22.21) [124]. As mentioned, reports in the literature have demonstrated

higher osteoblast adhesion on nanophase carbon fibers in comparison with conventional carbon fibers

(or titanium [ASTM F-67, Grade 2] [124]), but this study demonstrated greater osteoblast adhesion with

only a 2 wt% increase of carbon nanofibers in the PU matrix. Up to three and four times the number of

osteoblasts that adhered on the 100:0 PU/CN wt%, adhered on the 90:10 and the 75:25 PU/CN wt%

composites, respectively [124]. This exemplifies the unprecedented ability of nanophase materials to

increase functions of bone cells whether used alone or in polymer composite form.
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FIGURE 22.19 Polymer nanoislands created by de-mixing polystyrene and polybromo-styrene. Altered cell

functions have been observed on polymer nanoislands compared to conventional polymer topographies. (a)

through (d) represents increased magnification. (From Dalby, M.J. et al., Biomaterials, 23, 2945, 2002. With

permission.) 
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22.9 AREAS OF APPLICATION

While there has already been some effort on incorporating nanotechnology into orthopedic appli-

cations, it is clear that this is only the beginning for the incorporation of nanotechnology into

biology. In the following sections some additional avenues are highlighted.

22.9.1 DRUG DELIVERY

Polymers have found a significant role in the development of novel drug delivery systems.

Biomaterials for muco-adhesive drug delivery applications have been improved through the

addition of PEG as an adhesion promoter [126–129]. Additionally, smart hydrogel drug carriers

have been molecularly designed to carry safely proteins and peptides to the duodenum region,

avoiding the harsh, acidic conditions of the stomach and the proteolytic enzymes present along the

gastrointestinal tract [130–132]. Drug delivery systems composed of degradable polymers, such as
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FIGURE 22.20 Scanning electron micrographs of poly-lactic-glycolic acid (PLGA): titania composites.

Increased osteoblast function has been observed on polymer composites containing nanophase compared to

conventional ceramics. Scale bar = 10 µm. (From Webster, T.J. and Smith, T.A., J. Biomed. Mater. Res., 74,

677–686, 2004. With permission.) 
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polyanhydrides [133–136], polyorthoesters [137,138], and PLGA [139,140], have been imple-

mented in chemically controlled drug delivery.

Lu and Chen [141] have highlighted recent developments in the nanofabrication of biodegrad-

able drug delivery systems, and Leoni and Desai [142] have offered a review of the abilities to cre-

ate nanoporous structures containing an optimal pore size and distribution. Nanoporous structures

[143] have the ability to allow mass transport of desirable compounds but limit those that are unde-

sirable. An example given in the aforementioned review is the nanoporous encapsulation of pan-

creatic islet cells. The controlled pore size could allow certain molecules such as glucose transport

but significantly hinder the diffusion of molecules responsible for causing immune response-medi-

ated device failure such as immunoglobulin G and M molecules (IgG and IgM).

Nanodrug delivery systems are quickly evolving in their ability to integrate biologically com-

plex components into a functional nanodevice. Lee et al. [144] offer the bacmid process as an

object-oriented approach for designing novel nanosystems and outline the possibility of using this

type of design process for effective delivery of vaccines. Santini et al. [40] have demonstrated the

ability to deliver nanoliter quantities of therapeutics on demand from an array of sealed reservoirs.

Drug discovery and delivery are becoming sciences that encompass skills in nanotechnology,
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FIGURE 22.21 Scanning electron micrographs of poly-ether-urethane (PU): carbon nanofibers (wt.%) com-

posites. Increased functions of osteoblasts have been observed on polymer composites containing carbon

nanofibers. Scale bar = 1 µm. (From Price, R.L. et al., Biomaterials, 24, 1877, 2003. With permission.)
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microtechnology, and biology to design systems effectively more capable of achieving efficient and

effective therapeutic treatments [145].

Much effort has been dedicated to engineering nanoparticulate drug delivery systems [146,147].

Surface modification allows the specific targeting of particles and enhances their ability to interact

with certain types of cells [148]. Size plays a key role in the ability of particles to participate in

intracellular uptake, and biodegradable nanoparticles can be used as sustained-release delivery sys-

tems once inside the cytoplasm [149].

22.9.2 TISSUE ENGINEERING

Tissue engineering strives to create living tissue and organs through the use of synthetic, hybrid, or

natural materials that have been designed or fabricated in a way to elicit a desirable cellular

response from the scaffold [150]. The major thrust of developing materials for tissue engineering is

providing the cells an environment in which they can continue their normal functionality.

Biodegradable and resorbable materials are favorable due to the lack of necessity of a material

structure to be present once the matrix has been formed. Poly(lactic acid), poly(glycolic acid), and

their copolymers (PLGA) were first utilized in the development of biodegradable materials for tis-

sue engineering applications, followed by other types of materials that include PUs [151], polyan-

hydrides [152,153], and, more recently, poly(ether anhydrides) [154].

This chapter has provided some nanotechnology-based examples of tissue engineering

advances in orthopedics. In addition, Tsang and Bhatia [155] offer an extensive review into the fab-

rication techniques developed to aid in the development of novel tissue scaffolds. Significant

advances in fabrication using heat, light, adhesives, and molding are elaborated upon. The use of

cells to self-assemble native cellular matrices and cell/scaffold hybrids are also highlighted.

Biomimetic materials are actively being pursued as integral components of novel tissue engineer-

ing biomaterials [156,157]. Various techniques are being employed to take advantage of the ability

to modify the surface of tissue engineering materials, with RGD modification receiving the most

attention [158].

Synthetic hydrogels have traditionally been employed in the development of tissue engineering

scaffolds due to their high biocompatibility, hydrophilicity, and tissue-like properties. The molecu-

lar design of these materials affords the engineer the ability to impart certain physical properties

into the device to obtain the necessary physiological response. Poly(lactic acid)-g-poly(vinyl

alchol) (PLA-g-PVA) have been developed for heart valves [159], and PVA/poly(vinyl pyrrolidone)

(PVA/PVP) blends have been proposed for nucleus pulposus replacement [160]. Natural materials

that have been developed for tissue engineering applications include collagen, hyaluronic acid, algi-

nate, and chitosan [161].

Hybrid materials are being utilized to take advantage of the ability to synthesize polymeric

materials with specific properties combined with a bioactive entity that helps elicit a particular bio-

logical response. Chondroitin sulfate, a biological polymer and PVA, a synthetic polymer, have

been used to synthesize hydrogels that promote chondrogenesis [162]. Mixtures of peptides and

synthetic polymers are combined in order to mimic extracellular matrix proteins to enable natural

wound healing and reduce the formation of fibrous encapsulation. RGD has been used frequently

to impart these properties into a biomaterial [158].

22.9.3 BIOLOGICAL MICRO-ELECTRO-MECHANICAL SYSTEMS

Most research focusing on biological micro-electro-mechanical systems (BioMEMS) is for their

use in diagnostic devices and for the detection of DNA, viruses, proteins, and other biologically

derived molecules [163]. Nanoscale BioMEMS could allow for the real-time detection and analy-

sis of signaling pathways, which would further our knowledge and understanding of the basic

mechanisms and functions of the cell. While nanoscale BioMEMS is at its infancy, it is clear that

nanotechnology will play an important role in its development.
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22.10 CONSIDERATIONS AND FUTURE DIRECTIONS

Although preliminary attempts to incorporate nanotechnology into biomedical applications seem

promising, numerous urgent questions still remain with regard to this new field. First and foremost,

the question of safety of nanoparticles once in the human body remains largely unanswered both

from a manufacturing point of view and when used in full or as a components of an implantable

device. Since such particles are smaller than many pores of biological tissues, it is clear that this

information will have to be obtained before further consideration of implantable nanomaterials is

undertaken. Such nanoparticles can easily become dislodged from implants during surgical implan-

tation or by fragmentation of articulating components of a joint prosthetic composed of nanophase

materials. Although preliminary in vitro studies highlight a less adverse influence of nanometer

compared to micron particulate wear debris on bone cell viability [164,165], many more experi-

ments are needed, especially in vivo to evaluate their efficacy. 

Specifically for orthopedic applications, additional questions remain. For example, once exact

optimal nanometer surface features are elucidated for increasing bone regeneration, inexpensive

tools that can be used in industry will be required. In this context, if the only nanofabrication

devices that can be used to synthesize desirable nanometer surface features for bone regeneration

are e-beam lithography or other equally expensive techniques, industry may not participate in this

boom of nanotechnology at the intersection of tissue engineering. Inexpensive but effective

nanometer synthesis techniques must continually be a focus of many investigators. 

The direction of the nanotechnology should be and is geared toward dealing with these issues.

For example, according to the U.S. government’s research agenda, current and future broad inter-

ests in nanobiomedical activity can be categorized into three broad related fronts [51,52]:

1. development of pharmaceuticals for inside-the-body applications — such as drugs for

anti-cancer and gene therapy

2. development of diagnostic sensors and lab-on-a-chip techniques for outside-the-body

applications — such as biosensors to identify bacteriological infections in biowarfare 

3. development of prostheses and implants for inside-the-body uses 

Whereas the European governments emphasize commercial applications in all the three fronts men-

tioned above, according to Marsch [52], the U.S. government tends to lean toward fundamental

research on biomedical implants and biodefense, leaving commercial applications to industry. Both

classifications identify nanophase biomedical implants as a potential interest. The biological and

biomimetic nanostructures to be used as orthopedic implants involve some sort of an assembly in

which smaller materials later on assume the shape of a body part, such as hip bone. These final bio-

mimetic, bulk nanostructures can start with a predefined nanochemical (like an array of large reac-

tive molecules attached to a surface) or nanophysical (like a small crystal) structure. It is believed

that by using these fundamental nanostructured building blocks as seed molecules or crystals, a

larger bulk material will self-assemble or keep growing by itself. 

In summary, it is now believed that significant evidence exists that highlights the promise nan-

otechnology has for biological applications, particularly in the bone arena. Clearly, nanomaterials

as mentioned here are at their infancy and require much more testing before their full potential can

be realized. However, even if nanophase materials never make it to the marketplace due to safety

concerns, we have already learned much about how cells interact with surfaces through their appli-

cation in the orthopedic environment. 
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23.1 INTRODUCTION

Polymer nanoparticles are particles of less than 1 µm diameter that are prepared from natural or

synthetic polymers. Nanoparticles have become an important area of research in the field of drug

delivery because they have the ability to deliver a wide range of drugs to different areas of the

body for sustained periods of time. The small size of nanoparticles is integral for systemic circu-

lation. Natural polymers (i.e., proteins or polysaccharides) have not been widely used for this

purpose since they vary in purity, and often require crosslinking that could denature the embed-

ded drug. Consequently, synthetic polymers have received significantly more attention in this

area. The most widely used polymers for nanoparticles have been poly-ε-caprolactone (PCL),

poly(lactic acid) (PLA), poly(glycolic acid) (PGA), and their co-polymers, poly(lactide-co-gly-

colide) (PLGA) [1–3]. In addition, block co-polymers of PLA and poly(ethylene glycol) (PEG)

and poly(amino acids) have been used to make nanoparticles and micelle-like structures [4,5].

These polymers are known for both their biocompatibility and resorbability through natural path-

ways. Additionally, the degradation rate and accordingly the drug release rate can be manipulated

by varying the ratio of PLA or PCL, increased hydrophobicity, to PGA, and increased

hydrophilicity.

During the 1980s and 1990s, several drug delivery systems were developed to improve the effi-

ciency of drugs and minimize toxic side effects [6]. The early nano- and microparticles were mainly

formulated from poly(alkylcyanoacrylate) [6]. Initial promise of microparticles was dampened by

the fact that there was a size limit for the particles to cross the intestinal lumen into the lymphatic

system following oral delivery. Likewise, the therapeutic effect of drug-loaded nanoparticles was

relatively poor due to rapid clearance of the particles by phagocytosis postintravenous administra-

tion. In recent years, headway has been made in solving this problem by the addition of surface

modifications to nanoparticles. Nanoparticles, such as liposomes, micelles, worm-like micelles,

polymersomes, and vesicles have also been proposed recently in the literature as promising drug

delivery vehicles because of their small size and hydrophilic outer shell. 

In recent years, significant research has been done on nanoparticles as oral drug delivery vehi-

cles. For this application, the major interest is in lymphatic uptake of the nanoparticles by the

Peyer’s patches in the gut associated lymphoid tissue (GALT). There have been many reports on the

optimum size for Peyer’s patch uptake ranging from �1 to �5µm [7,8]. It has been shown that

microparticles remain in the Peyer’s patches while nanoparticles are disseminated systemically [9].

Nanoparticles have a further advantage over larger microparticles because they are better suited

for intravenous (IV) delivery. The smallest capillaries in the body are 5 to 6 µm in diameter. The

size of particles being distributed into the bloodstream must be significantly smaller than 5 µm, and

should not form aggregates, to ensure that the particles do not form an embolism. 

Clearly, a wide variety of drugs can be delivered using nanoparticulate carriers via a number

of routes. Nanoparticles can be used to deliver hydrophilic drugs, hydrophobic drugs, proteins,

vaccines, biological macromolecules, etc. [10–13]. They can be formulated for targeted delivery

to the lymphatic system, brain, arterial walls, lungs, liver, spleen, or made for long-term systemic

circulation. Therefore, numerous protocols exist for synthesizing nanoparticles based on the type

of drug used and the desired delivery route. Once a protocol is chosen, the parameters must be

tailored to create the best possible characteristics of the nanoparticles. Four of the most impor-

tant characteristics of nanoparticles are their size, encapsulation efficiency, zeta potential (sur-

face charge), and release characteristics. In this chapter, we intend to summarize many of the

types of nanoparticles available for drug delivery, the techniques used for preparing polymeric

nanoparticles, including the types of polymers and stabilizers used, and how these techniques

affect the structure and properties of the nanoparticles. Additionally, we will discuss advances in

surface modifications, targeted drug delivery applications, and release mechanisms and charac-

teristics. 
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23.2 SYNTHESIS OF SOLID NANOPARTICLES

As stated previously, there are several different methods for preparing nanoparticles. Additionally,

numerous methods exist for incorporating drugs into the particles. For example, drugs can be

entrapped in the polymer matrix, encapsulated in a nanoparticle core, surrounded by a shell-like

polymer membrane, chemically conjugated to the polymer, or bound to the particle’s surface by

adsorption. Many of the previously mentioned nanoscale carriers such as micelles and polymer-

somes are synthesized via self-assembly mechanisms. The following section will deal primarily

with the production of solid nanoparticles. A summary of these methods including the types of

polymer, solvent, stabilizer, and drugs used is given in Tables 23.1 and 23.2.

The most common method used for the preparation of solid, polymeric nanoparticles is the emul-

sification–solvent evaporation technique. This technique has been successful for encapsulating

hydrophobic drugs, but has had poor results in incorporating bioactive agents of a hydrophilic nature.

Briefly, solvent evaporation is carried out by dissolving the polymer and the compound in an organic

solvent. Frequently, dichloromethane is used for PLGA copolymers. The emulsion is prepared by

adding water and a surfactant to the polymer solution. In many cases, nano-sized polymer droplets are

induced by sonication or homogenization. The organic solvent is then evaporated and the nanoparti-

cles are usually collected by centrifugation and lyophilization [7,14–17].

A modification on this procedure has led to the protocol favored for encapsulating hydrophilic

compounds and proteins, the double or multiple emulsion technique. First, a hydrophilic drug and

a stabilizer are dissolved in water. The primary emulsion is prepared by dispersing the aqueous

phase into an organic solvent containing a dissolved polymer. This is then re-emulsified in an outer

aqueous phase also containing a stabilizer [8,9,15,18–20]. From here, the procedure for obtaining

the nanoparticles is similar to the single emulsion technique for solvent removal. The main problem

with trying to encapsulate a hydrophilic molecule like a protein or a peptide drug is the rapid dif-

fusion of the molecule into the outer aqueous phase during the emulsification. This can result in

poor encapsulation efficiency, i.e., drug loading. Therefore, it is critical to have an immediate for-

mation of a polymer membrane during the first water-in-oil emulsion. Song et al. [15] were  able to

accomplish this by dissolving a high concentration of high-molecular-weight PLGA in the oil phase

consisting of 80/20wt% dichloromethane/acetone solution. Additionally, the viscosity of the inner

aqueous phase was increased by increasing the concentration of the stabilizer, bovine serum albu-

min (BSA). The primary emulsion was then emulsified with Pluronic F68 resulting in drug-loaded

particles of approximately 100nm [15].  

Another method that has been used to encapsulate insulin for oral delivery is phase inversion

nanoencapsulation (PIN) [15,21]. In one example, Zn–insulin is dissolved in Tris-HCl and a por-

tion of that is recrystallized by the addition of 10% ZnSO4. The precipitate is added to a polymer

solution of PLGA in methylene chloride. This mixture is emulsified and dispersed in 1L of petro-

leum ether, which results in the spontaneous formation of nanoparticles [21]. 

All of the techniques mentioned previously use toxic, chlorinated solvents that could degrade

certain drugs and proteins if they come into their contact during the process. Consequently, an effort

has been made to develop other techniques in order to increase drug stability during the synthesis. One

such technique is the emulsification–diffusion method. This method uses a partially water-soluble

solvent like acetone or propylene carbonate. The polymer and bioactive compound are dissolved in the

solvent and emulsified in the aqueous phase containing the stabilizer. The stabilizer prevents the aggre-

gation of emulsion droplets by adsorbing the surface of the droplets. Water is added to the emulsion to

allow the diffusion of the solvent into the water. The solution is stirred leading to the nanoprecipitation

of the particles. They can then be collected by centrifugation or the solvent can be removed by dialysis

[22,23].

One problem with this technique is that water-soluble drugs tend to leak out of the polymer

phase during the solvent diffusion step. To improve this process for water-soluble drugs, Takeuchi
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TABLE 23.1

Comparison of Methods for Nanoparticle Preparation

Method Polymer Solvent Stabilizer Size References

Solvent diffusion PLGA Acetone Pluronic F-127 200 nm [88]

PLGA Acetone/DCM PVA 200–300 nm [58]

PLA-PEG MC PVA/PVP ~130 nm [114]

PHDCA THF — 150 nm [98]

PLGA Acetone Sodium cholate 161 nm [96]

PLGA Propylene carbonate PVA or DMAB ~100 nm [53]

Solvent displacement PLA Acetone/MC Pluronic F68 123 � 23 nm [106]

SB-PVA-g-PLGA Actone/Ethyl acetate Poloxamer 188 ~110 nm [87]

Nanoprecipitation PLGA/ PLA/ PCL Acetone Pluronic F68 110–208 nm [59]

PLGA Acetonitrile — 157.1 � 1.9 nm [57]

Solvent evaporation PLA-PEG-PLA DCM — 193–335 nm [129]

PLGA DCM PVA 800 nm [47]

PLGA DCM TPGS �300 nm [67]

Multiple emulsion PLGA Ethyl acetate — �200 nm [97]

PEG-PLGA DCM PVA ~300 nm [93]

PLGA Ethyl acetate/MC PVA 335–743 nm [92]

PLGA-mPEG DCM — 133.5�3.7–163.3�3.6 [130]

PLGA DCM PVA 213.8 � 10.9 nm [51]

PLGA DCM/Acetone PVA 100 nm [46]

PLGA Ethyl acetate PVA 192�12 nm [49]

PLGA Ethyl acetate PVA 300–350 nm [55]

PLGA DCM PVA 380±40–1720�110 nm [50]

Salting out PLA Acetone PVA 300–700 nm [60]

Ionic gelation Chitosan TPP — 278�03 nm [106]

Interfacial deposition PLGA Acetone — 135 nm [103]

Phase inversion nanoencapsulation PLGA MC — �5 µm [52]

Polymerization CS-PAA — — 206�22 nm [64]

PECA — Pluronic F68 320�12 nm [66,85]

PE-2-CA — — 380�120 nm [84]

Modified microemulsion PolyoxStyl 20-stearyl ether — Emulsifying wax ~67 nm [106]

DCM, dicloromethane; MC, methylene chloride; PVP, polyvinylpyrrolidone; PHDCA, poly(hexadecylcyanoacrylate); THF, tetrahydrofuran; SB-PVA-g-PLGA, sulfobutylated PVA-graft-

PLGA; PCL, poly(epsilon-caprolactone); TPP, sodium tripolyphosphate; PAA, poly(acrylic acid); PECA, polyethylcyanoacrylate; PE-2-CA, polyethyl-2-cyanoacrylate.
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et al. [23] changed the dispersing medium from an aqueous solution to a medium chain triglyceride

and added a surfactant, Span® 80, to the polymer phase. The nanoparticles were collected from the

oily suspension by centrifugation. A double emulsification solvent diffusion technique has also

been demonstrated to increase encapsulation efficiency of water-soluble drugs and maintenance of

protein activity [24]. Protein activity during the fabrication process is a delicate balance between

energy input (mechanical stirring, homogenization, and sonication) and particle size. A synergistic

effect between mechanical stirring and ultrasound was shown to produce nanoparticles of 300 nm

in diameter, while maintaining 85% of the starting activity of the cystatin protein [10]. Table 23.3

shows the changes in particle size with varied stirring rates. The addition of protein protectants,

such as BSA or sugars, was also found to be essential in maintaining the biologically active, three-

dimensional structure of cystatin [10]. These protectants may serve to shield proteins from inter-

faces during nanoparticle formation and lyophilization.

Several parameters can also be changed to benefit the encapsulation of hydrophilic molecules.

Govender et al. [2] found that increasing the aqueous phase pH to 9.3 and incorporating pH-respon-

sive excipients, such as poly(methyl methacrylate-co-methacrylic acid) (PMMA-MAA) and lauric

and caprylic acid, increased hydrophilic drug encapsulation without affecting the particle size, mor-

phology, or yield. Murakami et al. [25] effectively modified the solvent diffusion technique by using

two water-miscible solvents, one with more affinity for PLGA and the other with more affinity for

the stabilizer, PVA, such as acetone and ethanol.

Nanoparticles can also be synthesized by the nanoprecipitation method. Briefly, the polymer and

drug are dissolved in acetone and added to an aqueous solution containing a surfactant/stabilizer. The

acetone is evaporated under reduced pressure and the nanoparticles remain in the suspension result-

ing in particles from 110 to 208 nm [26]. The salting-out process is another method, which does not

require the use of chlorinated solvents. Using this technique, a water-in-oil emulsion is formed

Nanoparticles for Drug Delivery 641

TABLE 23.2

Comparison of Nanoparticle Size for Different Drug-Loaded Particles

Polymer Drug Size References

PLGA Doxorubicin 200 nm [88]

PLGA/PLA/PCL Isradipine 110–208 nm [59]

PLGA U-86983 144 �37–88�41 nm [46]

PLGA Rose Bengal 150 nm [103]

PLGA Triptorelin 335–743 nm [92]

PLGA Procaine hydrochloride 164 � 1.1–209.5 � 2.7 nm [57]

PLGA-mPEG Cisplatin 133.5 � 3.7–163.3 � 3.6 nm [130]

PLGA Insulin �1 µm [52]

PLGA Hemagglutinin ~250 nm [6]

PLGA Haloperidol 800 nm [47]

PLGA Estrogen ~100 nm [53]

PEO-PLGA Paclitaxel 150 � 25 nm [45]

PLA Tetnus toxoid �200 nm [97]

PLA Savoxepine ~300–700 nm [60]

PLA PDGFRβ tyrphostin inhibitor 123 � 23 nm [106]

PLA-PEG-PLA Progesterone 193–335 nm [129]

PECA Amocicillin 320 � 12 nm [85]

Poly(butyl cyanoacrylate) Dalargin 250 nm [83]

Chitosan Cyclosporin A 283 �24–281�05 nm [119]

PLGA Paclitaxel �300 nm [67]

PLGA Paclitaxel � 200 nm [94]

PLA N6-cyclopentyladenosine 210 � 50–390 � 90 nm [91]
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containing polymer, acetone, magnesium acetate tetrahydrate, stabilizer, and the active compound.

Subsequently, water is added until the volume is sufficient to allow for diffusion of acetone into

water, which results in the formation of nanoparticles. This suspension is purified by cross-flow fil-

tration and lyophilization [27]. However, one disadvantage to this procedure is that it uses salts that

may be incompatible with many bioactive compounds. 

In most published techniques, nanoparticles are synthesized from biocompatible polymers.

However, it is possible to make biodegradable nanoparticles from monomers or macromonomers by

polycondensation reactions [28,29]. These processes also result in sizes ranging from 200 to 300 nm.

Nanoparticles can also be made from hydrophilic polysaccharides like chitosan (CS). CS nanoparti-

cles can be formed by the spontaneous ionic gelatin process [18,30]. CS-poly(acrylic acid) nanopar-

ticles have also been made by polymerization of acrylic acid and the “dropping method” [31]. The

resulting nanoparticles have small sizes and positive surface potentials. This technique is promising

as the particles can be prepared under mild conditions without using harmful organic solvents.

23.3 PROCESSING PARAMETERS

The method of producing polymeric nanoparticles has several independent variables. Consequently,

total drug loading, nanoparticle stability, and release characteristics may vary with slight changes

in processing parameters. First, one must consider the selection of the components used in the

nanoparticle production, including the polymer, molecular weight of the polymer, the surfactant, the

drug, and the solvent [32]. For example, different surfactants may produce particles of different

sizes [33]. An increase in polymer molecular weight will cause an impact on the release rate from

the particles causing slower pore formation within the particles and therefore slower release [9,34].

Other processing variables include the time of emulsification, the amount of energy input, and the

volume of the sample being emulsified. As energy input into an emulsion increases, the resulting

particle size decreases [35]. In addition, there are four separate concentrations that can be altered:

the polymer, drug, surfactant, and solvent. Often, a low concentration of surfactants will result in a

high degree of polydispersity and aggregation [36]. Finally, the recovery of the particles can be

changed depending on the method of lyophilization or centrifugation.

23.3.1 SURFACTANT/STABILIZER

One key parameter is the type of surfactant/stabilizer to be used. A wide range of synthetic and nat-

ural molecules with varying properties has been proposed to prepare nanoparticles. Feng and Huang

[17] have investigated the use of phospholipids as natural emulsifiers. In their study, dipalmitoyl-

phosphatidylcholine (DPPC) improved the flow and phagocytal properties due to a denser packing

of DPPC molecules on the surface of the nanoparticles leading to a smoother surface than particles

made with the synthetic polymer, poly(vinyl alcohol) (PVA). DPPC also improved the encapsulation

642 Nanomaterials Handbook

TABLE 23.3

The Effect of Combination of Stirring and Bath Sonication on Size of

Particles Made from Polymer RG 503H (Mean �� S.D., n��3)

Organic Solvent Particle Size (nm)

10,000 rpma 7500 rpma 5000 rpma

Ethyl acetate 254�16 254�30 331�25

Dichloromethane/acetone 235�19 318�14 314�28

a Stirring rate.

Source: Reprinted from Cegnar, M. et al., Eur. J. Pharm. Sci., 22, 357–364, 2004.
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efficiency compared to PVA using the emulsification–solvent evaporation method. In a different

study conducted by Kwon et al. [22], PLGA nanoparticles prepared using didodecyl dimethyl

ammonium bromide (DMAB) were smaller than particles prepared with PVA. Lemoine and Preat [8]

found that the presence of PVA in the inner aqueous phase produced smaller particles than Span® 40

[7]. When Pluronic is  used as a stabilizer, the grade used can have a distinct effect on the size of the

nanoparticles. For example, particles prepared with Pluronic F68 were smaller than particles pre-

pared with Pluronic F108 [37].

A promising stabilizer for nanoparticles is the amphiphile D-α-tocopheryl polyethylene glycol

1000 succinate vitamin E (TPGS). TPGS has high emulsification efficiency, can increase incorpora-

tion efficiency when used as a matrix component, and can be used as a cellular adhesion enhancer.

TPGS can be used at a concentration as low as 0.015% (w/v); in fact a lower concentration decreases

particle size and polydispersity [38]. Figure 23.1 shows scanning electron micrographs of PLGA par-

ticles made with PVA and TPGS. Moreover, the addition of TPGS dramatically reduced the release

rate of paclitaxel from PLGA nanoparticles compared to those made with PVA (Figure 23.2). Using

TPGS as an emulsifier, uptake by Caco-2 cells was greater than that of PVA-coated particles [33]. In

addition, only TPGS-coated particles were found to be taken up in the nucleus [33].

The amount of stabilizer used will also have an effect on the properties of the nanoparticles.

Most importantly, if the concentration of the stabilizer is too low, aggregation of the polymer

droplets will occur and little if any nanoparticles will be recovered. Alternatively, if too much of the

stabilizer is used, the drug incorporation could be reduced due to interaction between the drug and

the stabilizer. However, when the stabilizer concentration is between the “limits,” adjusting the con-

centration can be a means of controlling nanoparticle size. For example, in using the solvent evap-

oration technique, increasing the PVA concentration will decrease the particle size [8,15]. However,

when using the emulsification–diffusion method, Kwon et al. [22] found that a PVA concentration

from 2 to 4% was ideal for creating smaller nanoparticles, ~100 nm in diameter.

23.3.2 TYPE OF POLYMER

Biodegradable polymers retain their properties for a limited period of time in vivo and then gradu-

ally degrade into materials that can become soluble or are metabolized and excreted from the body.

In order to be used for in vivo applications, the polymers used for such systems must have favorable

properties for biocompatibility, processability, sterilization capability, and shelf life. In the past, poly-

styrene or gold nanoparticles were used to investigate particle distribution and uptake. However,

biodegradable polymer particles have several properties, such as hydrophobicity, surface charge, par-

ticle size distribution, density, or protein adsorption, which are different from polystyrene and gold
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FIGURE 23.1 SEM images of coumarin 6-loaded PLGA particles coated with PVA (A) and vitamin E TPGS

(B) (scale bar � 1 µm). (Reprinted from Yin Win, K. and Feng, S. S., Biomaterials, 26, 2713–2722, 2005.)
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that might have an impact on results of these studies [39]. Figure 23.3 and Figure 23.4 show exam-

ples of physical internalization of PLGA nanoparticles by vascular smooth muscle cells (VSMCs). 

23.3.2.1 Poly(lactide-co-glycolide)

Many biodegradable systems rely on the random co-polymers of PLGA. These classes of polymers

are highly biocompatible and have good mechanical properties for drug delivery applications [40].

In addition, PLA and PLGA have been approved by the FDA for numerous clinical applications, such

as sutures, bone plates, abdominal mesh, and extended-release pharmaceuticals. PLGA degrades

chemically by hydrolytic cleavage of the ester bonds in the polymer backbone. Its degradation prod-

ucts, lactic acid and glycolic acid, are water-soluble, nontoxic products of normal metabolism that

are either excreted or further metabolized to carbon dioxide and water in the Krebs cycle [41,42].

The composition of the PLGA random co-polymer, that is the relative amount of lactic acid and gly-

colic acid monomeric units, determines the degradation rate [34,43]. Since PGA is more hydrophilic

than PLA a higher proportion of PGA incorporated into the co-polymer will increase the degradation

rate by allowing more biological fluids to penetrate and swell the polymer matrix.

23.3.2.2 Poly(lactic acid)

Poly(lactic acid) occurs naturally as the pure enantiomeric poly(L-lactic acid) (LPLA) with a semi-

crystalline structure. However, most types of PLA used for biological applications exist in the

racemic D,L form (DLPLA) and are amorphous polymers. PLGA is also an amorphous polymer; both

DLPLA and PLGA have glass transition temperatures above body temperature. The biomedical uses
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FIGURE 23.2 In vitro release curves of paclitaxel-loaded nanoparticles prepared under various experiment

parameters (a) E5: PLA, E7: PLGA (75:25), E8: PLGA (50:50); (b) ratio for PLGA–TPGS: M1 (2:1), M2

(1:1), M3 (1:2); (c) PLGA (75:25) concentration — E7: 0.125, E13: 0.188, E14: 0.25; (d) PLGA (50:50) con-

centration — E8: 0.125, E15: 0.188, E16: 0.25. (Reprinted from Mu, L. and Feng, S. S., J. Control. Release,

86, 33–48, 2003.)
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of PLA have been reported since the 1960s [44]. Numerous systems already utilize PLGA and PLA,

including several micro- and nanoparticle systems as well as devices to control thyrotropin-releasing

hormone in controlling metabolism [42], L-dopa to treat Parkinson’s disease [45], and naltrexone in

treating narcotic addiction [46] to successfully achieve long-term delivery. Several intraocular sys-

tems, including Vitrasert® (Bausch and Lomb), offer biocompatible delivery systems with controlled

release drug therapy for periods ranging from several days up to 1 year [47].

23.3.2.3 Poly-εε-caprolactone

Poly-ε-caprolactone is another biodegradable and nontoxic polyester. PCL is polymerized similarly

to PLA and PLGA, by ring-opening polymerization [48,49]. PCL is a semicrystalline polymer

owing to its regular structure. The melting temperature of PCL is above body temperature, but its

Tg is �60°C; so in the body, the semicrystalline structure of PCL results in high toughness, because

the amorphous domains are in the rubbery state [50]. Hydrolysis of PCL yields 6-hydroxycaproic

acid, which enters the citric acid cycle and is metabolized. Degradation of PCL occurs at a slower

rate than PLA. PCL has also been used in blends and co-polymers with other biodegradable poly-

mers [51]. Combinations of polymers allow the user to tailor mechanical properties and degrada-

tion kinetics, among other characteristics, to suit the needs of a specific application. 

Nanoparticles for Drug Delivery 645

(A)

(C)

(B)

FIGURE 23.3 TEM images showing (A) nanoparticles (indicated by arrow) present in cytoplasm (�16,900),

(B) a nanoparticle (indicated by arrow) interacting with vesicular membrane (�21,000), and (C) control vas-

cular smooth muscle cells (VSMCs) (untreated cells) with nanoparticle-like vesicles of approximately 100 nm

(indicated by arrow) (�38,000). Scale bars, 500 nm. (Reprinted from Panyam, J. et al., Int. J. Pharm., 262,

1–11, 2003.)
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The amorphous regions of a semicrystalline polymer degrade prior to the crystalline domains

[52]. This can lead to a change in the release profile. Thus, polymers that have a higher percent crys-

tallinity are more impervious to water and therefore degrade at a slower rate. The drug entrapped in

the amorphous region is released first and at a faster rate than the drug entrapped by the crystalline

domains. The percent crystallinity in a polymer depends on the type of polymer used in the appli-

cation, the polymer’s composition, and the processing conditions for the polymer system. PCL typ-

ically has the highest percent crystallinity and the slowest degradation rate. This is evident by

comparing PCL and LPLA versus PGA and PEG.

23.3.3 POLYMER CHOICE

The polymer chosen to formulate the nanoparticles will strongly affect the structure, properties, and

applications of the particles. As stated previously, PLGA has been the most common polymer used to

make biodegradable nanoparticles, however, these are clearly not the optimal carrier for all drug deliv-

ery applications. For each application and drug, one must evaluate the properties of the system (drug

and particle) and determine whether or not it is the optimal formulation for a given drug delivery appli-

cation. For example, poly(butyl cyanoacrylate) nanoparticles have been successful in delivering drugs

to the brain [53]. Other cyanoacrylate-based nanoparticles, such as polyalkylcyanoacrylate (PACA)

and polyethylcyanoacrylate (PECA), have also been prepared. They are considered to be promising

drug delivery systems due to their muco-adhesive properties and ability to entrap a variety of biolog-

ically active compounds. These polymers are biodegradable, biocompatible, as well as compatible

646 Nanomaterials Handbook

FIGURE 23.4 Confocal microscopic images demonstrating the intracellular distribution of 6-coumarin-

loaded nanoparticles in VSMCs. (A) Differential interference contrast image showing the outline of the cells.

(B) Cells stained with LysoTracker Red and visualized using RITC filter. (C) Uptake of green fluorescent

6-coumarin-loaded nanoparticles in VSMCs visualized using FITC filter. (D) Overlay of (B, C) showing the

co-localization of nanoparticles with endolysosomes. Scale bar, 25 µm. (Reprinted from Panyam, J. et al., Int.

J. Pharm., 262, 1–11, 2003.)
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with a wide range of compatible drugs [37,54]. Furthermore, these polymers have a faster degradation

rate than PLGA, which in some cases may be more desirable. PECA nanoparticles have been prepared

by emulsion polymerization in the presence and absence of different molecular weights PEGs, using

Pluronic F68 as the stabilizer [55].

pH-sensitive nanoparticles made from a poly(methylacrylic acid and methacyrlate) co-polymer

can increase the oral bioavailability of drugs like cyclosporin A by releasing their load at a specific

pH within the gastrointestinal tract. The pH sensitivity allows this to happen as close as possible to

the drug’s absorption window through the Peyer’s patches [56].

Other groups have successfully prepared nanoparticles from functionalized PLGA polymers. In

one study, Jung et al. [57] synthesized nanoparticles made of a branched, biodegradable polymer,

poly(2-sulfobutyl-vinyl alcohol)-g-PLGA. The purpose of using sulfobutyl groups attached to the

hydrophilic backbone was to provide a higher affinity to proteins by electrostatic interactions that

would favor adsorptive protein loading. Adjustments can be made to the characteristic nanoparti-

cles by differing degrees of substitution of sulfobutyl groups. In another case, a carboxylic end

group of PLGA was conjugated to a hydroxyl group of doxorubicin and formulated into nanoparti-

cles [58]. This modification produced a sustained release of the drug that was approximately six

times longer than the unconjugated drug [59]. The presence of the carboxylic end group on PLGA

may also help in preserving cystatin activity in PLGA particles [10]. However, the carboxylic acid

end group may also increase the overall release rate of drug from particles, so in some cases, a

methyl-capped PLGA carboxylic acid end group can be utilized. 

23.3.4 POLYMER MOLECULAR WEIGHT

Polymer molecular weight, being an important determinant of mechanical strength, is also a key

factor in determining the degradation rate of biodegradable polymers. Low-molecular-weight poly-

mers degrade faster than high-molecular-weight polymers thereby losing their structural integrity

more quickly. As chain scission occurs over time, the small polymer chains that result become more

soluble in the aqueous environment of the body. This introduces “holes” into the polymer matrix.

Consequently, lower molecular weight polymers release drug molecules more quickly [9,15]. This

can be used to further engineer a system to control the release rate. A combination of molecular

weights might be used to tailor a system to meet the demands of specific release profiles.

23.3.5 COLLECTION METHOD

Another factor that can affect the properties of nanoparticles is the final freeze-drying process. It

has been reported that additives such as saccharides are necessary for cryoprotection of  nanoparti-

cles in the freeze-drying process [60]. These saccharides may act as a spacing matrix to prevent par-

ticle aggregation. Because of the possibility of aggregation, freeze-drying procedure can affect the

“effective” nanoparticle size, and consequently, their release behavior and accordingly the drug

pharmacokinetics [61].

Nanoparticles can also be collected by dialysis, ultracentrifugation, and gel filtration. While gel

filtration has shown decreased encapsulation efficiency and total drug incorporation, it is thought

that this collection method may remove drug adsorbed onto the particle surface, which may cause

a dangerous release of drug immediately upon immersion in body fluid [62]. Figure 23.5 shows the

difference in particle size and morphology in particles collected by gel filtration and ultracentrifu-

gation. This burst effect will be discussed later in more detail.

23.4 CHARACTERIZATION

23.4.1 SIZE AND ENCAPSULATION EFFICIENCY

When considering a particular polymeric nanoparticle for a given drug delivery application, parti-

cle size and encapsulation efficiency are two of the most important characteristics. It is necessary
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to determine first what the goal of the nanoparticle delivery system is before determining the size

desired. For example, if the goal is rapid dissolution in the body or arterial uptake, then the size of

the nanoparticles should be ~100 nm or less. If prolonged dissolution is required, or targeting the

mononuclear phagocytic system (MPS), larger particles around 800 nm, or particles engineered to

have a stealth quality would be preferable. A comparison of various drugs encapsulated and the

resulting sizes of the particles are summarized in Table 23.2. From examination of these data, it

appears that the encapsulation efficiency increases with the diameter of the nanoparticles. In one

study, the encapsulation efficiency was maximized in the double-emulsion solvent evaporation tech-

nique when the pH of the internal and the external aqueous phases were brought to the isoelectric

point of the peptide being encapsulated, methylene chloride was used as a solvent, and the PLGA

was rich in free carboxylic end groups [63]. It has also been found that by adding a freeze-thaw step

during the primary emulsion of a double-emulsion process, there is an increase in overall protein

incorporation by inducing the polymer phase to precipitate around the primary emulsion [35].
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FIGURE 23.5 SEM of Oct-CPA-loaded nanospheres prepared by nanoprecipitation method: (a) II-Oct-CPA

sample recovered by gel filtration and (b) IV-Oct-CPA sample recovered by ultracentrifugation. (Reprinted

from Dalpiaz, A. et al., Biomaterials, 26, 1299–1306, 2005.)
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The molecular weight of the polymer has opposite effects on nanoparticle size and encapsula-

tion efficiency. Smaller size nanoparticles, ~100 nm, can be prepared with lower molecular weight

polymer however, at the expense of reduced drug encapsulation efficiency. On the other hand, an

increase in polymer concentration increases encapsulation efficiency and the size of the nanoparti-

cles [9,15,22].

The synthesis method can also have a profound effect on the encapsulation efficiency. In load-

ing paclitaxel into PLGA nanoparticles using the nanoprecipitation method, when the drug and

polymer were mixed first and then solubilized in the organic solvent prior to fabrication, encapsu-

lation efficiency was 15% [3]. However, when a solution of drug was used to dissolve the polymer

prior to fabrication, nearly 100% encapsulation efficiency was achieved. 

23.4.2 ZETA POTENTIAL

Another characteristic of polymeric nanoparticles that is of interest is zeta potential. The zeta poten-

tial is a measure of the charge of the particle, the relation being that the larger the absolute value of

the zeta potential, the larger the amount of charge of the surface. In a sense, the zeta potential rep-

resents an index for particle stability. In the case of charged particles, as the zeta potential increases,

the repulsive interactions will be larger leading to the formation of more stable particles with a more

uniform size distribution. A physically stable nanosuspension solely stabilized by electrostatic

repulsion will have a minimum zeta potential of �30mV [64]. This stability is important in pre-

venting aggregation. When a surface modification like PEG is added, the negative zeta potential is

lowered, increasing the nanoparticles stability [18]. 

23.4.3 SURFACE MODIFICATION

Before deciding which of the techniques to be used for synthesizing nanoparticles, one must con-

sider what is the nature of the drug  as well as the means and duration desired for the delivery. That

will determine not only how the particles are synthesized, but also what the nature of the particles

should be. In particular, the body recognizes hydrophobic particles as foreign and thus they are rap-

idly taken up by the MPS. However, if sustained systemic circulation is required then the surface of

the hydrophobic nanoparticles must be modified in order to prevent phagocytosis [65].

Following intravenous administration, hydrophobic nanoparticles are rapidly cleared from the

systemic circulation by the MPS, ending in the liver or the spleen [27]. If the goal is to treat a con-

dition in the liver, then the proper choice for the application would be a hydrophobic nanoparticle.

While it would appear that the hydrophobic nature of most biodegradable particles would limit the

applicability of these carriers in many drug delivery applications, one may overcome concerns of

clearance by the MPS through surface modification techniques. The goal of these modification tech-

niques is to produce a particle that is not recognized by the MPS due to the hydrophilic nature of

the surface [65,66].

Several types of surface-modified nanoparticles that have been described in recent literature are

summarized in Table 23.4. The most common moiety used for surface modification is PEG [65,66].

PEG is a hydrophilic, non-ionic polymer that has been shown to exhibit excellent biocompatibility.

PEG molecules can be added to the particles via a number of different routes including covalent

bonding, mixing in during nanoparticle preparation, or surface adsorption [4,20,65–68]. The pres-

ence of a PEG brush on the surface of nanoparticles can serve other functions besides increasing

residence time in the systemic circulation. For one, PEG tethers on the particle surface can reduce

protein and enzyme adsorption on the surface, which for PLGA-based particles will retard degra-

dation [68]. The degree of protein adsorption can be minimized by altering the density and molec-

ular weight of PEG on the surface [65]. The stability of PLA particles has been shown to increase

in simulated gastric fluid (SGF) with the addition of PEG on the particle surface. After 4h in SGF,

9% of the PLA nanoparticles converted into lactate versus 3% conversion for PEG–PLA particles

[68]. PEG is also believed to facilitate transport through the Peyer’s patches of the GALT [18].
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As stated previously, the primary reason for interest in preparing PEG-functionalized particles

is to improve the long-term systemic circulation of the nanoparticles [65,66]. The PEG-functional-

ized particles are not seen as a foreign body and in combination with the nanoscale size of the par-

ticles, are not taken up by the body, allowing them to circulate longer providing for a sustained

systemic drug release. Because of their behavior, these PEG-functionalized nanoparticles are often

called “stealth nanoparticles” [66]. Furthermore, it has been determined that PEG MW is important

with respect to MPS uptake. For example, Leroux et al. [27] showed that an increase in PEG molec-

ular weight in PLGA nanoparticles was associated with less interaction with the MPS and longer

systemic circulation. Also, PEG-containing PLGA nanoparticles synthesized by Li et al. [20] were

able to extend the half-life of BSA in a rat model from 13.6min to 4.5h [69]. Another study com-

pared the dosages of PLGA nanoparticles versus PEG–PLGA nanoparticles. The PLGA nanoparti-

cle pharmacokinetics seemed to depend on MPS saturation. However, the pharmacokinetics of

PEG–PLGA dosages did not exhibit the same dependence on dosage/MPS saturation due to their

stealth nature [70]. PEG may also benefit nanoparticle interaction with blood constituents. PLGA

nanoparticles were shown to cause damage to red blood cells; PEGylated nanoparticles caused less

damage [71]. It should be noted that the red blood cell damage was also concentration dependent.

Another way to prevent nanoparticles from becoming sequestered and eliminated by the spleen

is by noncovalent adhesion of particles on to erythrocyte membranes [72]. This adhesion is con-

trolled by van der Waals, electrostatic, hydrophobic, and hydrogen-bonding forces. The adhesion did

not change the morphology of the red blood cells, and the particles were retained on their membranes

for 24 h and beyond. This technology improved the circulation time of nanoparticles 10-fold.

Poloxamer and poloxamines have also been shown to reduce capture by macrophages and

increase the time for systemic circulation. Similarly, PLGA particles coated with poloxamer 407

and poloxamine 908 extended the half-life of rose bengal, a hydrophilic model drug, with ~30% left

in the bloodstream after 1h postnanoparticle administration, as opposed to 8% present after 5 min

postfree drug administration [73].
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TABLE 23.4

Nanoparticle Sizes after Surface Modifications

Polymer Surface Modification Size (nm) References

PLGA Poloxamine 908 ~160 [103]

PLGA Poloxamer 407 ~160 [103]

PLGA Chitosan 500± 29 [49]

PLGA-mPEG mPEG 133.5 �3.7–163.3�3.6 [130]

PLGA-mPEG mPEG 113.5 �14.3 [100]

PLGA-PEG PEG 198.1 �11.1 [51]

PLA PEG 164–270 [96]

PLA PEG 6000 295 [60]

PLA-PEG PEG �200 [97]

PLA-PEG PEG ~130 [114]

PHDCA PEG ~150 [98]

PECA PEG 220 �10–280�8 [85]

PBCA Polysorbate 80 250 [83]

PEG-PLGA PEG ~300 [93]

Polyoxyl 20-stearyl ether Thiamine 67 [105]

PEG-PACA Transferrin 101.4 �7.2 [108]

PLA Polysorbate 80 ~160 [104]

PEI-b-PLGA PEG ~100 [24]

PLA NeutravidinTM ~270 [111]

Glycoprotein-liposomes Lectin 100 [19]
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Another polymer used for surface modification is CS. The addition of CS to the surface of

PLGA nanoparticles resulted in increased penetration of macromolecules in mucosal surfaces [30].

CS-coated PLGA particles were able to increase the positive zeta potential of the particles and

increase the efficiency of tetanus toxoid protein encapsulation. Radiolabeled tetanus toxoid was

used to show enhanced transport across nasal and intestinal epithelium using CS-coated particles

versus uncoated particles, with a higher percentage of 125I present in the lymph nodes for CS-coated

particles [18]. 

23.5 NANOPARTICULATE DELIVERY SYSTEMS

23.5.1 LIPOSOMES

Lipid bilayers occur throughout science and nature — cells use them to regulate chemical species

within and outside of cells. Liposomes serve as excellent mimics of naturally occurring cell mem-

branes [74]. Investigations with liposomes mimicking natural cell functions, especially those

involving chemical transport, has led to their use as vehicles for drug delivery [75–78]. A primary

advantage of liposomes is their high level of biocompatibility. Liposomes now constitute a main-

stream technology for drug delivery; clinical approval has been given to liposomal formulations of

anticancer drugs, doxorubicin (Doxil®/Caelyx® and Myocet®) and daunorubicin (Daunosome®)

[79]. Another advantage of liposomes is their ability to transport a wide diversity of drugs that can

be hydrophilic, lipophilic, or amphiphilic. This relates to the amphiphilic nature of phospholipid

molecules themselves, which self-assemble in water to form bilayers that enclose an aqueous inte-

rior. Hydrophilic drugs can therefore be entrapped within the aqueous core, whereas hydrophobic

drugs partition into the hydrocarbon-rich region of the bilayer. Loading techniques, such as the

ammonium sulfate method [80] and the pH gradient method [81], can be used to place amphiphilic

drugs (e.g., doxorubicin and vincristine, respectively) at the inner-phospholipid-monolayer/water

interface [79]. 

A major disadvantage of liposomes as drug delivery vehicles is their rapid clearance from blood

via the MPS, or reticuloendothelial system. This limitation was overcome by the advancement of

‘PEGylated Stealth®’ liposomes, which avoid protein adsorption, and hence subsequent recognition

and uptake, via a surface coating of PEG [80–82]. Incorporation of PEG into ordinary liposomes

increases their circulation half-life from minutes to hours [79,83]. In addition to conveying this

stealth quality, PEG also increases the susceptibility of liposomes to ultrasound-induced leakage

[84]. This quality might prove useful in the development of a targeted, localized drug delivery sys-

tem using external ultrasound as a remote mechanical stimulus to trigger drug release. Liposomes

can also be decorated with glycoproteins and sugar chains to target specific cells [85].

23.5.2 POLYMERIC MICELLES

Polymeric micelles can be assembled from block co-polymers composed of hydrophilic and

hydrophobic segments. The hydrophobic segment creates the inner core of the micelle, while the

hydrophilic segment creates the outer shell in an aqueous media [86]. Polymeric micelles can be used

as a drug delivery device by either physically entrapping the drug in the core (i.e., hydrophobic drugs

can be trapped inside the micelle by hydrophobic interactions), or by chemically conjugating the

drug to the hydrophobic block prior to micelle formation [87,88]. Drugs either physically or chemi-

cally trapped in the hydrophobic core are protected from chemical degradation, causing unwanted

side effects [87,88]. Micelles have several benefits as drug delivery vehicles. Their hydrophilic outer

shell and small size (�100 nm) renders these particles nearly invisible to the reticuloendothelial sys-

tem, allowing for long-term circulation in the bloodstream. Furthermore, micelle stability is rela-

tively high due to the fact that, unlike other aggregates for drug delivery such as vesicles, they are a

thermodynamically equilibrium aggregate. Micelles spontaneously form when the concentration of

Nanoparticles for Drug Delivery 651

Copyright 2006 by Taylor & Francis Group, LLC



the amphiphile composing them (lipids, surfactants, or block copolymers) is higher than a critical

concentration called the critical micelle concentration (CMC). The CMC is significantly lower for

higher molecular weight polymers as opposed to surfactants or lipids. Micelle stability is further

enhanced by crystallization or rigidity in the polymer core, which prevents rapid dissolution of block

co-polymer micelles in vivo.

Triblock copolymers such as poly(ethylene oxide)-block-poly(propylene oxide)-block-

poly(ethylene oxide) (PEO-b-PPO-b-PEO) or Pluronics® have frequently been studied to create

block co-polymer micelles.  Pluronics® conjugated to brain-specific antibodies or insulin have been

used to solubilize haloperidol and other small compounds, such as FITC [89].

Polyethylenimine (PEI)-block-PLGA have been used to form micelles for cellular uptake [90].

Figure 23.6 shows size, polydispersity, and morphology of these micelles using transmission elec-

tron microscopy. Using confocal laser scanning microscopy (CLSM), PEI–PLGA micelles were

shown to be absorbed onto human keratinocyte cell surfaces and translocated into the cyto-

plasm.These particles were not cytotoxic to the cells for up to 2 days at a concentration of 50

µg/mL. By comparison there was limited cellular internalization of PLGA particles [90]. 

Poly(ethylene oxide)-Poly(amino acid) (PEO-PAA) block co-polymers have received a great

deal of attention, because the biodegradable amino acid core has free functional groups for chemi-

cal modification [88]. To achieve this, PEO-PBLA (Poly(β-benzyl L-aspartate)) is synthesized from

β-benzyl N-carboxy L-aspartate anhydride (BLA-NCA) and α-methyl-ω-aminopoly(oxyethylene).

PEO-P(Asp) is then prepared by debenzylation under alkaline conditions of the PEO-PBLA.

Following this step, ADR is conjugated via amide bond formation [91]. Micelles prepared from

drug conjugates have the added advantage that extended drug release will still be possible in the
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FIGURE 23.6 TEM pictures and size distributions of PEI–PLGA aggregates formed in (a) pure water, (b)

30 mM HCl (aqueous solution) (scale bar � 100 nm).(Reprinted from Nam, Y.S. et al., Biomaterials, 24,

2053–2059, 2003.)
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event of dissociation of the micelle as the drug must still be cleaved from the polymer chain.

Stability of these PEO-P(Asp(ADR)) micelles has been shown to be dependent on a longer chain

of PEO in comparison to the chain length of P(Asp) and ADR content. PEO-PBLA could also be

synthesized with free hydroxyl groups on the outer core of the micelle for further conjugation to a

targeting moiety (i.e., antibody, glucose) [87].

23.5.3 WORM-LIKE MICELLES

Cylindrical worm micelles [92] are a promising new class of supermolecular drug/dye carriers [93]

to explore for a number of reasons. First, even if microns long, they can “worm” through small pores,

including gels, and circulate for perhaps weeks. Second, targeted worms can cooperatively zip up —

binding with high affinity — to surfaces or cells that bear suitable receptors. And third, once bound,

internalization by the cell leads to delivery of a relatively large amount of drug all at once [94].

It is of central importance that several system characteristics be elucidated, including polymer

molecular weight versus worm diameter, worm stability, and flexibility [93]. The first issue has

already been addressed with vesicles [95]. Nanoscale worm micelles can be very stable; they appear

similar to filamentous phages that have been used with great success in vivo for phage display of

targeting ligands (including tumors) [96]. Unlike phages that carry nucleic acids, worm micelles can

carry lipophilic drugs.

23.5.4 POLYMERSOMES

Recently, interest has been focused on polymeric vesicles, composed of hydrophobic–hydrophilic

diblock co-polymers, as drug delivery vehicles [95,97–100]. The advantages of these polymer-

somes, as compared to liposomes, include enhanced mechanical stability and greater flexibility to

tailor bi-layer characteristics, such as thickness and chemical composition [98,101–104]. Moreover,

it has been speculated that protein interactions with the polymeric bilayers will greatly differ from

their interactions with lipid ones, thereby affecting drug delivery characteristics, such as circulation

time in vivo. Indeed, Photos et al. [105] have shown that the circulation time of polymersomes

in vivo increases with the bilayer thickness. Pata and Dan [106] have found that the characteristics

of the polymeric bi-layer, when compared to the lipid bi-layer, are quite different and can be used

for tailoring the carrier properties. Recently, Meng et al. [107] have synthesized biodegradable

polymersomes from block co-polymers of PEG-PLA.

Finally, polymeric vesicles have been synthesized from multiblock co-polymers of Pluronic F27

with a PLA block on either end [108]. The vesicle structure is characterized by a hydrophilic core

with hydrophobic layers, and can form several conformations such as bilayer or onion-like vesicles.

The PLA-F27-PLA co-polymers exhibit a decrease in Tg and Tm values, which indicate an increased

permeability and chain mobility in aqueous solutions. This may explain the high burst release from

these vesicles, but does not eliminate this class of particles as a drug delivery system [108].

23.6 TARGETED DRUG DELIVERY USING NANOPARTICLES 

23.6.1 ORAL DELIVERY

Oral delivery of nanoparticles has focused on uptake via the Peyer’s patches in the GALT. Peyer’s

patches are characterized by M cells that overlie the lymphoid tissue and are specialized for endocy-

tosis and transport into intraepithelial spaces and adjacent lymphoid tissue. There have been several

differing opinions as to the ease of nanoparticle transport through the M cells, and the method by

which this occurs [109,110]. One theory is that nanoparticles bind the apical membrane of the M cells,

followed by a rapid internalization and a “shuttling” to the lymphocytes [110,111]. The size and sur-

face charge of the nanoparticles are crucial for their uptake. However, there have only been two pub-

lished phase 1 clinical trials examining the oral uptake of PLGA nanoparticles encapsulating
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Escherichia coli antigens, with no clear benefit determined [109]. There is some promise in identify-

ing M cell receptors and targeting them on the surface of nanoparticles. The carbohydrate epitope, sia-

lytated Lewis antigen A (SLAA), has been identified on human M cells [109]. This application of

targeted nanoparticles in oral delivery holds tremendous promise for the development of oral vaccines

and in cancer therapy.

23.6.2 BRAIN DELIVERY

Another exciting application of surface-modified particles is targeted drug delivery to cells or

organs. Kreuter et al. [53] were able to deliver several drugs successfully through the blood–brain

barrier using polysorbate 80-coated poly(butylcyanoacrylate) nanoparticles. It is thought that after

administration of the polysorbate 80-coated particles, apolipoprotein E (ApoE) adsorbs onto the

surface coating. The ApoE protein mimics low-density lipoprotein (LDL) causing the particles to

be transported via the LDL receptors into the brain. The effects of polysorbate-80 on endocytosis

by the blood–brain barrier were confirmed by Sun et al. [112] with PLA nanoparticles.

Nanoparticles made from emulsifying wax and polyoxyl 20-stearyl ether linked to a thiamine sur-

face ligand, fabricated using microemulsion precursors and had an average final diameter of 67 nm

[113]. These particles are able to associate with the blood–brain barrier thiamine transporters and

thereby increase the unidirectional transfer coefficient for the particles into the brain.

23.6.3 ARTERIAL DELIVERY

There are other specific areas, where nanoparticle administration may have an advantage over

microparticulate-based drug delivery systems. One area that has been of recent interest is in pre-

vention of restenosis [15,114]. Restenosis is a major postoperative concern following arterial sur-

gery. In order to inhibit VSMC proliferation, drugs must be delivered at a high concentration over

a long period of time. Nanoparticles offer an advantage, because the medication would not have to

be delivered systemically as they are small enough for cellular internalization and connective tissue

permeation. Several types of drugs including antiproliferative agents have been used to test this

method of delivery. PLA nanoparticles were loaded with platelet-derived growth factor receptor β
tyrphostin inhibitor and delivered intra-lumenally to an injured rat carotid artery [115]. The drug

had the desired effect of preventing restenosis, but of significance was the absence of drug in other

areas of the arteries and systemic circulation. Song et al. [15] found that specific additives after

nanoparticles formation, such as heparin, DMAB, or fibrinogen, could enhance arterial retention of

the particles. Suh et al. [14] created PEO–PLGA nanoparticles, which had an initial burst release of

40% of the antiproliferative drug in the first 3 days. However, a total of 85% of the drug was

released after 4 weeks. This shows that nanoparticles have a great potential for long-term arterial

drug delivery.

23.6.4 TUMOR THERAPY

One of the most common targeting applications for nanoparticles is of chemotheraputic agents

against cancerous cells and tumor sites. Figure 23.7 shows the cellular internalization of PLGA

nanoparticles into MCF-10A neoT cells. Oral delivery of chemotherapy is of high interest, because

chemotheraputic agents are eliminated by the first-pass effect with cytochrome p450 [33]. Another

reason is that it has attracted attention is due to the phenomena known as the enhanced permeation

and retention (EPR) effect. The vasculature around tumor sites is inherently leaky due to the rapid

vascularization necessary to serve fast-growing tumors [116]. Much attention has also been given to

lymphatic targeting using nanoparticles. In addition, poor lymphatic drainage at the site prevents

elimination of the particles from the tumor tissue. Another benefit of tumor targeting is the fact that

many cancer cells over-express specific antigens. Coating or binding the ligands on nanoparticulate

surfaces can exploit this property. One example is covalently attaching sugar chains to nanoparticles.
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Yamazaki et al. [85] used sugar chain remodeled glycoprotein–liposome conjugates for binding to

E-selectin. These particles showed uptake by solid tumor tissue. Cancer cells overexpress transfer-

rin, which is normally used for iron uptake. Paclitaxel-loaded PACA nanoparticles with a PEG linker

chain conjugated to transferrin were shown to have a decreased burst release over nontargeted parti-

cles and were able to increase the lifespan in tumor-bearing mice with a decreased weight loss com-

pared to mice given conventional paclitaxel [117]. The decreased burst may be due to the removal of

surface-associated drug during the activation process and the decreased weight loss may point to a

reduction in paclitaxel-associated side effects.

Yokoyama et al. [91,118–121] have conducted numerous studies on the chemical conjugation

as well as physical entrapment of adriamycin (ADR, also known as doxorubicin), an anticancer

drug, in PEO–Poly(aspartic acid) micelles (PEO–P(Asp)). It was found that polymer micelles with

conjugated ADR alone or physically entrapped ADR alone did not have anti-tumor activity.

However, high amounts of both chemically conjugated and physically entrapped ADR were neces-

sary for antitumor activity [121]. Other anticancer drugs have been used in block co-polymer

micelles. Cisplatin has been bound to P(Asp) using the same block co-polymer PEO-P(Asp) [122].

Methotrexate (Mtx) esters of PEO-block-poly(2-hydroxyethyl-L-aspartimide) (PEO-PHEA) were

found to form stable micelles with a sustained release profile, dependent on the amount of Mtx sub-

stitution [123].

One method for targeting that is attracting attention is by exploiting the high noncovalent bind-

ing of biotin and avidin. Each avidin molecule binds four biotin molecules. Using the multifunc-

tionality of this technology, drugs and homing molecules for cancer cells can be combined [124].

By using biotinylated PEG–PCL and associating that with avidin-bound lectin, the amount of

nanoparticles associated with Caco-2 cells is increased dramatically [1]. NeutrAvidinTM has been

covalently attached to the surface of PLA nanoparticles via sulfhydrl groups [125]. These thiol
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FIGURE 23.7 Internalization of NPs loaded with Alexa Fluor 488-labeled cystatin into MCF-10A neoT

cells. (A) 10 min incubation, concentration � 100 µg NP/mL; (B) 30 min incubation, concentration �

100 µg NP/mL; (C) 45 min incubation, concentration � 100 µg NP/mL; (D) free Alexa Fluor 488-labeled

cystatin, 45 min incubation, concentration � 0.1 µM. Scale bar, 20 µm. All the images are representative of

at least two independent experiments. (Reprinted from Cegnar, M. et al., Exp. Cell Res., 301, 223–231, 2004.)
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groups are bound via a carbodiimide reaction with cystamine. Using this technology, biotinylated

antibodies or ligands can be attached to the particle surface. Biotinylated worm-like micelles have

also been found to be stable in an aqueous solution for at least a month, and have the potential for

the delivery of large quantities of hydrophobic drugs or dyes [94].

23.6.5 LYMPHATIC SYSTEM AND VACCINES

The lymphatic absorption of a drug via the GALT has an advantage over a portal blood route since

it avoids any liver presystemic metabolism, known as the first-pass effect. This could be beneficial

for anticancer treatment, mucosal immunity, as well as having the potential for staining the lymph

nodes prior to surgery [126]. Nanoparticles can also be used to carry antisense oligonucleotides and

plasmid DNA that can be used to treat some forms of cancer and viral infections, as well as a new

vaccination approach. Antisense oligionucleotides normally have poor stability and cannot easily

penetrate cells, but are easily encapsulated in nanoparticles [13,127]. High doses of antibiotics and

antiparasitics are given to treat gastrointestinal bacteria and parasites because only 10 to 15% of the

drug administered is absorbed [64]. The increased muco-adhesivity of nanoparticles could be effec-

tive in treating these pathogens with lower doses of drugs.

Nanoparticles have also had some success as a new delivery vehicle for vaccines. CS nanopar-

ticles have been successful as a nasal vaccine in some animal studies producing significant IgG

serum responses and superior IgA secretory responses when used in influenza, pertussis, and diph-

theria vaccines [128]. Another option for vaccine delivery is the delivery of PLGA nanoparticles to

dendritic cells [12]. Dendritic cells initiate an antigen-specific immune response. The co-delivery

of antigens and immunomodulators in the same particles helps to overcome peripheral tolerance

against self-antigens. This technology can potentially be used for cancer vaccines or hepatitis

antigens.

23.6.6 PULMONARY DELIVERY

The lungs owing to their large surface area, good mucosal permeation, well-developed vascular

system, thin alveolar walls, and low activity of drug-metabolizing enzymes are another target area

for nanoparticles. Direct administration to the lungs is beneficial because of the decreased systemic

side effects, the availability for increased dose levels at the site, and the lack of first-pass metabo-

lism. The tracheo-bronchial region is protected by a mucosal barrier, which can be cleared by

nanoparticle technology. One obstacle for the inhalation of nanoparticles is their inappropriate

mass median aerodynamic diameter. They do not have sufficient size for sedimentation or

impaction deposition mechanisms and would be exhaled postinhalation [129]. Carrier particles

have been proposed, which after deposition in the carrier matrix dissolve, while the nanoparticles

are  released.

When CS-coated nanoparticles were administered via the lungs, there were detectable blood

levels of the drug 24 h after administration, as opposed to 8 h for the noncoated particles [23].

PACA nanoparticles have been found to be cytotoxic to airway epithelial cells, but gelatin and

human serum albumin nanoparticles of ~200 nm in diameter were taken up by bronchial epithelial

cells with no evidence of cytotoxicity or inflammation [130].

Nanoparticles have been used to target other mucosal surfaces. Long-term extra-ocular (cornea

and conjunctiva) drug delivery with nanoparticles provides an improvement in conventional drug

delivery in this region. It was possible to deliver drug-loaded CS nanoparticles to the extra-ocular

structures over the course of 48 h at higher levels than with free drug, without exposing the inner

ocular structures (iris and aqueous humour) to the drug [131].

Nanoparticles may be used for skin delivery to prolong the residence time of sunscreen agents

in the stratum corneum or to deliver vitamin A to the upper layers of the skin [132]. CLSM demon-

strates nanoparticles accumulating in the follicular openings, with higher percentages of smaller

diameter nanoparticles accumulating. 
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23.7 DRUG RELEASE 

23.7.1 MECHANISMS

Biodegradable polymers release drug in one of the two ways: erosion and diffusion. Release from

biodegradable polymers in vivo is governed by a combination of both mechanisms, which depends

on the relative rates of erosion and diffusion. Erosion is defined as the physical dissolution of a

polymer as a result of its degradation [133]. Most biodegradable polymers used for drug delivery

are degraded by hydrolysis. Hydrolysis is a reaction between water molecules and bonds in the

polymer backbone, typically ester bonds, which repeatedly cuts the polymer chain until it is

returned to monomers. Other biodegradable polymers are enzymatically degradable, which is also

a type of chain scission. As water molecules break chemical bonds along the polymer chain, the

physical integrity of the polymer degrades and allows drug to be released.

There are two possible mechanisms of erosion. When water is confined to the surface of the

matrix, as in the case of a hydrophobic polymer, chain scission will occur only on the surface and the

drug will be released as the surface of the polymer matrix erodes. If the water penetrates the polymer

matrix faster than it hydrolyzes the bonds on the surface, then erosion will occur throughout the entire

material — this is also called bulk erosion. In many cases, the erosion of a polymer matrix in vivo is

some combination of these mechanisms. Degradation by surface erosion alone may be preferred,

because the degradation rate can be controlled through the surface area of the matrix [134].

In the case of diffusion-controlled release, the drug’s concentration gradient in the polymer matrix

is the driving force for the molecules to diffuse into the surrounding medium. The diffusion of a drug

molecule through the polymer matrix is dependent upon the solubility of the drug in the polymer

matrix and the surrounding medium, the diffusion coefficient of the drug molecule, the molecular

weight of the drug, its concentration throughout the polymer matrix, and the distance necessary for

diffusion. Drugs can be either distributed evenly throughout the matrix or encapsulated as a reservoir

[135]. The release rate for the reservoir system also factors in the membrane thickness and area.

Practically, reservoir systems often have a lag period after placement in vivo, as opposed to the burst

release present for most other systems. However, these systems need to be carefully engineered to pre-

vent premature membrane rupture that might release a toxic amount of drug into the body.

When a drug is dissolved in the matrix and the mechanism for delivery is diffusion, then the driv-

ing force for release is the concentration gradient and release predictions can be made based on Fick’s

laws of diffusion [134]. Cumulative release from diffusion-controlled matrix devices is inversely pro-

portional to the square root of time [136]. This presents an engineering challenge because surface area

becomes smaller due to degradation, with a resulting decrement in the release rate.

Frequently, diffusion-controlled release is important in the early stages of drug release. For

many of the polymeric delivery systems, there is some concentration of drug molecules entrapped

near the surface of the matrix and adsorbed onto the surface of the matrix. Upon immersion into a

medium, the release of these drug molecules is controlled by the rate of diffusion of the drug into

the surrounding environment. This can cause a problem referred to as the “burst effect,” which can

potentially release a toxic amount of drug in some geometries (frequently 50% or more of the incor-

porated drug) into the body within the first 24 h [137]. This burst release is part of what is fre-

quently referred to as a biphasic release profile [3]. During the first phase, the burst release, the

structural integrity of the nanoparticles is maintained. The second phase, or the linear release, is

characterized by pore formation, particle deformation, and fusion [138]. One method for eliminat-

ing the burst release is by tailoring the collection of the nanoparticles to remove the drug attached

to the surface. By collecting PLA nanoparticles through gel filtration, the antiischemic drug

N6-cyclopentyladenosine near the surface was removed, which decreased the overall encapsulation

efficiency, and eliminated the burst release from the particles [62]. 

The specific chemical and biological characteristics of the drug and the polymer are crucial in

designing a polymeric delivery system. For example, drugs with greater hydrophilicity can increase

the overall release rate by promoting polymer swelling and degradation which in turn increases drug

Nanoparticles for Drug Delivery 657

Copyright 2006 by Taylor & Francis Group, LLC



diffusion, and certain drug molecules may potentially react with the polymer matrix [139]. The

drug’s molecular weight, solubility in biological fluids as well as its miscibility in the polymer

matrix will influence the drug’s diffusivity from the system and the concentration profile of the drug

throughout the matrix. Since polymeric delivery systems are rarely homogenous throughout the

entire matrix, the drug’s diffusivity, and therefore release rate, can change with the local polymer

composition and structure. One example of this phenomenon showing the effect of drug polymer

interaction is the release of the prodrug, 3-methoxyxanthone and its active form xanthone, from

PLGA nanocapsules [140]. Incorporation into nanocapsules was significantly higher than that of

solid nanoparticles. The release profile of these drugs suggest a physical interaction of the drug with

the polymer when given the nanocapsule structure [140].

23.7.2 RELEASE CHARACTERISTICS

The release characteristics of polymeric nanoparticles are among the most important features of the

drug/polymer formulations because of the possible applications in sustained drug delivery. There

are several factors that affect the release rate of the entrapped drug. Larger particles have a smaller

initial burst release and longer sustained release than smaller particles. In addition, the greater the

drug loading, the greater the burst and faster the release rate. For example, PLA nanoparticles con-

taining 16.7% savoxepine released 90% of their drug load in 24 h, as opposed to particles contain-

ing 7.1% savoxepine, which released their content over 3 weeks [27]. The initial burst release is

thought to be caused by poorly entrapped drug, or drug adsorbed onto the outside of the particles.

When using polymers, which interact with a drug, like PLGA with a free COOH group and pro-

teins, the burst release is lower and in some cases absent, and drug release is prolonged [9,63].

The addition of other polymers to PLA-based polymers can also be used to control drug release.

For example, PEG has been polymerized into a PLA homopolymer creating a PLA-PEG-PLA co-poly-

mer [141]. The amount of the drug (in this case progesterone) released increased with the PEG content

and the molecular weight of the co-polymers. The drug release continued to increase as the total

molecular weight of the co-polymers decreased. The initial burst was decreased in the absence of lower

molecular weight polymers. The content of PEG in the co-polymer affected the size of the particles as

well as the degradation of the polymers. Similar effects were seen with PLGA-mPEG nanoparticles

loaded with cisplatin [142]. Consequently, it would be possible to alter the release rate of the drug by

changing the amount of PEG in the co-polymer as well as the molecular weights of the polymers.
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ABSTRACT

In this review, the state of the art in the use of thin film nanomaterials for use as electron sources is

described. We first begin with a discussion of the phenomena of electron field emission and a dis-

cussion of the minimum specifications required for practical device fabrication. The bulk of the

review concentrates on what is known about thin film emitters, based on amorphous carbon. The con-

cept and importance of dielectric inhomogeneity is discussed. Extensions to other nanomaterial sys-

tems are also presented and examples of the use of amorphous silicon and excimer laser-processed

amorphous silicon for the fabrication of thin film cold cathodes will also be introduced. Finally, we

describe how external treatments can be used to improve the field emission characteristics.

24.1 INTRODUCTION TO FIELD EMISSION AND CRITERIA FOR PRACTICAL

ELECTRON SOURCES

The ability to extract electrons from a material has a ready number of applications ranging from

field emission based displays (FEDs) to electron sources for microwave applications. Such 
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applications are generally considered as being within the realm of vacuum micro- and nanoelec-

tronics. (For a comprehensive review of the physics and applications of amorphous carbon-thin

films, see [1].) Field-induced electron emission from a surface is primarily determined by the

strength of the local electric field and the potential barrier to emission. In a metal, the barrier

would correspond to the work function of the material. The other key aspect in the discussion of

FE is the concept of the local field, which differs from the applied macroscopic field. In the usual

two-terminal experimental set-up, described in Figure 24.1, an anode at a potential V is separated

by a distance D from a grounded cathode. The applied field is then V/D. The local field is enhanced

relative to the applied field and this increase is characterized by the field enhancement factor or

field magnification factor β. For tip-based emitters such as Spindt tips or carbon nanotubes, the

enhancement factor usually depends on the geometric properties of the emitter tip, such as height

and radius. For example, the field-enhancement factor for a single-grounded hemisphere is calcu-

lated to be 3. The enhancement factor may also depend on the location of the anode plane if the

anode–cathode separation becomes comparable with the anode-tip separation. In the case of semi-

conductors, field penetration becomes an important consideration when compared with metallic

emitters, where no penetration into the cathode is present.

The application of an electric field to the surface of an emitter can have several effects and they

are summarized in Figure 24.2. As the electric field is increased, thermionic emission over the top

of the surface barrier occurs. This is followed by emission over the field-reduced barrier (Schottky

emission). Emission will then occur partly over and partly through the barrier if the temperature is

high enough. As the temperature is lowered, emission will result from electrons tunneling through

the barrier from electron states at the Fermi level. This is known as Fowler–Nordheim (FN) tun-

neling. Finally, at very high fields, emission occurs from electron states below the Fermi level (bal-

listic electron emission). In Figure 24.2, the simple triangular potential can be taken to be of the

form

V(z) � h � eEz (24.1)

where h is the surface barrier height (eV), often regarded as the work function (�) of the material. 
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FIGURE 24.1 Two terminal field emission arrangement in which the anode, at potential V, is separated from

a grounded cathode by a distance D. The macroscopic electric field is V/D.
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FIGURE 24.2 Electron emission processes that can occur in the presence of an electric field.
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The second rounded potential in Figure 24.2 incorporates the image charge effects and adds an addi-

tional term to Equation (24.1) to give

V(z) � h � eEz � (24.2)

The effect of this additional term is to round off the overall potential barrier and lower the overall

barrier height by an amount

�h � 3.975 � 10�5E1/2, (24.3)

where the field E is measured in V/m. For a field of 20 V/µm the barrier lowering due to image

charge effects is approximately 0.17 eV. It is evident from Figure 24.2 that the emission of electrons

is a quantum mechanical tunneling process and various forms of the FN theory and equation have

been employed. Indeed, the FN theory has been applied to explain the emission from gated emitter

arrays, chemical vapor deposition (CVD) grown diamond films incorporating grain boundaries,

atomically smooth amorphous carbon thin films and carbon nanotubes, both single and multiwall,

and as such its application to these structures is somewhat remarkable when considering the assump-

tions on which the theory is based. The standard FN theory makes the following assumptions [2]:

1. The emitter is an atomically smooth and clean metal surface.

2. The metal has a free electron band structure and the electrons in the metal obey

Fermi–Dirac statistics.

3. Emission occurs at 0 K and the barrier to emission (work function) is uniform and inde-

pendent of applied electric field.

4. Electron tunneling can be described in terms of the Wentzel–Kramers–Brillouin approx-

imation.

5. The barrier to emission can be represented by a triangular potential onto which a classi-

cal image potential is superimposed.

It is useful to examine the final form(s) of the FN equation and discuss its application to FE

data. Representing the applied electric field by E and the barrier height by Φ, the emission current

I can be expressed as 

I � exp � � (24.4)

where a and b are constants with values of 1.54 � 10�6 A eV/V2 and 6.8 � 109 eV−3/2 V/m, respec-

tively, and A is the emission area. Here, βE represents the local electric field and in this context β rep-

resents the enhancement of the applied electric field. FE measurements are usually performed in either

a diode arrangement in which an anode, either a parallel plate or spherical ball electrode, is located

above a grounded cathode or in a triode arrangement in which a gated electrode is located nearby.

Analysis of FE I–V characteristics using the FN equation can be performed by plotting log(I/E2)

against 1/E, the slope being �b Φ3/2/β. It is not possible from an FE measurement to determine both

β and Φ independently, although the latter can be determined via other methods. Armed with a knowl-

edge of the work function, considerable attention has been paid to the significance of the value and

origin of the enhancement factor. However, some care must be exercised in the interpretation of

enhancement factors since complications arise in comparing theory with experiment. The levels of

sophistication that have been developed in understanding the application of an electric field to a clean

metal surface (or other material) are often masked by experimental factors such as the presence of

�bΦ3/2

�
βE

aA(βE)2

�
�

e2

�
16πεε0z
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absorbates on the cathode surface. For example, different atoms can induce dipoles on the surface,

which can change the work function of a metal, or the work function itself may possess a dependence

on the electric field and nano-protrusions on the surface may act to increase the local electric field.

Finally, it is worth noting that FE from semiconductors is complicated by the possibility of emis-

sion from either the conduction or valence bands, from the Fermi level or from surface states. In addi-

tion, the effects of band bending, field penetration, and internal FE, particularly in wide-gap

semiconductors, as well as the possibility of negative electron affinity, need to be taken into account.

There is also the issue of “conditioning” of the cathode, in which the onset of stable and reproducible

emission is sometimes only observed after several cycles of the voltage, a process that will be dis-

cussed later. Despite these potential complications in understanding the mechanism of emission,

because of their inherently simpler fabrication process and ability to scale up production, semicon-

ductor thin film emitters have a number of advantages over tip-based arrays. First, electron emission

from a thin film comes from a much larger area than from a tip array. This results in a low current den-

sity at emission points for a given emission current. Second, the absence of highly focused electric

fields reduces the ion bombardment and sputter erosion of the thin film. With these advantages in

mind, we now discuss some common nano-material cold cathodes based on amorphous carbon.

For a practical flat panel display, it is necessary to have typically 100 Cd/m2 brightness but with

FE most devices will exceed 300 Cd/m2. In general, emission current densities of 10 mA/cm2 will

be sufficient to give suitable output from conventional phosphor cathodes with ideally emission

sites in excess of 106 cm�2 in order to obtain uniform emission from a high-density display without

correction optics.

24.2 CARBON NANOMATERIAL BASED COLD CATHODES

Nanomaterials based on amorphous carbon have attracted particular attention since it is possible to

deposit thin films over large areas and at low temperatures [1]. The latter point is of notable impor-

tance since it is possible to deposit films onto organic or plastic substrates. In addition, the softening

temperature of most common display glass is around 400°C and as a result deposition processes

which significantly exceed this temperature are not compatible with current technology. Fortunately,

the low-temperature deposition of amorphous carbon makes it an ideal candidate as a potential cath-

ode material. Early interest in carbon films as cold cathodes was driven by the hope that these films

possessed negative electron affinity (NEA) [3] in the same way that certain H-terminated diamond

films can possess an NEA surface. As a result, once electrons were injected into the conduction band

of the film, there would be a steady supply of electrons which could emerge at the film/vacuum inter-

face. However, it is important to realize at this stage that there are many different types of amorphous

carbon films that are possible, based upon different configurations of bonding hybridizations that are

available to carbon. These include tetrahedral sp3 bonds, trigonal sp2 bonds, and linear sp1 bonds as

shown in Figure 24.3. As in the crystalline case, each of these bond variations is available to its amor-

phous counterpart, and this enables the unique and large variation in the physical and material prop-

erties to be extended to amorphous carbon (a-C) thin films. The sp3 phase in low density a-C films

tends to be found in aliphatic chains, whereas the sp2 phase tends to cluster into olephinic chains or

aromatic rings. Amorphous carbon is the generic term used here to describe most disordered carbon

films. Although there is no long-range order present, both short-and medium-range order is pre-

served, which gives rise to physical properties that can mimic those found in the crystalline material.

In these materials, by examining the nearest neighbor distance and the next-nearest-neighbor dis-

tance, it is clear that the short-/medium-range order is very close to its crystalline counterpart. It is

generally the bond angle, not bond length, that is different from that of the crystalline case which

gives a-C no long-range order. Such bond angle disorder can also give rise to the narrowing of the

band gap by virtue of it creating highly localized states within the band gap [4].

The description of a-C films can be broken down into two distinct categories; hydrogenated and

non-hydrogenated films. Whenever a hydrocarbon source gas or plasma system is used to deposit
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films, some quantity of hydrogen gets incorporated within its microstructure [1]. Since hydrogen

prefers to bond in an sp3 hybridized manner by terminating single bonds, they tend to enhance the sp3

or tetrahedral nature within the films. Using techniques such as the plasma beam source, an sp3 con-

tent as high as 80% has been recorded in the presence of 30% hydrogen within these highly tetrahe-

dral hydrogenated a-C (ta-C:H) films [5]. This is in contrast to the more usual 40–60% sp3 bonding

found in the diamond-like carbon (DLC) films deposited using radio frequency plasma-enhanced

chemical vapor deposition (r.f. PECVD) with ion bombardment (and H contents of ~30–40 at.%).

When no ion bombardment is used, as in the case of film growth on the earthed electrode of a r.f.

PECVD systems, highly polymer-like a-C:H (PAC) films are deposited [6]. These films have an sp3

content between 60 and 80% (but mostly in the form of C–H bonds with little sp3 C–C bonds) and

high hydrogen contents (H content up to 55 at.%). At the high end of the hydrogen content, thin films

deposited are more similar to hydrocarbon polymers such as polythene which possesses 66 at.% H.

Tetrahedral amorphous carbon (ta-C) can also be produced, which tends to have a high sp3 content and

is grown by arc or laser ablation methods. The different types of films are summarized in the ternary

phase diagram presented in Figure 24.4. We will use this classification to describe the a-C films below. 

Polymer-like films tend to be grown under low-energy conditions, such as those found with low

negative self-bias in r.f. PECVD, whereas DLC films tend to be grown under higher deposition self-

bias (energy) conditions. Examples of DLC films are those deposited on the driven electrode of an

r.f. PECVD system, where during the growth process there is also ion beam “subplantation” of

growth species involved. In other deposition systems such as sputtering, a similar result could be
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achieved by either having a second ion source that is used purely to ion-bombard the growth sur-

face or by the application of a negative self-bias to the growth substrate. Graphite-like a-C (GAC)

are also possible with very high-energy C ion sources. It is worth highlighting that it is imperative

that to understand the FE characteristics of these nanomaterials, detailed knowledge of the film’s

electronic properties is required. For example, the films deposited by Gröning et al. [7] have been

compared by a number of authors to films deposited by Amaratunga and Silva [8] using rf PECVD.

A closer examination of the material properties shows that Gröning’s films are graphite-like GAC

films with no optical band gap while the DLC films by Amaratunga and Silva have an optical band

gap close to 2 eV. Therefore, few parallels can be made in terms of FE models and transfer of exper-

imental results for films that have material properties that are dissimilar. 

It is worth categorizing several types of a-C films for the analysis of their electron field emission

process. Progressing with ascending energies required for the growth of the films, we will consider

emission from PAC, DLC, ta-C, GAC, as well as nanocomposite amorphous carbon (NAC) films. It is

also worth discussing that in the case of a-C films that do not possess large numbers of defect states

within the films or graphitic or conducting regions in its microstructure, a conditioning process is often

required before the emission of electrons takes place. Subsequent to the initiation voltage required in the

conditioning, emission takes place at successively lower threshold fields which reaches a minimum

value after about four cycles. The hysteresis observed in this process of conditioning is shown clearly in

Figure 24.5, and is non-reversible, i.e., once a cathode has been conditioned, it will remain conditioned

despite being exposed to atmospheric condition for several days. This points to the fact that surface

termination or the front surface dipole effects may play less of a role than originally thought for these

types of film. Other types of both carbon- and noncarbon-based nanomaterials will also be considered.

Since there are different types of a-C and a-C:H film possible with very different properties, it

is not surprising that there is more than one possible emission mechanism. One immediate feature

for the need of different models concerns the application of an electric field to the surface of a semi-

conductor. It is well known that the degree of field penetration into a semiconductor film depends

on the conductivity of the sample. The higher the conductivity, the smaller the extent that the exter-

nally applied field will penetrate into the film. In the ultimate limit of a metallic conductor, there

will be no penetration of the field into the film. As the sp2 phase is associated with the more con-

ductive clusters within the film, the field lines from the anode will terminate on these clusters. As

a result there is an immediate link between the emission mechanism and the extent of field pene-

tration. In some cases, field penetration will extend to the film/substrate interface, where the emis-

sion mechanism will be referred to as a “back contact” controlled emission. Such an emission

mechanism differs in films for which there is little field penetration and where the emission is con-

trolled by the properties at or near to the front of the film/vacuum interface, referred to as the “front

surface” controlled mechanism. The origin of these two different types of mechanism will be

explored in detail below.
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Finally, to produce a satisfactory model for electron emission, three fundamental questions are

worth addressing before continuing the discussion of the mechanisms that are responsible for emis-

sion from these materials. First, what is the source of the electrons? Second, how are the electrons

transported through the film? Finally, how are the electrons emitted into vacuum?

24.3 FIELD EMISSION FROM DIFFERENT TYPES OF AMORPHOUS CARBON

24.3.1 POLYMER-LIKE AMORPHOUS CARBON FILMS

There are a number of reports of electron field emission properties of these types of films [9,10].

These films have low defect densities and often require a high initiation electric field for emission

to take place. Significant hysteresis is often observed in the first cycle after initiation (as shown in

Figure 24.5). Subsequent to the initiation process, the threshold field for electron emission has been

shown to vary between 10 and 70 V/µm by changing the thickness of the undoped films by Forrest

et al. [9] (Figure 24.6). Despite some of these films being subject to very high electric fields of the

order of 70 V/µm, no surface morphological change was observed with a scanning electron micro-

scope after emission. The data show a very strong dependence of the conditioned threshold field on

film thickness, with the required field showing a minimum turning point at a film thickness close

to 60 nm. The threshold field needed for emission increases on either side of this optimum thick-

ness, with the surface of the films not exhibiting any morphological changes when examined by an

atomic force microscope (AFM), as a function of film thickness.

As will be described later, the degree of sp2 clustering is shown to be a major factor in the con-

trol of FE from a-C films. However, the growth conditions in the study of Forrest et al. have been

kept constant throughout the deposition process and so no changes in the microstructure of the film

is expected. The observed variations with film thickness in these films were explained using the

inter-layer model based on space-charge-induced band bending. In this model, the 

a-C films act as an interlayer with the true cathode being the underlying Si or metal substrate, with

the crucial factor being the heterojunction (or in other materials if formed, the Schottky barrier) that

is formed at the back contact. This model, proposed by Amaratunga and Silva [8], is based on 
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assuming that the a-C thin film is n-doped and has an electron affinity close to 2.5 eV, a Fermi level

of 0.5 eV as shown in Figure 24.7a.

When a bias is applied to the heterojunction and the anode becomes positive, and the applied field

is large enough to fully deplete the carbon thin film, it was shown [8,9] that the field experienced by

the electrons that tunnel through the heterojunction barrier into the conduction band is larger than the

applied electric field, due to space charge considerations. This field decreases parabolically within the

film, as it traverses toward the surface of the semiconductor (Figure 24.7b). According to the band dia-

gram, the pool of electrons gathered at the n-Si/a-C interface has a built-in barrier that prevents the

tunneling/thermal excitation of electrons into the conduction band of the a-C layer before the inter-

layer band bending is large enough for the electrons to overcome the energy barrier for emission into

the vacuum. The electrons can now lose up to 3 eV in phonon scattering and still retain sufficient

kinetic energy to enter the vacuum level in the a-C thin films and thus emit into the vacuum. In the

case of electrons that do not have enough energy to reach the vacuum, they will collect at the front

surface of the a-C thin film and decrease the band bending in the space charge layer as shown in Figure

24.7c. Until the total band bending is lost, there will be some electrons emitted from the a-C thin films.

This is an example of a back contact controlled mechanism. Similar arguments may be applied to any

material which allows field penetration and this includes wide-gap semiconductor materials.

24.3.2 DIAMOND-LIKE AMORPHOUS CARBON FILMS

The higher energy deposition found in DLC films produces more defect states near the Fermi level.

In the a-C system, the defect states are those associated with the conductive sp2 clusters, which

themselves may be distorted or undistorted. The location of the sp2 clusters in the energy gap

depends on two factors: whether they consist of even or odd numbers of carbon atoms and whether

they are distorted. Undistorted even-numbered clusters will give rise to states near the Fermi level

(EF) only if they are sufficiently large. This differs from the case of odd-numbered clusters which

can give rise to gap states even if composed of a small number of atoms. In general, distorted clus-

ters gives rise to a state that is closer to EF than undistorted clusters. In this way, electron spin res-

onance (ESR) can give a measure of the density of sp2 states at the Fermi level, provided that a

majority of these states have a net unpaired electron spin present. Note that measurements of ESR

spin densities do not themselves measure the sp2 content [11].
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Films were deposited using a standard capacitively coupled rf PECVD system with feed gases

of CH4 and He. The negative DC self-bias developed across the plasma sheath was varied in the range

�50 to �265 V at a fixed pressure of 200 mT. The films were deposited on n��-Si substrates, which

were degreased and then Ar (He) plasma-cleaned prior to deposition. The variation of (a) threshold

field and (b) spin density with negative self-bias is shown in Figure 24.8. As the self-bias is increased

from �50 to �90 V, the threshold field increases from a value of 18 V/µm to a value close to 26

V/µm. For bias values above �90 V, the threshold field decreases to around 12 V/µm, where it

remains approximately constant in this bias regime. The measured spin density, Ns, of these films

rises rapidly from 3 � 1017 to 1.1 � 1020 cm�3 at �125 V. At higher biases, Ns increases only very

gradually, finally reaching 1.6 � 1020 cm�3. The Tauc gap, which is a measure of the π–π* separa-

tion, falls rapidly from 2.6 (�50 V bias) to 1.3 eV (�125 V), and then falls gradually to about 1.1

eV at the highest bias voltages, as shown in Figure 24.9. In the case of the peak-to-peak ESR
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linewidth, ∆Bpp, there is an initial increase in the linewidth, reaching a maximum of 1.4 mT at �125

V bias followed by a rapid decrease to 0.7 mT, which continues to decrease to 0.56 mT at �265 V

bias. These results suggest the existence of two regimes, above and below �125 V bias, and it is

therefore convenient to discuss the results from the two regimes separately.

For the sample deposited at �125 V bias, the measured spin density is 1.1 � 1020 cm�3 and the

observed linewidth is 1.4 mT. The Lorenzian line shape can be explained using dipolar

broadening. Above �125 V, it is thought that the narrowing of the linewidth is due to rapid exchange

of spins as the sp2 clusters increase in size [12]. This is consistent with the narrowing of the band gap,
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and the reason for the convergence of the threshold field to a limiting value close to 12 V/µm for these

films. These films have a high sp2 content (�65%) as well as a high band gap (�2 eV) and as a con-

sequence the wave function overlap of the clusters will result in electron delocalization or enhanced

hopping between the clusters that will enhance the connectivity, as shown in Figure 24.10. Application

of an external electric field results in extraction of electrons from the film surface. Replenishment of

the emitted electrons to the surface layer is accomplished due to the good connectivity between the

clusters. Emission from these high sp2-rich films would be characterized as a “front surface”-type emis-

sion. The high conductivity of these samples means the films would not be able to sustain any form of

space charge. As the films have a high concentration of defect states (1020 cm−3), it would not be pos-

sible to form a “leak-free” barrier (Schottky or heterojunction) at the back contact to the film. As a

result the emission process will not be controlled by the back contact as described earlier for PAC films.

Reducing the self-bias to �90 V decreases the spin density by about two orders of magnitude and

gives rise to an increase in the Tauc gap. The rise in the Tauc gap shows that major structural changes

in the film are occurring at low bias voltages with the films likely to have a lower sp2 content due to

C–H bonding. At low self-biases, a low concentration of small isolated sp2 clusters form. Initially, the

number of C atoms in each cluster is small (as inferred from the large Tauc gap), but the greater energy

available at higher biases allows the formation of a greater number of larger, but still isolated, clusters.

This results in a reduction in the Tauc gap and an increase in the spin density, although the electron delo-

calization in the cluster or hopping between clusters is kept to a minimum. This leads to poor connec-

tivity and explains why the threshold field is higher at the lower bias voltages when compared with the

films deposited at  higher biases. The subsequent drop in threshold field for the film at the lowest bias

voltages indicates that another emission mechanism is also present in these low defect, polymer-like,

wide energy gap films. The low concentration of sp2 clusters is unable to screen the field at the front

surface. In this way, emission from these low bias deposited films would be more correctly described

as being determined by the “back contact” model discussed earlier rather than being a “front surface”-

dominated process. This view is further supported by the lack of a significant variation in the threshold

field as a function of film thickness for two series of films grown under higher bias (see Figure 24.6).

24.3.3 TETRAHEDRAL AMORPHOUS CARBON FILMS

Tetrahedral amorphous carbon films can be produced using a filtered cathodic arc system. The 

films produced are highly tetrahedral in nature (�80% sp3) and extremely hard (with hardnesses
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approaching 60% of that of diamond and a Young’s modulus close to 500 GPa). Their properties, such

as sp2 content, can be controlled by the ion energy of the carbon arc used for deposition and any nega-

tive bias applied to the substrate. It is well established that the sp2 content in ta-C films is primarily con-

trolled by the deposition ion energy [13], which also controls many of the microstructural [14] and

electronic [15] properties. It should be noted at the outset that the ta-C films discussed here have a large

defect concentration comparable to that found in DLC films. On the basis of the analysis by Ilie et al.

[16], it was suggested that the clustering of sp2 states plays an important role. As a result, emission from

this type of nanomaterial will be front surface-dominated. Indeed, this was demonstrated by Hart et al.

[17] for ~25 nm thick films deposited onto substrates of different metals (varying work functions). It

was stated that several of these substrates (Ti, Mo, Si, and Cr) can form interfacial carbides which could

lower the barrier at the back contact and possibly lead to the formation of an Ohmic contact. However,

the authors noted that since there was a significant spread in the measured values of threshold field

between the carbide and noncarbide forming substrates, the back contact does not play a significant role

in determining the emission characteristics of ta-C films, as would be predicted from a front surface-

controlled electron emission process. A forming process or initiation field is sometimes needed before

stable emission could be observed from some of the films [18]. Once more no surface damage was

observed after forming. Field emission studies on ta-C films have also been performed by Cheah et al.

[19], with low threshold fields reported.

24.3.4 GRAPHITE-LIKE AMORPHOUS CARBON FILMS

Cluster beam growth of macro-aggregates having 500–2000 atoms loosely bound together are

formed by an adiabatic expansion of evaporated material through a nozzle into a high-vacuum

chamber. The advantages associated with the technique are due to the fact that any charge placed

upon the cluster is equally distributed across each of the constituent atoms and thereby its use for

ultra-shallow implants cannot be overemphasized. Each of the atoms imparts precisely the total ion

energy given to the cluster divided by the size of the cluster upon impact with a surface. So the

growth process possesses very low charge to mass ratios for the ionized cluster which prevents the

build up of surface space charge. Electron emission has also been reported from polycrystalline

graphite films produced by supersonic cluster beam assembly techniques [20,21]. Owing to the high

sp2 content the FN theory was applied since emission was assumed to originate for the Fermi level.

Assuming a work function of 5 eV, a field-enhancement factor of 350 was obtained.

24.3.5 NANOCOMPOSITE AMORPHOUS CARBON FILMS

Nanocomposite films consist of crystalline nanoparticles, in the form of multiwall carbon nan-

otubes, intentionally embedded into an amorphous carbon matrix [22]. The nanoparticles were

formed by having a cathode striker in a high pressure of He or N2. Low thresholds for emission of

4.5 V/µm were obtained, which could be reduced by etching of the front surface. The emission

mechanism was explained in terms of FN tunneling and hot electron emission in which the matrix

acts as an interlayer that moderates the emission. Amaratunga et al. [22] also used the interlayer

model described earlier to explain successfully the variations of their films. In this case, the inter-

nal junctions of the particles and the a-C matrix allow for heating of electrons within the thin film,

with the emission process at the outer end of the particle being purely due to FN tunneling.

24.3.6 ULTRANANOCRYSTALLINE DIAMOND THIN FILMS

It is interesting to compare the results obtained from the FE and scanning tunneling microscope

(STM) studies from amorphous DLC film with those from ultrananocrystalline (UNCD) films car-

ried out by Krauss et al. [23] Despite the difference in the long-and medium-range order, the bond-

ing in the two materials can be described as mixed sp2 and sp3 phases. In the study by Krauss et al.,

it was shown that UNCD films have grain sizes between 2 and 5 nm in size and grain boundaries
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	0.4 nm in thickness. It was observed that when UNCD films were deposited on Si micro tips

there was little variation in the threshold field with either the film thickness or the Si tip radius.

Furthermore, STM results showed that the emission sites from the UNCD films could not be related

to any surface asperities. Both electrical and theoretical calculations show that the grain boundaries

are the most probable path for conduction from the substrate. It is also worth noting that the tight

binding calculations for UNCD showed the presence of a continuum density of states throughout

the bulk diamond gap. Since the sp2 grain boundary is less than 0.4 nm in thickness and surrounds

a 2 to 5 nm size diamond sp3 grain, this is similar to the situation encountered above in amorphous

DLC type films. The study by Krauss et al. shows the importance of nanoscale inhomogeneities to

the FE process. These studies also show the importance of understanding the nature of the cathode

material at a nanometer level.

24.4 FIELD EMISSION AND DIELECTRIC INHOMOGENEITY 

From the discussion in Section 24.3, it is apparent that the role of sp2 clusters embedded in an sp3

matrix plays an important role for a-C and a-C:H films. For films with a high sp2 content and good

inter-cluster interactions, FE is determined by the properties of the film near to the front surface. It is

known from AFM images of DLC films that they are atomically flat with a typical RMS roughness of

less than 1 nm. If an FN emission process is present then it is necessary to explain the large enhance-

ment factors, typically several hundreds, required to lower a barrier by 4 eV. Since there are no sur-

face features to aid the geometric enhancement of the electric field, we have examined the possibility

of a non-geometric internal enhancement mechanism. The results of a high-resolution STM study of

the DLC film deposited at –265 V are presented in Figure 24.11. It is apparent that the conductivity

of the film is not uniform, with a number of localized high conductivity regions of a few nm in size

surrounded by a more insulating matrix. The STM results can be interpreted as resulting from a series

of closely spaced localized conductive sp2 regions which, under the action of the applied field, allows

electrons to hop from one spatially localized cluster to another, as in Figure 24.10. In the continuous

limit, this would produce a conducting channel or filament which can extend through the bulk of the

film. High-resolution electron microscopy studies of a-C films have never revealed such a feature,

leading us to conclude that an alternative enhancement mechanism is present.

We propose that the enhancement is due to the different intrinsic dielectric and conductive prop-

erties of nanometer-sized sp2 clusters embedded in the surrounding sp3 insulating matrix. It is well
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known that the electric field near a single conductive dielectric sphere in an insulating matrix is

increased by a factor of up to 2 due to the dielectric mismatch between the sphere and the matrix.

It has been calculated that in the presence of two closely spaced spheres with the conductivity of

gold, an enhancement of the electric field by a factor of 56 is possible if the spheres have a separa-

tion of 5 nm [24]. This enhancement increases as the separation between the spheres is reduced,

reaching a factor of 400 for a sphere–sphere separation of 1 nm. Although the conductivity of the

sp2 clusters will not be as high as Au, these calculations demonstrate that high enhancement factors

can be obtained by considering the effects of just two conductive spheres near the surface.

In this manner, the emission process for DLC films can be explained as follows: the high den-

sity of defects will act to localize and attract the field lines from the anode to a thin region near the

surface of the film. High-field enhancement factors are present if two (or more) sp2 conductive clus-

ters are nearby. Once the electrons are emitted from the clusters near the surface of the film, they

can be replaced by electrons from clusters deeper within the film. Such a description aids us in

explaining the spotty nonuniform (on the nano- to microscale) nature of the emission across the sur-

face of the film in which the local arrangement of the clusters below the surface is important.

Other nanomaterials for which dielectric inhomogeneity have been suggested to play a role

include B-doped Si nanoparticles. A turn on field of 6 V/µm was reported for B-doped Si nanopar-

ticles which is lower than that reported for undoped particles (9 V/µm) [25]. Tsang et al. [26] stud-

ied electron field emission from ion beam synthesized SiC layers. They reported that in

as-implanted film the field enhancement was attributed to dielectric inhomogeneity; however, after

annealing the surface morphology changed and nanoprotrusions aid in the observation of emission

at low fields. The presence of large amount of N aids in the clustering of the sp2 phase, which was

reported as being important for a-CNx film grown by excimer laser ablation [27]. Liao [28] reported

that the inhomogeneous nature of HfNxOy films comprising nanoscale conductive hafnium nitride

grains embedded in a matrix of dielectric oxide or oxynitride played an important role in the FE

from these materials. Finally, another study has examined the electron field emission of radio fre-

quency magnetron-sputtered CNx films annealed at different temperatures and also concluded that

the film’s nanostructure is important [29].

In the case of excimer laser crystallized amorphous silicon a low turn on field of 10 V/µm with-

out any hysteresis were reported [30]. Techniques for producing self aligned and gated FE device

using a single mask process have also been shown to be possible [31]. Taking into account that in

the case of active matrix liquid crystal displays, polysilicon driver circuitry can be produced on

glass flat panel on the scale of 1 m2, having fully integrating large areas, single mask technology

comparable with current flat panel display (FPD) production lines makes this material system very

valuable and technologically important. In the case of excimer laser produced materials, the aspect

ratio for the enhancement factors cannot account for the observation of FE at low applied fields. The

apparent discrepancy was reconciled with a FN type emission if nanoscale inhomogeneity also

plays an important role.

24.5 FIELD EMISSION AS A FUNCTION OF CONDITIONING

We have discussed previously conditioning, i.e. the need to apply several voltage cycles before the

onset of stable emission (cf. Figure 24.5) [32,33]. Similar conditioning treatments have also been

reported necessary in ta-C [16,34] and in diamond films grown by chemical vapor deposition [35].

The exact nature of this conditioning step and the role of any damage-induced surface micro-pro-

trusions is not fully understood, although conditioning may involve an increase in the concentration

of threefold coordinated carbon atoms at the expense of fourfold coordinated atoms [36]. For  prac-

tical a-C:H-based display applications, the values of the threshold field must be as reproducible as

possible. Furthermore, to limit the spread in the drive voltages, the hysteresis in the current–voltage

(I–V) characteristics should be kept to a minimum. Current stressing has been shown to overcome

the need for a voltage-controlled conditioning cycle [37]. It should be noted that in improperly
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conditioned films there may be significant differences in values of Eth depending on whether the

current is recorded on the upward voltage cycle or on the downward cycle. As a measure of this

“hysteresis effect,” the difference in the applied fields between the upward and downward voltage

cycles at a current of 1 nA is used. Current stressing of the films was performed by contacting the

anode to the film and passing a current through the film up to a predetermined level [37]. Each film

was tested before stressing by applying a field of up to 100 V/µm and only those samples which

did not emit after this preliminary test were subject to current stressing. For the current stressing

measurements, several identical films from the same deposition run were examined. For reference,

the typical value of Eth for films which did emit after conventional conditioning is about 30 V/µm.

The three current stress levels chosen were �10−8, 5.2 � 10−8, and 2 � 10−7 A. The FE character-

istics of the film stressed to �10�8 A (not shown) exhibited emission but with an Eth of over 85 V/µm

and a full width (at half maximum) of the first cycle hysteresis loop of over 20 V/µm. Subsequent volt-

age cycles resulted in a reduction of Eth, although the average threshold field obtained from the latter

three cycles was 66 
 4 V/µm. Stressing to a higher current of 5.2 � 10−8 A results in an initial emis-

sion at a field of 48 V/µm through a hysteresis width of 20 V/µm, as shown in Figure 24.12. The I–V

characteristics of the film before stressing is also presented and shows that no emission had occurred

from this film even up to fields of 90 V/µm. The threshold field continued to decrease after subsequent

voltage cycles and finally reached 40 V/µm after the 4th cycle. The average value of Eth obtained from

this film is 38 
 10 V/µm, higher than that obtained from a film which underwent the conventional

conditioning treatment. Since the width of the first cycle is 20 V/µm, the film is not fully conditioned.

The I–V characteristic of the film stressed to 2 � 10�7 A is shown in Figure 24.13, where the

value of Eth for the 1st cycle was only 34 V/µm, which subsequently decreased to 30, 26, and 27

V/µm in the remaining three cycles. The average Eth of 28 
 2 V/µm is comparable to the values

of Eth for films which have undergone a conventional conditioning treatment. The width of the I–V

hysteresis loop is about 2 V/µm in each run and no evidence of a conditioning cycle after current

stressing is observed. Since the FE characteristics are different and are observed to improve with

higher stress currents, the mechanical effects of contacting between the anode and film as the pri-

mary reason for the improvements were eliminated.
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In order to examine whether the current-induced conditioning was permanent, the films were

retested some hours after the initial stressing had been performed. In order to prevent any possible

atmospheric contamination, the samples were kept held under vacuum during this period. Figure 24.14a

shows that even after just 15 h in the sample that was stressed to 5.2 � 10−8 A, Eth had increased to

about 50 V/µm, similar to the value obtained in the first cycle after this sample had just been stressed,

indicating that some form of “healing” process had occurred. By contrast, Figure 24.14b shows that in

the film stressed to 2 � 10−7 A, no evidence of a conditioning cycle is required 23 h after the original

current stressing had occurred. Only the first two I–V characteristics are presented in Figure 24.14b and

values of Eth obtained after 23 h are 30 and 32 V/µm with a hysteresis width of 2 to 3 V/µm. Testing

after 87 h revealed similar results to those obtained after testing after 23 h, with the values of Eth for the

first two cycles being 31 and 32 V/µm, again showing that the film remains conditioned.

In a study by Mercer et al. [36] an STM tip was used to effectively current stress ta-C films by gen-

erating a highly spatially localized electric field. They observed that after ramping the tip-sample bias

and current, nanostructures of about 100 nm in the extent form is produced. By using high-resolution

spatially resolved electron energy loss spectroscopy , they showed that the predominant bonding con-

figuration changes from predominately four-fold coordinated C to three-fold coordinated. The net effect

of the conditioning or the current stressing treatment may well be to generate conductive sp2-rich areas

either in the form of filaments or clusters through localized Joule heating. Missert et al. [38] proposed

that the presence of conductive filaments is related to the deposition conditions under which the film

was grown. Since the deposition conditions for the films in this study were kept the same, the current

stressing may well increase the number of such filaments/clusters extending through the film.

24.6 SURFACE MODIFICATIONS

Shi et al. [39] and Hart et al. [17] have studied the effects of post-deposition surface treatments

using ion beam bombardment and ion plasmas, respectively. In the study performed by Shi et al.,

undoped and n� doped ta-C deposited at 100 eV using the filtered cathodic vacuum arc (FCVA)

method were subjected to H, O and Ar ion bombardment. Growth at 100 eV in undoped ta-C
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resulted in the maximum sp2 content and n-type doping was achieved by the addition of N. They

noted that the threshold field in the undoped films decreased from 18 to 14 V/µm after treatment

with each of the ions and n�-ta-C ion beam treatment resulted in a decrease from 12 to 8 V/µm. The

saturated emission current density of the post-treated films was noted to improve by about an order

of magnitude and appeared to be independent of the ion used. Shi et al. also measured the effects

on the threshold field of undoped ta-C by varying the H ion energy from 50 to 800 eV. In this ion

energy range, the threshold field increased from 14 to 22 V/µm. Hart et al. studied the effects of

reactive ion etching using H2, O2 and Ar gases. By varying the etching time, it is possible to remove

different thicknesses from the surface layer. Such a consideration is important since ta-C has a sp2-

rich surface layer extending about 1 nm from the surface. As-deposited films had a threshold field

of 8 V/µm. Removal of 0.5 nm resulted in the threshold field reducing to 3.0 V/µm and removal of

2 nm resulted in the threshold field reducing to 3.9 V/µm. The former treatment corresponds to

incomplete sp2 surface layer removal whereas the latter corresponds to complete removal. For O2

etching, the threshold field decreased to 5 V/µm for both 0.5 and 2 nm etch. Ar-plasma etching

reduced the threshold field to 6 V/µm. Finally, emission maps using an ITO anode as a phosphor

showed that the emission site density measured at 20 V/µm increased from about 50 to 100 cm�2

in as-deposited films to 1000 cm�2 for O2-etched films, 2000 cm�2 for Ar-etched films, and 4000

cm�2 for H2-etched films. Treatment with H2 plasmas is predicted to increase the probability of C–H

surface termination and, therefore, within the confines of the negative electron affinity model,

would be expected to reduce the emission barrier at the front ta-C/vacuum interface. However, a

reduction in the threshold field was also observed for O2 plasma treatment which should raise the

front surface barrier since the surface would be terminated with C–O bonds. Since Hart et al. used

a parallel plate geometry to measure FE characteristics, the lowering of the threshold field is due to

a higher emission site density and thus a greater distribution of sites with lower threshold fields.

Atomic force microscopy showed that the RMS roughness of films did not change after plasma

treatment and therefore surface features do not play a significant role.
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24.7 SUMMARY AND OUTLOOK FOR THE FUTURE

In summary, there are a plethora of different carbon films from which electron emission has been

obtained at relatively low threshold fields. Threshold fields below 30 V/µm can be integrated into

gated structures using commercial CMOS technology, provided that any hysteresis is kept to a min-

imum. Amorphous carbon films appear to be unique in that most forms of carbon films give FE at

low fields. Each of these films has a unique structure with some common features with the catego-

rized a-C films discussed in this review. It is important that researchers first understand the basic

microstructure of their a-C films before venturing into postulating a possible electron field emission

mechanism in their films. There are a few more established emission models which can explain the

electron emission from a number of these films as well as the variations with the physical proper-

ties. Extensions to noncarbon-based nanomaterials have also been presented.

In terms of future prospects, the scene is currently set with researchers having an excellent

working knowledge of the emission characteristics of planar amorphous carbon cathodes. When

this is coupled with high brightness that can be obtained from FED devices and the lifetime stud-

ies of FED prototype structures, it is a matter of time before these properties will be exploited in

FE-type display applications.
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25.1 INTRODUCTION

In recent years, there has been an overwhelming interest in the production and widespread utiliza-

tion of multifunctional, nanostructured, and composite coatings by various industries [1–4].

Specifically, increasing demands for greater power density, more compact design, better reliability,
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lower fuel and material consumption in numerous advanced tribological systems have increasingly

necessitated the use of such coatings to achieve greater performance, longer durability, and higher

efficiency. For numerous applications, nanostructured and composite coatings can make a huge pos-

itive impact [5–7]. Because of their superior mechanical properties (in particular, superhardness and

supertoughness) and high chemical inertness, these coatings can significantly lower friction and

wear losses and at the same time increase resistance to fatigue, erosion, and corrosion, which have

increasingly become the life-limiting factors for mechanical components in many industrial appli-

cations. Such coatings can also provide greater resistance to contact deformation and damage dur-

ing heavily loaded rolling or rotating contacts [8]. Their isotropic, nanocrystalline structure may

provide higher load-carrying capacity, greater fracture toughness, and hence better resistance to

crack initiation and growth under both normal and tangential loads [9].

Production of bulk nanostructured or nanocomposite materials (metallic, ceramic, and poly-

meric types) was demonstrated a long time ago and the superior property and performance charac-

teristics of these novel materials have been demonstrated under a wide range of application

conditions [10–13]. In particular, ceramic-based nanostructured or composite materials have

recently become very popular in applications that range from microelectronics to transportation.

One particular concern has been the relatively high production cost of nanopowders used in the

making of actual parts and components. Nevertheless, several kinds of nanostructured ceramics

have recently been produced and offered for use in automotive, machining, and biomedical fields

[10,11]. For example, production of high-strength springs, ball bearings, fuel injectors, and valve

lifters for demanding automotive applications has been demonstrated and their superior chemical,

mechanical, and tribological properties have been verified. In the near future, nanostructured ceram-

ics are expected to find more application possibilities, especially in biomedical field, cutting tools,

sensors, fuel cells, electronic substrates, wear-resistant coatings, optical materials, and catalysis. 

Production of nanostructured and nanocomposite coatings is realized by using a wide range of

vacuum deposition systems, which have been in existence for many decades [2,3]. These coatings

are much cheaper to produce than the bulk nanocomposite materials. They can be applied on most

ceramic and metallic substrates with strong bonding. In fact, with recent advances in surface engi-

neering and coating technologies, the application of nanocomposite coatings on all kinds of sub-

strates became very easy [3,14]. Some of the most recent nanostructured and composite coatings may

combine superhardness with self-lubricating properties and they are extremely well suited for

demanding tribological applications. For example, recently developed nanostructured carbon films,

such as nanocrystalline diamond [15] and carbide-derived carbon [16] as well as nitride, carbide, and

boride-based multicomponent nanocomposite coatings [1,2,17], can dramatically increase hardness

and hence reduce wear under harsh sliding or machining conditions. These novel coatings can also

offer superior mechanical, optical, magnetic, biomedical, electronic, catalytic, and surface acoustic

properties that can be very useful in a wide range of advanced industrial applications [2,18,19]. 

In some of the current applications, the use of liquid lubricants is no longer desired, mainly

because of increasingly tougher environmental regulations [20], whereas in others, steep variations

in load, speed, and temperature have become a routine operating condition under which current

materials or coatings fail rather rapidly or wear out quickly [21]. For example, dry machining and

hot forming of machine parts and components are much desired practices in today’s manufacturing

operations, but they are currently very difficult to realize, mainly because of high friction and severe

wear losses in current tool materials and coatings [19,22,23].

Nanostructured and composite coatings can be formulated in such a way that they can substan-

tially increase the load-bearing capacity of sliding surfaces and hence improve their resistance to

scuffing as well as adhesive or cohesive failures. Some of the innovative design considerations for

multifunctional nanostructured coating architectures include nanograde, superlattice, or multilayer

films, whose properties are specifically tailored to meet the stringent application conditions of

advanced tribosystems [2,3,24–27]. It is also possible to design nanocomposite coatings that can

form self-replenishing and self-lubricating tribofilms on their sliding surfaces and thus help in
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increasing the overall lubricity of these surfaces [3,28]. One can also design a multicomponent,

nanocomposite film that can adapt and follow the changing operating or environmental conditions of

a specific application. For example, in such films, while one component provides lubricity, a second

or third component may provide wear resistance; alternatively, while one phase is active and provides

both lubricity and high wear resistance at room temperature, a second phase may become more active

and provide lubricity at high temperatures [29]. Figure 25.1 schematically illustrates some of the

design architectures that are possible for most popular nanostructured and composite films [3,30].

Recent experimental studies have shown that some of the key advantages of nanostructured

coatings over conventional coatings for tribological applications are superior mechanical hardness,

resilience and toughness, high resistance to fatigue, oxidation, and corrosion, lower friction, and

greater tendency to produce lubricious tribofilms on dry or marginally lubricated sliding surfaces

[1–3,7,17–19,26,27,30]. Some nanostructured coatings are specifically designed to promote the for-

mation of such low-friction tribofilms on sliding surfaces [7,31]. Such nanocomposites are often

referred to as self-lubricating and they are well suited for green machining and manufacturing appli-

cations. 

Liquid lubricants have existed for centuries and have been perfected over the years to provide

the levels of lubrication that we appreciate every day while we drive our cars. The additive package

of these lubricants has also reached its limits and further optimization does not seem feasible or will

not really make much difference in the friction and wear of those sliding surfaces that are subjected

to heavy loading or high operating temperatures. However, it is possible to design new nanomate-

rials and coatings around the existing liquid lubricants or additives to achieve further improvements

in lubrication [7]. These coatings can be regarded as smart or adaptive tribological coatings because

of their excellent compatibility with, and favorable response to, the lubricated test environments.

Such nanocomposite coatings may further be optimized to provide low friction and wear even in the

near absence of ZDDP- and Mo-DTC-type additives in future liquid lubricants.

This chapter presents an overview of recent advances in the fields of superhard and low-friction

nanostructured and nanocomposite coatings that have attracted a great deal of interest in recent

years. When applied properly, these coatings can exert a huge positive impact on a wide range of

industrial applications, including manufacturing, transportation, aerospace, information technology,

and biomedical fields. Specific examples are given to demonstrate the superior performance and

durability of such novel coatings under a very wide range of mechanical and tribological conditions.

The major emphasis has been placed on recent developments in the production and uses of super-

hard and low-friction coatings. The fundamental tribological mechanisms that control their superior

friction and wear behaviors are also discussed. It must be understood that the application conditions

of future tribosystems will be much more challenging than in the past. To meet these challenges,

researchers must develop more exotic coatings that can further improve durability and performance

and at the same time self-adapt to the increasingly harsh and rapidly changing application condi-

tions of future tribological systems. Ultimately, it will be extremely desirable to design or discover

a universal nanostructured or composite coating that can work under any application conditions.

However, the development of such a coating is still far in the future and perhaps is hard to realize

with existing technological capabilities.
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FIGURE 25.1 Schematic representation of various design architectures for nanostructured and composite

coatings.
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In the following section, we provide a short overview of recent advances in deposition tech-

nologies that are used in the production of nanostructured and composite coatings. These advances

were essential for the design and development of several nanostructured or composite films. This

will be followed by a review of structural and mechanical properties that are most relevant to and

important for tribological improvements in various application fields. Tribological properties or

performance characteristics of such coatings will be reviewed next. Finally, future prospects for

such films will be discussed, with emphasis on the development of next-generation coatings that

may combine supertoughness with superhardness and superlow friction. 

25.2 RECENT ADVANCES IN DEPOSITION TECHNOLOGIES

Over the years, significant advances have been made in physical and chemical vapor deposition

(PVD and CVD) of tribological coatings. Some of these developments have been covered exten-

sively in several review articles in various technical journals, books and handbooks [32–38]. The

increased versatility of PVD and CVD techniques (such as sputtering, ion plating, cathodic-arc

PVD, pulse laser deposition [PLD], ion-beam-assisted deposition [IBAD], plasma-enhanced chem-

ical vapor deposition [PECVD]) has in recent years enabled the production of novel coatings with

complex microstructural architectures and chemical compositions [2,3,7,25,38]. In fact, today’s

deposition technologies offer enormous possibilities for the design and production of novel coat-

ings that are very robust and truly multi-functional. In particular, reactive magnetron sputtering and

cathodic-arc PVD methods are widely used by industry for the deposition of conventional, and

nanostructured and composite coatings [14,17]. The techniques of PLD and IBAD are also used in

the production of these coatings. In particular, PLD is favored as a convenient research tool and,

with the introduction of femto-second laser sources, the control of the ablation process became even

easier and the stream of ablated atomic species became cleaner and more stable [39]. Figure 25.2

is a schematic representation of two advanced PVD systems that are used to produce nanostructured

or composite films with superlattice, multilayer, or multiphase architectures. 

25.2.1 HYBRID DEPOSITION PROCESSES

Deposition technologies used in the production of nanostructured or composite coatings may combine

two or more of the methods mentioned above. These methods are referred to as hybrid 

deposition processes [40–43]. Some of them can also be used for nitriding or carburizing substrate
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FIGURE 25.2 Schematic layout of multi-target (a) hybrid magnetron sputtering and cathodic-arc PVD sys-

tem (courtesy of R. Dielis, Hauzer Techno Coating) and (b) closed-field magnetron sputter ion plating system

(courtesy of D. Teer, Teer Coatings, Ltd).
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materials before film deposition. The use of hybrid processes is most ideal for the production of duplex,

multiplex, or superlattice coatings. In these processes, the physical shape or architecture of conventional

deposition systems is not greatly changed, but additional targets and appropriate power sources are

added to enable coating deposition by one of the methods alone, two or three of them in sequence, or

altogether. For example, in the production of nanocomposite or multilayer Cr, Ti, or W, and carbon

films, sputtering and arc-PVD techniques (see Figure 25.2) may be used alone or simultaneously

[44,45]. In essence, the nanoscale Cr layers are alternated with those of carbon, (see Figure 25.3a) or

Ti or W grains are imbedded in the amorphous matrix of diamond-like carbon (DLC) film, as shown in

the transmission electron microscopy (TEM) images in Figures 25.3b and c [46,47], respectively.

In recent years, multilayer coating architectures have become very popular. Because of their

layered structure, these coatings provide much better fracture toughness, higher mechanical hard-

ness as well as excellent tribological properties to the coated parts and components [1,2,9,30]. By

employing an innovative design approach, one can also produce a coating that may allow machin-

ing or manufacturing under application conditions that are dry or marginally lubricated. Elemental

or chemical ingredients used in each layer may themselves become lubricious, thus enabling tools

to operate without external lubrication [48,49]. These coatings may also have direct implications for

other fields such as transportation and aerospace [7,29,30]. In the manufacturing and transportation

sectors, the reduction or even complete elimination of some oils or oil additives is currently being

considered (mainly because of environmental concerns) [50]. Coated machine elements with self-

lubricating capability can certainly make a huge positive impact on such applications. 
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5 nm
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FIGURE 25.3 TEM images of (a) nanolayered Cr/C (from Hovsepian, P.Eh. et al., Thin Solid Films,

447–448, 7–13, 2004, with permission from Elsevier), (b) nanocomposite Ti/C (Reused from Meng, W.J. et

al., J. Appl. Phys., 88, 2415, 2000, Copyright (2000), American Institute of Physics), and (c) nanocomposite

W/C:H films (courtesy of Hauzer Techno Coating).
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25.2.2 CONTROL OF PROCESS PARAMETERS

Proper selection and control of several deposition parameters are critically important for the suc-

cessful synthesis of multifunctional nanostructured or composite films [4,51,52]. Furthermore, close

control of some of these parameters is essential for preserving chemical, structural, and mechanical

integrity of the underlying substrates. For example, some of the major engineering materials, includ-

ing machining tools or metal-forming dies may suffer from thermal softening if they are exposed to

high temperatures or temperatures higher than their tempering points [53]. However, most deposition

processes (CVD in particular) involve the creation of high temperatures, which can potentially soften

these substrates by changing their microstructure and thus their mechanical properties. For certain

high-speed steels, other heat-resistant alloys, and cemented carbides and ceramics, deposition tem-

peratures as high as 450°C may be permissible. However, some of the nonferrous alloys, such as alu-

minum- and magnesium-based alloys, may not endure such high temperatures. Today, these alloys

are highly sought after for use in all kinds of automotive applications (mainly due to their light

weight) but application of a PVD or CVD coating on them may require special precautions. Another

potential problem with the CVD method is that the precursor gases (such as TiCl4, SiCl4, or SiH4)

used in the synthesis of many hard coatings may pose health and fire hazards. 

With increasing ionization efficiency and plasma current densities of advanced PVD systems in

recent years, it is now possible to maintain substrate temperatures at very low levels and, at the same

time obtain very dense and chemically stoichiometric hard nitride or carbide coatings. Cathodic-arc

PVD and closed-field unbalanced magnetron sputter ion plating processes are well known for their

high ionization efficiencies [31,54]. In recent years, high-power pulsed-magnetron sputtering

processes have also been developed and very high ionization efficiencies and high plasma densities

have been achieved [55,56]. Both processes may provide very effective plasma etching capability

before coating deposition and thus ensure strong bonding between films and substrates and very

dense film morphology. 

25.2.3 MODERN COATING PRACTICES

Physical vapor deposition and CVD technologies available today are used in a large variety of indus-

trial applications (ranging from magnetic hard disks to decorative coatings) [57–59]. Some of them

are well suited for coating of planar workpieces such as magnetic hard disks and window glasses,

whereas others can also coat complex three-dimensional (3-D) objects such as metal-cutting and

metal-forming tools, automotive parts. Planar magnetron sputtering processes tend to be line of sight

and thus are well suited for coating of flat workpieces and conformal tribological surfaces. Ion-beam-

assisted deposition, ion-beam mixing, and PLD methods can also produce high-quality coatings on

flat metallic or ceramic substrates [60,61]. Most CVD methods, ion plating, and multicathode arc-

PVD, and unbalanced magnetron sputtering systems are well suited for the coating of fairly intricate

3-D workpieces. High ionization efficiency and very energetic particles produced in these methods

ensure strong film-to-substrate adhesion, dense film morphology, and perfect or near-perfect chemi-

cal stoichiometry, even at relatively low deposition temperatures. Energetic ions produced by these

processes increase ad-atom mobility, surface and bulk diffusivity that can positively influence nucle-

ation and growth, and crystallographic growth orientation or texture of the coatings. Among others,

deposition systems based on ion plating, multicathode arc-PVD, and magnetron sputtering have

dominated the coating industry in recent years. Multistage and multirotational substrate holders fur-

ther improved coating uniformity and chemical stoichiometry, even on very large workpieces. 

Besides the advanced PVD processes mentioned above, plasma-activated or plasma-enhanced

CVD processes have become very popular in recent years and are used to deposit a wide variety of

functional coatings at very low to very high temperatures. Prime examples are the deposition of DLC

films by PECVD at room temperature or at temperatures up to 300°C, and, at the other extreme, the

deposition of crystalline diamond films by hot-filament or microwave CVD processes at high tem-

peratures (i.e., 600 to 1000°C). Among others, PECVD is widely used to produce nanocomposite
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carbon films in which carbon makes up the matrix while nanocrystalline phases of transition metal

carbides are produced as dispersoids within the amorphous matrix [62]. Microwave CVD, which

uses a hydrogen–methane plasma, is used for the synthesis of diamond films at very high tempera-

tures. The same method is also used to produce nanocrystalline diamond films with grain sizes in the

range of 2 to 6nm; in this case, hydrogen is replaced with argon in the plasma [15].

Most of the PVD and CVD methods mentioned above can be scaled up and used to achieve

large production volumes. However, extreme caution is needed to make sure that the quality of the

coatings is repeatable from one production run to another, and that deposition rates and tempera-

tures are very stable and fairly uniform across the workpieces being coated. With the use of hybrid

deposition processes in one system, much greater flexibility has been achieved in the design and

production of novel coating architectures. In particular, hybrid deposition systems based on

cathodic-arc and magnetron sputtering have recently become very popular. These methods are used

not only to clean substrate surfaces effectively but also to form a graded interface that can lead to

strong bonding [56]. Multicathode hybrid deposition systems are currently used for the production

of nano- or multilayered coatings that can provide very low friction as well as very high wear resist-

ance in sliding bearing applications. Such coatings can also provide greater durability when used in

machining or metal-forming applications [19,27,63].

25.3 STRUCTURE AND MECHANICAL PROPERTIES

With recent advances in surface engineering and deposition technologies, design and production of

nanostructured and composite coatings have become relatively easy. Some of the most common

design strategies for nanostructured coatings include the production of multilayer or nanocompos-

ite architectures such as those illustrated in Figure 25.1 and Figure 25.3. In the case of multilayer

coatings, the layer thickness may vary from a few atoms to several angstroms or nanometers

[2,46,63,64]. Some of these are referred to as superlattice coatings and are shown in Figure 25.4

[65]. Such coatings may offer superhardness and toughness as well as high thermal stability [66].

Other design strategies are based on building up alternating very thin and very thick layers, nano-

to-micro scale grading, disruptive or discontinued layering, etc. Success in achieving high-precision

layer buildup depends on several factors, including the selection and effective control of process

parameters during deposition. These parameters may play a major role in surface and bulk diffusion

of impinging atoms, and ad-atom mobility, nucleation, and growth processes, and hence, layer uni-

formity or coverage of substrate materials. 
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Another popular design strategy for nanostructured coatings has been the production of truly

nanocomposite films by using a hybrid PVD or CVD system. A typical nanocomposite coating

architecture includes a nanocrystalline phase surrounded by an amorphous carbon and ceramic or

metallic phase [1,2,5,24]. The amorphous and metallic phases are kept at very small volumes and

selected to have a strong chemical bonding to the hard crystalline phase. It is also possible to have

more than one crystalline phase imbedded into the amorphous matrix, or both phases made of dis-

similar crystalline phases. The yield strengths of such nanocomposite films may far exceed those

observed in the bulk crystalline forms of either single component or even of their bulk composites.

Some of the major factors that can influence mechanical and tribological properties of such

nanocomposite coatings are size, shape, and orientation of nanograins; surface area and thickness

of grain boundary phases; residual stresses; and stress gradient across the overall coating thickness. 

In recent years, several theoretical models have been proposed for the many superior mechanical

properties (in particular hardness and elastic modulus) of nanostructured and composite films. In one

of the theories, Koehler has proposed that the dramatic increases in hardness of nanostructured coat-

ings may largely be the result of the fact that dislocations are elastically repelled at grain boundaries

and hence plastic deformation is hindered. In another theory, the Hall–Petch relationship has been pro-

posed as the major reason for the superhardness of nanostructured coatings. According to the

Hall–Petch equation (i.e., H(d) � H0 � Kd�1/2), the yield strength or hardness H(d) of a polycrystalline

solid is related to its average grain diameter d (while H0 and K are material-specific constants). In gen-

eral, the smaller the grains, the harder the material. In bulk materials or composites, this relationship

may be valid down to �0.01µm grain size, but beyond this, the hardness may decrease (mainly

because of increased grain boundary sliding). If the grain boundaries of a composite material or coat-

ing are engineered to be very strong, these materials or coatings should provide high hardness values,

even at grain sizes less than 0.01µm. Table 25.1 presents the chemical composition and mechanical

properties of some of the nanocomposite coatings developed recently by various research groups.

At present, several nanostructured and nanocomposite films that can provide hardness values

well above 40GPa are available and they are referred to as superhard coatings. In this case, the

grains are in nano domains (i.e., 3 to 5nm) and the grain boundaries are decorated by a very thin

(one or two atomic size), immiscible but strongly bonded phase [2]. The same effect or superhard-

ness can be achieved by producing a nanocomposite film in which two or more crystalline phases

may be present and strongly bonded to each other at the grain boundaries so that grain boundary

sliding is very difficult.
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TABLE 25.1

Chemical Composition and Mechanical Properties of Some of the Standard and Superhard

Coatings Developed by Various Research Groups

Average Grain Hardness E*(E/(1��v2))

Coating Size (nm) % Cu (at.) H (GPa) (GPa) Ref.

Zr-Cu-N 38 1–2 55 395 [67–69]

Zr-Ni-N 6 4.1 (Ni) 57 430 [70]

CrCu-N 70–90 1 35 [71]

Ti-Cu-N (J.L. He) 22 1, 5 30 [72]

Al-Cu-N 9, 5 8, 1 47 313 [69]

Zr-Cu-N 10–15 23 23 250 [67–69]

Ti-Cu-N (J.L. He) 5 12 10 [72]

ZrN — 0 16 [68]

TiN (J.L. He) 22 0 23 [72]

nc-TiN/a-Si3N4 40–60 �500 [52,74]

nc-TiN/a-Si4N4/a-TiSi2 �80 [52]
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The unusual hardness properties of nanocomposite coatings are almost impossible to achieve

by using simple rule of mixtures. For example, some of the recently developed nanocomposite coat-

ings (such as TiN/Si3N4, Ni/ZrN, Cu/MoN) exhibit hardness values higher than 40 GPa [1–5] if

each of the phases that make up such a composite coating was considered; it is obvious that the

composite or combined hardness of these phases must have been much lower. However, it has been

proved that these coatings exhibit hardness values two to three times higher than the phases of

which they are composed. In general, it has been well established that, by the selection and proper

use of metallic or ceramic phases, it is now possible to achieve very soft composite films that exhibit

hardness values less than 10 GPa or coatings with hardness values greater than 50 GPa. Briefly,

nanocomposite coatings can be designed to provide tunable mechanical properties. 

In addition to superhardness, fracture toughness of a coating is very important, especially for tri-

bological applications where high normal and shear forces are present [9]. Hardness alone may not

provide the level of protection that one needs in a sliding contact or machining application. Sometimes,

high levels of internal stresses within the films may partially be the reason for superhardness observed

in thin coatings, and such a situation may be detrimental to the fatigue and wear resistance of such coat-

ings. Recent experimental studies have confirmed that most nanostructured and composite coatings

possess relatively high fracture toughness [5,75]. It is proposed that their nano-size grain morphology

can provide an ideal condition for resisting crack initiation. Even if a crack has initiated within a grain,

strong grain boundaries can arrest or deflect it back to the grain and hence prevent or retard crack

growth. Overall, superhardness and toughness are quite achievable in nanostructured or composite

coatings by producing high-strength grain boundaries and by controlling the surface and interface

energy of nanograins, and the extent of texture, residual stress, and strain throughout the films.

In recent years, many researchers have concentrated on the design of a novel nanocomposite

coating that can rival the hardness of diamond. To realize this quest, several complex coating systems

that consist of more than two phases were explored. Most refractory nitrides with little or no misci-

bility with each other would satisfy this condition. Such a coating system was recently designed by

Veprek in the form of a nanocrystalline TiN phase imbedded into an amorphous Si3N4 phase and in

an amorphous and nanocrystalline TiSi2 phase. The reported hardness value of this coating was more

than 100 GPa [76,77]. Several other coating systems (such as (Ti,Al)N and VN) that exhibit super-

hardness were designed and produced in several PVD and CVD systems by similar approach.

Beside high hardness and toughness, strong adhesion between film and substrate materials is by

far the most important prerequisite for most mechanical and tribological applications [78]. If adhe-

sion is poor, coatings rapidly delaminate under the influence of high normal and shear forces of

most tribological applications. Poor adhesion may often be the result of high residual stress or stress

build-up at the film–substrate interface, inadequate physical and chemical intermixing, or poor

mechanical interlocking at the interface. In most tribological applications, adhesion determines a

film’s endurance life, load-bearing capacity and, hence, effectiveness in such applications. With

recent advances in the field, it is now possible to achieve very strong bonding between thin coat-

ings and their substrates. Arc-PVD and high-power pulse magnetron sputtering can provide an

atomically clean surface and promote high levels of inter-diffusion or mixing between coating and

substrate atoms at the interface and thus ensure strong bonding. However, there are a few excep-

tions. Despite their superhardness and very attractive tribological properties, cubic boron nitride or

some of the coatings based on B-C-N still suffer from poor adhesion and high internal stresses [79].

Therefore, these coatings are currently not widely available for commercial use. 

In most tribological applications, operating conditions may involve high temperatures or aggres-

sive environments. Therefore, tribological coatings are expected to be chemically and structurally

benign to routine variations in ambient temperature and environment. In certain applications, high tem-

perature is often generated by the high speed of the sliding or machining operations. Under the influ-

ence of repeated sliding passes, nanostructured and composite coatings may undergo some structural

or chemical changes, which, in turn, lead to gradual degradation of their mechanical and tribological

properties. During operation or use in open air or aggressive environments, some chemical changes are
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expected to occur in certain coatings (especially at or near their sliding surfaces). Despite being some-

what inert or chemically stable, these coatings may oxidize. With increasing desires for dry machining

and high-temperature metal-forming operations, chemical and thermal stability of coating systems is

becoming much more important than before. Doping with Al, Y, Ce, etc. seems to help in retarding the

oxidation process and hence increase wear-life of tools and dies used in such applications [79].

25.4 TRIBOLOGY OF NANOSTRUCTURED AND COMPOSITE FILMS

Although the physical, chemical, and mechanical aspects of sliding contacts between tribological

surfaces are not well understood, previous research has shown that thin coatings can positively

affect both the friction and wear properties of these surfaces. Nowadays, most tools and dies used

in manufacturing operations are routinely coated with a protective film. With recent advances in

PVD and CVD technologies, several novel coating systems have been developed and used to com-

bat friction and wear in numerous industrial applications. In particular, the use of nanostructured

and composite coatings has become increasingly popular.

As mentioned earlier, if a tribological coating is to affect a given application positively, it must

meet several important requirements, including strong adhesion, high mechanical hardness and

toughness, high thermal/chemical stability, uniform and adequate thickness, smooth surface finish,

low friction, etc. Structurally, the coatings must also exhibit a dense morphology (i.e., no porosities

or open columnar grain boundaries). Coatings with porous columnar structures tend to wear out

rather quickly during tribological use. The result of repeated tilting or bending of columnar grains

with poor inter-column cohesion is microfracture-dominated wear during sliding or machining oper-

ations. Therefore, a strong cohesive bonding among grains of a coating is extremely important. The

adequacy and uniformity of coating thickness are also very important for improved performance.

When all of these requirements are met, the tribological coatings can certainly make a significant

positive impact on a given application. Specifically, they can increase durability and performance of

those parts and components that are being used in an application. 

When used on a sliding contact surface, nanostructured coatings will experience the same levels of

nominal contact pressures as their conventional counterparts. If in a situation where the wear mecha-

nism involves micro-fracture or plastic deformation, such coatings can resist crack initiation because of

their high fracture toughness. If they are subjected to heavy loading in vertical directions, they may not

fracture as easily as their conventional counterparts. As is known, most conventional coatings are highly

anisotropic and hence exhibit a columnar micro-structure. The column boundaries may be relatively

weak and hence very susceptible to deformation or fracture. However, in the case of nanostructured

coatings, the grains are extremely small and the morphology is not necessarily anisotropic or columnar.

Figure 25.5 shows the cross-sectional morphology of a conventional MoN film with columnar mor-

phology and a superhard Cu/MoN film with a featureless morphology. Note that additional cracks are

present away from the sectioned surface, along the columnar grains of the conventional MoN, but no

such cracks are present in the case of the nanocomposite Cu/MoN coating. The average grain size of

nanocomposite film is in a range that is not well suited for crack initiation and propagation. In other

words, Griffith’s criteria for crack growth are very difficult to meet in nanostructured and composite

coatings [80]. Therefore, it is reasonable to claim that one of the main reasons why nanostructural coat-

ings exhibit superior wear properties is that they are better able to prevent crack initiation and growth.

The superhardness and extreme stiffness of nanostructured and composite films ensure that dur-

ing a tribological sliding situation the real areas of contact are very small. Coatings produced in a

superlattice or multilayer fashion can also substantially increase the load-bearing capacity of slid-

ing surfaces [8,44,63]. In general, when combined with high chemical inertness or stability, smaller

contact areas on a sliding surface may often lead to low friction. Specifically, the adhesion compo-

nent of the overall friction force is reduced on such highly chemically inert surfaces. When selected

properly, one of the phases in a nanocomposite film can provide low shear and hence low friction

during sliding contacts. Nanocomposite and multilayer coatings can also be designed in such a way

that, when used in lubricated sliding applications, they lead to the formation of self-replenishing

694 Nanomaterials Handbook

Copyright 2006 by Taylor & Francis Group, LLC



and self-lubricating secondary films on the sliding surfaces and thus provide much lower friction.

Figure 25.6 shows the frictional behavior of a nanocomposite Sn/MoN film under boundary-lubri-

cated sliding conditions. When compared with an uncoated steel surface, the Sn/MoN coating pro-

vided a much lower friction coefficient. It is possible that such a reduction in friction is due to the

low-shear-strength Sn phase in the nanocomposite structure. Sn may have also reacted with addi-

tives in oil to produce a low-shear boundary film on the sliding surface.

25.4.1 SELF-LUBRICATING NANOCOMPOSITE COATINGS

The production and uses of self-lubricating composite materials and coatings for tribological appli-

cations are not new. For many years, metal, ceramic, and polymer-matrix composites with self-lubri-

cating capabilities have been produced successfully and used to combat friction and wear in many

mechanical applications [81–83]. Fairly thick (0.1 to 0.2 mm) plasma-sprayed self-lubricating 
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FIGURE 25.6 Friction coefficients of steel sliding against steel and steel sliding against Sn/MoN nanocom-

posite film under boundary-lubricated sliding conditions.
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composite coatings were also produced on sliding surfaces of various engineering components and

used to combat friction and wear, especially at high temperatures [84]. Several other composite coat-

ings that consist of graphite, molybdenum disulfide, and hexagonal boron nitride (HBN) were also

produced by plasma spraying or electroplating methods and used to achieve better mechanical and

tribological properties [85]. The development and use of thin self-lubricating nanostructured and

composite coatings are imperative. Nanoalloying of thin coatings with special metals may also lead

to superior tribological properties for more demanding tribological applications (involving severe

application conditions such as high speeds, loads, temperatures, vacuum, etc.).

In the past, a series of alloying ingredients was introduced into conventional coatings to improve

their mechanical properties and environmental compatibilities. A prime example is self-lubricating

MoS2 films, which have found numerous applications in aerospace and a few other areas. Some of the

alloying elements or compounds used in such coatings included Au, Ni, Ti, Pb, C, TiN, PbO, Sb2O3,

etc. [86–89]. Tribological studies have demonstrated that when alloyed properly and tested under the

right conditions, such alloying ingredients can substantially improve the mechanical and tribological

properties of MoS2 films. Alloying of MoS2 with Pb, Ti, Ni, Fe, Au, and Sb2O3 leads to film amor-

phization or nanocrystalline structure, which, in turn, further reduces friction and substantially

increases film wear life [86,90]. In recent years, electro-less nickel, chromium, and nickel–phosphorus

coatings that contain small amounts of nanoscale graphite, MoS2, PTFE, and diamond particles have

also been developed and used to achieve relatively thick films with self-lubricating properties [91].

Since the early 1990s, interest has steadily shifted toward the production of self-lubricating thin

nanostructured and composite coatings. It was felt that, with the design and realization of such coat-

ings, greatly improved tribological performance may be feasible. Conceptually, the approach was

similar to the conventional methods used in the production of bulk self-lubricating composite mate-

rials and coatings mentioned above. However, structurally, the individual grains that make up such

coatings are on the nanoscale or mixed homogenously within the produced layers. Chemically, such

coatings may consist of soft and hard nanoscale phases (such as metal carbides, amorphous or crys-

talline solid lubricant phases) that can provide high fracture toughness, high load-carrying capacity,

low friction and high wear resistance in sliding contacts [3,29–31,92]. In such coating systems, the

hard carbide and carbon phases may provide high hardness and hence wear resistance, whereas the

relatively soft solid lubricant phase may provide low friction and high load-bearing capacity. 

The soft solid lubricant phases in self-lubricating nanocomposite films may be selected from

graphite, HBN, and transition metal dichalcogenides such as molybdenum, tungsten, and niobium

disulfide or diselenide. These lubricants owe their lubricity to a layered crystal structure. As illus-

trated in Figure 25.7, the crystal structures of these solids are such that while the atoms lying in the

same layer are closely packed and strongly bonded to each other, the layers themselves are rela-

tively far apart, and the forces that bond them, e.g., van der Waals, are weak. When present between

sliding surfaces, these layers can align themselves parallel to the direction of relative motion and

slide over one another with relative ease to provide low friction. They are used extensively in vari-

ous tribological applications. Among the dichalcogenides, WS2 and MoS2 have been used as single-

component thick or thin coatings for solid lubrication purposes in aerospace mechanisms [29,89].

In inert gases or space-like environments, they can provide friction coefficients as low as 0.01.

However, their friction may become high or fluctuate significantly at high temperatures and moist

or oxidative environments. WS2 is preferred over MoS2 when applications involve relatively higher

temperatures. Selenides of W, Nb, and Mo may provide higher temperature capabilities than their

sulfide analogs, but they are very expensive for large-scale applications.

The dichalcogenides mentioned above have been used as self-lubricating components in nanoal-

loyed or multicomponent tribological coatings. One of the nanoalloyed films is based on the MoS2

and Ti system and is produced by the closed-field unbalanced magnetron sputter ion plating technique

[31]. Figure 25.8 shows the typical friction behavior of such a film in humid-air and dry-nitrogen

environments. This film is much harder and more wear resistant than the single-component MoS2

films that were used for a long time by industry for solid lubrication purposes. The friction coefficient
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of such an MoS2/Ti film against steel or ceramic balls is below 0.1 in humid air and less than 0.05 in

dry N2; when compared with conventional MoS2 films, its Vickers hardness is much higher and hence

it lasts longer in tribological applications [93]. Furthermore, the frictional properties of this coating

are not greatly affected by moisture in the test environment and it is proposed for use in various dry-

sliding and machining applications (e.g., milling, drilling, tapping, cold-forming dies and punches,

stamping, bearings, and gears for aerospace and vacuum applications) [31,93]. 

In more recent research activities, attempts have been made to produce self-lubricating

nanocomposite films that consist of multilayers or discrete phases of a solid lubricant (such as MoS2

or WS2) and a metal, ceramic, or hard-metal nitride or carbide (i.e., Ti, Pb, Au, TiN, TiC) [3,28,89].
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These coatings can be prepared by co-sputtering MoS2 and TiN or TiB2 targets or a single target

composed of both TiN and MoS2. The resultant coatings may consist of distinct nanolayers or

phases of hard ceramic and soft dichalcogenide compounds. The hardness of these coatings could

be as high as 20 GPa, while their friction coefficients are ≈0.1, even in open-air environments.

Because of high hardness and low friction, they can be used in both sliding and machining appli-

cations [94]. Recently, researchers have also produced multi-layer MoSx/Pb and MoSx/Ti coatings

(with individual layer thicknesses in the range of 4 to 100 nm) by magnetron sputtering at room

temperature. Sliding wear tests in 50% relative humidity showed great improvement in wear-life

over that of pure MoSx coatings [95]. The 3-D design of adaptive coatings based on multicompo-

nent MoS2/TiC/DLC or WS2/WC/DLC coating architectures led to improved tribological properties

over broad ranges of environmental humidity and other test parameters [96]. Whereas the hard coat-

ings of TiC and DLC provided high strength and resistance to wear, solid lubricants DLC and MoS2

provided low friction at the sliding surface. The friction coefficients of the coatings were 0.15 in

humid air and 0.02 in dry nitrogen, thus increasing the prospects for use in space mechanisms.

PbO/MoS2- and ZnO/WS2-based nanocomposite films have also been produced in recent years

and tested for their lubricity and durability in various environments [97]. Composite films perform

significantly better during tribotesting than films composed entirely of MoS2 or PbO and ZnO. In

addition, the composite films demonstrate the properties of “adaptive” lubricants. MoS2 provides

lubrication at room temperature; however, when the films are exposed to oxidizing environments at

elevated temperatures, they adapt by forming PbMoO4, a compound that has been noted to display

low friction at high temperatures. 

Other layered solid lubricants such as graphite and HBN can also provide low friction to slid-

ing tribological interfaces, but they are not widely used as nanodispersoids in coatings to achieve

low friction. In contrast to dichalcogenides, these solid lubricants work best in moist environments

but fail in vacuum or under dry running conditions. It is generally agreed that no solid can provide

very low friction and wear regardless of test environment and conditions. Furthermore, lifetimes of

most solid lubricants tend to be very limited because of the finite film thickness and susceptibility

to chemical or thermal degradation. In general, no single lubricant can provide reasonably low and

consistent friction coefficients over broad test conditions, temperatures, and environments.

Lubricants mentioned above function rather well under certain, but not all, test conditions. 

25.4.2 SUPERHARD NANOCOMPOSITE FILMS

As mentioned earlier, most of the superhard nanocomposite coatings consist of multilayers of hard

nitride and carbide materials or a hard nanocrystalline phase (such as TiN) embedded in an amorphous

(such as Si3N4) or metallic (such as Cu, Ag, Ni, etc.) phase [1,2,4]. Figure 25.9 shows a high-resolu-

tion TEM image of the TiN/Si3N4 system, together with its hardness profile with respect to the thick-

ness of the grain boundary Si3N4 phase [98]. Other nitride phases that can provide superhardness may

include VN, NbN, ZrN, and (TiAl)N, again embedded in an amorphous Si3N4 matrix [2,52,80,99].

Because of their superhardness, these coatings can provide excellent protection against wear and oxi-

dation when used in high-speed machining or high-temperature metal-forming operations. Their fric-

tion coefficients are not very low, especially when used under dry-sliding conditions, but under

lubricated-sliding conditions, they can also provide very low friction coefficients. From an application

point of view, a combination of superhardness and superlow friction is most desirable but seldom

achieved in the field of tribology. Superhardness is primarily needed for protection against wear,

whereas low friction is good for energy-saving purposes. Multilayer superhard coatings have been

studied extensively in recent years by several researchers for their mechanical and tribological prop-

erties. In particular, systems that consist of CrN/NbN and TiAlN/VN have been studied extensively

for their friction and wear performance, and significant improvements have been reported [4,79,100]. 

In some of the recent machining trials, nanocomposite TiN/Si3N4 coatings exhibited much better

performance than conventional hard coatings such as TiN, TiC, and (TiAl)N. Figure 25.10 shows the
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machining performance of some superhard coatings and conventional hard coatings [101]. With the

use of novel lateral-rotating-arc cathodes during deposition, and virtual shutters for the precleaning

of the cathodes, additional improvements have been achieved in the cutting performance of coated

tools, particularly in dry machining. For example, when these nanocomposite coatings are used in dry

drilling of hard steel, the lifetime of tools is increased by factors of 4 or more as compared to the state-

of-the-art (AlTi)N-coated tools [4,101,102]. Under such machining conditions, the temperature of the

cutting edge of tools may reach as high as 800°C. In addition to superhardness, these nanocomposite

coatings are also expected to have very high thermal stability and high resistance to oxidation [102].
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25.4.3 NANOSTRUCTURED CARBON FILMS

Carbon as an element constitutes the building block of some of the hardest known materials (e.g.,

diamond, boron carbide, and transition metal carbides). It is also a key ingredient of some of the

well-known nanomaterials, such as fullerenes, nanotubes, nano-onions, nanofibers, nanoscale car-

bon, and carbon nitride coatings [103]. Besides diamond and DLC, other carbon-based tribomate-

rials (such as graphite, graphite fluoride, glassy carbon, and carbon–carbon or carbon–graphite

composites) have also been in use for quite some time for combating friction and wear. In particu-

lar, diamond and DLC coatings are very effective in reducing sliding friction and wear of machine

elements and, hence, are used extensively by industry as solid lubricants. Carbon-based bulk com-

posites are also an important class of tribomaterials, providing some of the lowest friction coeffi-

cients and high resistance to heat. The low-friction carbon composites are primarily used as seal

materials by the rotating-equipment industry, whereas the high-friction carbon–carbon composites

are used in the making of high-performance brakes for racing cars and various aircrafts. 

In recent years, carbon has been used as a precursor for the production of several nanocompos-

ite and nanocrystalline coatings. In particular, the production of nanostructured diamond and 

carbide-derived carbon films has been achieved and a series of carbon-based nanocomposite films

were realized and offered for use in demanding tribological applications.

25.4.3.1 Nanocrystalline Diamond Films

As the hardest natural material known, diamond offers huge possibilities for combating friction and

wear in numerous engineering applications. Because of its high chemical inertness, diamond also

provides very low friction coefficients to sliding surfaces. Synthetic diamond films can be produced

on tribological surfaces by several CVD methods [58,103]. However, the surface finish of most con-

ventional diamond films is very rough. This roughness can cause severe wear losses on most slid-

ing surfaces. In recent years, researchers have developed effective polishing methods (e.g., laser

polishing) to achieve a smoother surface finish on diamond films. However, these polishing

processes are rather expensive, and, in the case of complex geometries, they are impractical. During

the past decade or so, new procedures have been developed for the deposition of very smooth

(hence, less abrasive) nanocrystalline diamond films. Specifically, by using proper seeding tech-

niques and plasmas based on Ar–C60 and Ar–CH4 gas mixtures in microwave CVD systems, phase-

pure nanocrystalline diamond films have been developed in our laboratory [15]. The grain size of

these films is in the range of 2 to 5nm, and their surface finish is 10 to 20nm, RMS. Figure 25.11

shows structural details of a nanocrystalline diamond film. When used on sliding bearing surfaces,

these films could provide friction coefficients of �0.05 [104–106]. Figure 25.12 summarizes the

frictional performance of crystalline diamond films that exhibit varying degrees of roughness. This

figure also shows the surface morphology of micro- vs. nanocrystalline diamond films. Because of

their superhardness and low friction, nanocrystalline diamond films can be very useful in metal-cut-

ting and -forming operations and in sliding or rotatingbearing applications (such as mechanical

seals). In recent years [107], these diamond films have also been used in making various micro-

electromechanical systems (MEMS).

25.4.3.2 Nanostructured Carbide-Derived Carbon

Besides the nanocrystalline diamond films discussed above, carbide-derived carbon (CDC) films can

also provide very low friction and wear coefficients to sliding contact surfaces [108]. These films are

typically produced on the outer surfaces of carbide-based ceramics essentially by reacting them with

chlorine or chlorine–hydrogen gas mixtures in a sealed reactor [16,108–110]. Unlike the plasma-

based CVD and PVD methods that are necessary for the synthesis of diamond and other hard coat-

ings, this new method require neither a high vacuum nor a gas discharge plasma. It is performed at

atmospheric pressures in a tube furnace by simply passing chlorine or a mixture of chlorine and
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hydrogen gases over the carbide-based substrates at temperatures of 600 to 1100°C. Chlorine in the

gas mixture reacts preferentially with metal atoms and etches them away. In the case of SiC, the reac-

tion product is SiCl4, which is volatile and thus easily removed. The carbon atoms left behind on the

surface rearrange themselves to form a truly nanostructured carbon film, which is composed of

nanocrystalline diamond and graphite phases, carbon nanoonions, and amorphous carbon [16,108].

Figure 25.13 shows the typical microstructure of these coatings [16].

By controlling process parameters, the structure and properties of CDC films can easily be

manipulated or fine-tuned to meet the specific application needs of a given tribological system.

Recent experimental studies have shown that the friction properties of these films are quite sensi-

tive to test environments [111,112]. In humid air, their friction coefficients are comparable to those

of highly oriented pyrolitic graphite, whereas in dry nitrogen or vacuum, the friction values may

vary greatly. Figure 25.14 shows the friction coefficient of CDC and SiC. Certain CDC films can

provide friction coefficients less than 0.1 in dry nitrogen but others exhibit much higher friction

(perhaps due to some structural or topographical differences). By exposing these films to post-dep-

osition hydrogenation, their friction coefficients can be reduced to values in dry nitrogen of less

than 0.05 [113]. These low-friction carbon films hold promise for applications that involve MEMS,

electrical contacts, biomedical implants, and mechanical seals. 

25.4.3.3 Nanocomposite Diamond-Like Carbon Films

Diamond-like carbon films are generally amorphous and made of a mixture of sp2- and sp3-

hybridized carbon atoms. If they are derived from hydrocarbons or produced in a hydrogen-con-

taining argon plasma, they may also contain some hydrogen in their structure. Tribologically, they

can provide very low friction and high wear resistance to sliding surfaces. At present, they are used

in a wide range of tribological applications that range from magnetic hard disks to various auto-

motive parts and components. To improve further their tribological functionality, researchers have

been introducing additional crystalline phases into these films. Such nanocomposite films are

thought to provide even lower friction and wear and significantly higher load-carrying capacity. 

Among others, recently developed multilayer DLC coatings have been studied extensively by

several investigators for their mechanical and tribological properties. In particular, films of C/W and

Onions

Diamond

FIGURE 25.13 High-resolution TEM photomicrograph of nanostructured CDC film on SiC substrate.

Sample was treated for 24 h at 1000°C in Ar/3.5% Cl2. (From Gogotsi, Y. et al., Nature, 411, 283–287, 2001,

with permission from Elsevier.)
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C/Cr multilayers have attracted the most attention [44,46,75]. These coatings have been produced on

steel substrates and evaluated for their tribological properties under a wide range of dry- and lubri-

cated-sliding conditions [114–116]. The results indicate that these coatings indeed possess superior

load-carrying capacity and wear resistance not only in laboratory tests but also in actual applications. 

Some of the nanostructured carbon films consisted of nanoscale carbide and other crystalline

phases that are evenly dispersed or imbedded into the amorphous carbon matrix. Figure 25.3 shows

a few examples of nanolayered and nanocomposite carbon films that are currently used for a wide

range of tribological applications. Crystalline carbide grains in these films are measured on the

nanometer scale and they are evenly distributed within the amorphous DLC films. When compared

with conventional or monophase DLC films, these nanocomposite films possess an unusual combi-

nation of high mechanical hardness and toughness. 

25.5 NOVEL DESIGN CONCEPTS FOR SELF-LUBRICATING NANOCOMPOSITE
FILMS FOR HIGH-TEMPERATURE APPLICATIONS

Some of the critical tribological applications (such as forging, rolling, piston ring and cylinder liner

assemblies, and turbomachines) involve harsh operating conditions in the form of high tempera-

tures, high speeds, oxidizing environments, etc. Among other conditions, increasing operating tem-

peratures of certain tribological systems are rendering most of the liquid and solid lubricants

ineffective or essentially useless. One of the major degradation mechanisms in high-temperature

applications is related to oxidation. Specifically, the sliding interfaces of tribo-systems are oxidiz-

ing, and the thin oxide films that are formed on these surfaces then dominate friction and wear. Most

of the oxides are known to be very hard and hence abrasive, but certain oxides do soften and hence

shear easily at high temperatures. 

Advanced PVD and CVD systems available today can be used to formulate nanoalloyed or

composite coatings that can lead to the formation of such low-shear-strength oxides, which are

often referred to as lubricious oxides. Recent experimental studies have demonstrated that the

oxides of Re, Ti, Ni, W, Mo, Zn, V, B, etc. are very lubricious and hence can provide fairly low fric-

tion at elevated temperatures [117,118]. When two or more alloying elements or phases are present

in a nanocomposite film, mixed lubricious oxides (such as CuO–Re2O7, CuO–MoO3, PbO–B2O3,

PbO–MoO3, CoO–MoO3, Cs2O–MoO3, NiO–MoO3) may form on sliding surfaces and provide low
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friction coefficients (i.e., 0.1 to 0.4) [3,57]. The major drawbacks of oxide-based solid lubricants

are that they are inherently brittle and thus may easily fracture and wear out quickly. Furthermore,

most oxide-based lubricants do not provide lubrication down to room temperature. Potential appli-

cations for lubricious oxides include high-temperature seals, bearings, and gears, valves and valve

seats, variable stator vanes, and foil bearings. 

Recently, a crystal-chemical approach was introduced by Erdemir [119] to classify lubricious

oxides on the basis of their lubrication performance and operational limits. This approach was pro-

posed to serve as a guide for determining the kind(s) of lubricious oxides that are needed on a slid-

ing surface at high temperatures. Apparently, the crystal chemistry of certain oxides that form on

sliding surfaces relates strongly to their shear rheology and hence their lubricity at high temperatures. 

The crystal-chemical approach is based essentially on the ionic potential of an oxide and is

defined as Z/r, where Z is the cationic charge and r the radius of the cation. Apparently, ionic poten-

tial controls several key physical and chemical phenomena in oxides. In general, the higher the ionic

potential, the greater the extent of screening of a cation in an oxide by surrounding anions. Oxides

with highly screened cations (such as B2O3 or Re2O7) are generally soft and hence easily sheared at

elevated temperatures. Their cations are well separated and completely screened by anions; hence,

they participate in little or no chemical interactions with other cations in the system. Most of their

bonding is with surrounding anions. As can be deduced from Figure 25.15, the higher the ionic

potential, the lower the friction coefficient. This means that oxides with higher ionic potentials

appear to shear more easily and thus exhibit lower friction at high temperatures. 

In nanocomposite coatings, more than two chemically dissimilar solid phases are present. When

such coatings are rubbed against another material or against themselves, then there is no doubt that

there will be more than one kind of oxide on the sliding surface. The crystal-chemical approach may

be used as a guide in the formulation of such nanocomposite films so that complex oxide layers that

form on their sliding surfaces may have low shear, and hence, low friction. Figure 25.16 shows sev-

eral cases in which two oxides (CuO–Re2O7, CuO–MoO3, PbO–B2O3, PbO–MoO3, CoO–MoO3,

and NiO–MoO3, etc.) were either present at or purposely introduced to sliding interfaces to achieve

low friction at high temperatures. As can be expected, there is a reasonable correlation between the
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difference in ionic potentials of these oxides and the levels of friction coefficients measured at high

temperatures [119].

The crystal-chemical approach presented above may have broad practical implications for the

design or formulation of novel self-lubricating nanocomposite coatings. Such coatings may find

applications in metal-cutting and metal-forming operations, wherein high temperature always exists

and causes severe adhesive and oxidative wear of cutting- or forming-tool surfaces. The lubrication

of such tools by traditional means (i.e., using metal-working fluids) is becoming more and more dif-

ficult, mainly because of increasingly more stringent environmental regulations. What will be very

desirable is a tool that needs little or no external lubrication. 

Most cutting and forming tools used by industry today are coated with a hard nitride or carbide

film. Nowadays, they are increasingly coated with a nanocomposite coating that functions quite

well when used in externally lubricated cutting or forming operations. However, when used under

dry or marginally lubricated cutting operations, they fail rather quickly. By incorporating certain

alloys or nanophases in these coatings, one can potentially improve the performance and durability

of these tools. These alloying elements or phases must be selected in such a way that they promote

the formation of lubricious oxides on cutting or forming surfaces of the tools during operation.

Similar lubrication approaches may also be used in the formulation of novel thermal or plasma

spray coatings that are already used in various engine components, and in rolls and dies that are

used in high-temperature forging or metal-forming operations.

In recent years, several attempts have been made to incorporate lubricious oxides and oxide-

forming elements into hard coating systems to achieve better performance and longer life in cutting

tools and various tribological systems. In one of these attempts, researchers have incorporated

tungsten and vanadium oxides into the coating systems and achieved reasonably low friction and

wear coefficients at elevated temperatures [120]. In another study, vanadium was purposely added

to TiAlN coatings with the hope that it would produce V2O5 as a lubricious oxide and thus enable

dry machining. Dry-sliding tests showed that the friction coefficient of such a composite coating

dropped from 0.6–0.8 to about 0.18 at 700°C. It was concluded that the addition of vanadium to

hard coatings holds promise for achieving greater lubricity during dry machining, mainly because
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of the formation of V2O5 and other easily shearable lower oxidizes of vanadium [49]. As suggested

by Figure 25.15, ionic potentials of V2O5 are high and hence the lubricity of this material at high

temperatures is high. 

Gulbinski et al. [121] studied the dry-sliding behavior of pure MoO3 and V2O5 as well as com-

posite phases that originate from Ag2O–MoO3, Cu–V2O5, and Ag–V2O5. All of these phases low-

ered friction, but the best results were obtained from surfaces that formed silver molybdate

(Ag2MoO4) and silver–vanadium oxides (the reported friction coefficients were ≈0.2). Note that

these complex oxides also exhibit low ionic potentials. In fundamental studies, researchers have

also achieved low friction on certain oxides that form low-shear Magneli phases [22,122]. They

mainly are the result of tribo-oxidation at sliding interfaces and once formed, they can dominate

friction and wear. 

25.6 SUMMARY

In this chapter, we provide an overview of recent advances in the production and uses of nanos-

tructured and composite coatings in tribology. Unlike conventional coatings, nanostructured and

composite coatings offer a combination of low friction and high wear resistance to sliding surfaces

under a wide range of tribological conditions. Structurally, they consist of two or more phases that

are mixed in a very special manner to provide a very dense structural morphology. These coatings

may be super-hard and exhibit very low friction and wear coefficients. The type of grain-boundary

phases seems to play a major role in their hardness and other properties. Multi-layer coatings, with

layer thicknesses that range from a few atoms to several nanometers are also available and can pro-

vide superior mechanical and tribological properties. At present, several PVD and CVD techniques

are available to reliably deposit nanostructured and composite coatings on several metallic and

ceramic substrates. Some of the films (such as nanocrystalline diamond, CDC, and DLC) are self-

lubricating and may provide friction coefficients of less than 0.1, even under very harsh sliding con-

ditions. These films hold promise for a wide range of tribological applications (such as mechanical

face seals, MEMS, engine and drivetrain components, and invasive or implantable medical devices).

Another important development in the field is the design and production of self-lubricating

nanocomposite and multilayered coatings on various tribological components. Because of their low

friction, these coatings can be very useful in extreme tribological applications such as aerospace and

green manufacturing. For applications that involve high temperatures, the development of thermally

stable, self-lubricating coatings is essential. Recently, a crystal-chemical approach was introduced

to understand better and classify lubricious oxides or oxide-forming nanocomposites on the basis

of their lubrication performance and operational limits at high temperatures. This approach may

serve as a basis for the design of novel nanocomposite coatings that can produce the kind(s) of

lubricious oxides that are needed on sliding surface at high temperatures.
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26.1 GENERAL PROPERTIES OF CARBONS FOR ENERGY STORAGE

The exponential growth of the portable electronic devices’ market together with the development of

electric vehicles has created a continuously increasing demand for lightweight and compact electric

power sources of high energy and power density. Among the many topics under investigation in

industry and academic laboratories, the development of new materials is one of the most important.
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For many years, nanotextured carbons have been shown as a basic material for the realization of

high-performance power sources, e.g., supercapacitors, lithium-ion accumulators, or fuel cells.

The key factors that dictate the selection of carbon for this target are its accessibility, low cost,

easy processability, as well as the different forms attainable (powder, fibers, foams, fabrics, compos-

ites) [1], adaptable porosity [2,3], and surface functionality [4,5]. Carbon electrodes are well polariz-

able, chemically stable in different solutions (acidic, basic, aprotic) and in a wide range of

temperatures. The amphoteric character of carbons, both electron donor/acceptor, and the simultane-

ous presence of acidic/basic surface groups allows the electrochemical properties of materials based

on this element to be extensively varied. A wide variety of carbon materials, e.g., graphites, cokes,

mesocarbon microbeads, activated carbons, aerogels, xerogels, carbon blacks, carbon nanotubes, car-

bons from templates, etc. have been extensively considered as electrode materials for energy storage.

The nanotextural and chemical properties of carbons determine their efficiency for electrochem-

ical application as electrodes. A strict control of the carbonization process (time, temperature, gas

flow), the kind of natural or synthetic precursor and/or chemical vapor deposition conditions allow

carbons with almost defined nanotexture and surface functionality to be prepared. The modification

of carbon by an activation process gives a further possibility of modifying the properties, especially

by highly developing the specific surface area [2]. Oxygenated surface groups can be created by

treatment with liquid oxidants (e.g., aqueous solutions of HNO3, H2O2, NaOCl). Alternatively, heat

treatment of carbons under neutral atmosphere up to 700 to 800°C strongly diminishes the concen-

tration of surface groups. Various advanced forms of carbon can be designed and prepared by a care-

ful selection of templates with different dimensionalities, in such a way that one-, two-, or

three-dimensional carbons can be obtained easily [6]. Taking into account the versatility for prepar-

ing various forms, there is a great interest in designing carbons for different energy storage devices.

The main preferred characteristics of carbon for all electrochemical applications are a good

conductivity and wettability. Wettability is generally improved by the presence of a rich surface

functionality, whereas electrical conductivity depends mainly on the thermal treatment conditions,

nanotexture, hybridization of carbon, and content of heteroatoms. However, the electrolyte may be

also decomposed by reaction with the surface groups of carbon that causes performance fading dur-

ing cycling of the energy-storage systems. Therefore, the type of surface functionality must be per-

fectly adapted to the kind of device developed. Moreover, each electrochemical application involves

completely different nanotextural properties of carbon characterized by its specific surface area, the

presence of micro- and mesopores, their ratio, pore shapes, and so on. It is well known, for exam-

ple, that carbon materials used as catalyst support in fuel cells should have a moderate surface area.

By contrast, a highly developed surface area is required for good performance of supercapacitors;

also, pore size must be adapted to ion size in order to ensure quick charge propagation.

Finally, besides its role of catalyst support or active electrode material, carbon can be also used

in power sources as a conductivity additive. The most widely applied percolators are carbon blacks

because of their availability and low cost. Recently, carbon nanotubes have been shown to be more

efficient than carbon black [7], allowing new kind of composite electrodes to be developed.

The use of carbons for anodes of lithium-ion batteries is extensively discussed in the literature

[8–10]. Therefore, in this chapter, we prefer to describe only the new trends related to the use of

carbons for energy storage and, consequently, to focus mainly on the application of carbons in

supercapacitors and for electrochemical hydrogen storage. An additional reason for this choice is

related to very close electrochemical concepts for both applications where highly porous carbon

materials are generally required.

26.2 SUPERCAPACITORS

26.2.1 PERFORMANCE OF SUPERCAPACITORS

Electrochemical capacitors (often called supercapacitors or ultracapacitors) [11–13] are very attrac-

tive power sources for portable systems and automotive applications due to their high specific
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power and very long durability. In most cases, being often associated to a battery, they are used to

deliver a high power during a short time, which in turn provides a high specific energy. Some appli-

cations of supercapacitors are hybrid power sources for electrical vehicles, computers, UPS, pulse

laser technique, starters for engines, etc.

In a true electrochemical capacitor the charges are accumulated in the electrical double layer at

the electrode/electrolyte interface. In contrast with typical accumulators, this process occurs with-

out any charge transfer (faradaic) reaction. As shown in the schematic representation of Figure 26.1,

an electrochemical capacitor is constituted of two electrodes on which the ions are fixed, the posi-

tive one with electron deficiency and the second one with electron excess (negative). The capaci-

tance Cn of one electrode is given by 

Cn � (26.1)

where ε is the permittivity or dielectric constant of the solution, S the surface area of the elec-

trode/electrolyte interface, i.e., the electrode surface, and d the thickness of the electrical double

layer. Taking into account that d is generally less than 1nm, Equation (26.1) shows immediately the

technological advantage of supercapacitors over conventional capacitors, giving rise to specific

capacitances of approximately 0.1F/m2. Moreover, if high-specific surface area activated carbons

are used as substrate for ion adsorption, high values of capacitance may be reached. For example,

assuming a specific capacitance of 0.1F/m2 and a specific surface area of 1000m2/g, it gives a

capacitance value of 100F/g of carbon.

From Figure 26.1, it is noteworthy that the overall capacitance C of the device results from the

series connection of two capacitors C1 and C2, according to

� � (26.2)

where C1 and C2 represent the capacitance of each electrode. Hence, in the case of a capacitor built

from electrodes of different surfaces, or more generally of different capacitances, the component

with the smallest capacitance contributes more to the total value C due to the inverse dependence

in formula (26.2).

The capacitance is expressed in F, which is the charge (in C) accumulated in a defined voltage

range (1F � 1C/1V). Depending on the applied objective, the specific capacitance can be related

to the electrode mass (F/g), to its volume (F/cm3), or to its surface area (F/cm2).

1
�
C2

1
�
C1

1
�
C

εS
�
d
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FIGURE 26.1 Schematic representation of an electrochemical capacitor: ⊕ cations of the electrolyte; 

� anions of the electrolyte.
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The amount of electrical energy W accumulated in an electrochemical capacitor is proportional

to capacitance C and square of voltage U

W� CU2 (26.3)

The capacitance C depends essentially on the electrode material used, whereas the operating volt-

age is determined by the stability window of the electrolyte. Capacitors in an organic electrolyte can

easily operate in the range 2 to 2.5V, and using ionic liquids it is even possible to extend this range

to 3.5–4V [14], whereas in aqueous solution it is generally below 1V. Hence, at least for symmet-

ric systems, about one order of magnitude higher capacitance can be expected with organic elec-

trolytes or ionic liquids compared to water medium.

Since the electrodes do not undergo any phase transformation as in accumulators, the main

advantage of an electrochemical double-layer capacitor (EDLC) lies in its ability of high dynamic

charge propagation that allows a rapid withdrawing of energy, i.e., a high power. The power P of a

supercapacitor is given by 

P� (26.4)

where RS is the internal resistance, i.e., commonly the equivalent series resistance (ESR). The ESR

of the entire device is the sum of the resistances of all the materials between the external contacts,

i.e., substrate, carbon, binder, separator, and electrolyte. Since the main function of supercapacitors

is their use in high-power applications, it is essential to lower the series resistance RS by using high-

conductivity additives.

The electrochemical capacitors where carbon is an electrode component are of two types,

depending on the charge-storage mechanism. In the EDLCs, a pure electrostatic attraction occurs

between the ions and the charged surface of the electrode that is generally from activated carbon.

The electrons involved in double-layer charging are the de-localized conduction-band electrons of

the carbon electrode. The capacitance of activated carbons is limited both by their specific surface

capacitance, close to 10µF/cm2 [11–13], and their specific surface area, which cannot be higher

than 2500 to 3000m2/g. In the second type of capacitors, called pseudocapacitors, electrons are

additionally involved in quick faradaic reactions and are transferred to or from the valence states of

the redox cathode or anode reagent, although they may arrive in or depart from the conduction band

of carbon [11,13]. In this case, contrary to a battery redox process, the charge transferred is pro-

portional to voltage, as in a real capacitor, therefore it is called pseudocapacitance. Electrode mate-

rials with pseudocapacitance properties are generally metal oxides (RuO2, MnO2, etc.) [7,15–17] or

conducting polymers [18–21]. Examples of pseudofaradaic reactions are illustrated by Equations

(26.5) and (26.6) for polypyrrole (PPy) and ruthenium oxide, respectively,

[PPy�A�]�e� � [PPy] �A� (26.5)

RuOa(OH)b �δ H�
�δe� � RuOa�δ (OH)b�δ (26.6)

Pseudocapacitance may also be realized through special doping of carbons via the presence of het-

eroatoms, e.g., oxygen or nitrogen [22,23]. The values of capacitance are strictly connected to the

nature and surface of the electrode/electrolyte interface [24,25] as well as to the amount of pseudo-

capacitive additive.

The most useful techniques for investigating the performance of supercapacitors are galvanos-

tatic charge/discharge and cyclic voltammetry. In the first case, a constant current — generally in

the range of 1mA/g of carbon to 1A/g — is passed through the device, and the voltage is measured

as a function of time. In the case of an ideal capacitor — where Q � C � V — the curve V � f(t)

U 2

�
4Rs

1
�
2
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should be perfectly triangular, as shown in Figure 26.2 for a carbon obtained by KOH activation of

pitch mesophase [26]. In the case of the voltammetry technique, a linear variation of voltage is

imposed in the limits of the electrolyte stability window — generally at scan rates between 1 to 

100mV/sec — and the charging current is measured. In the case of an EDLC with a low value of

ESR, the curve I � f(V) has a rectangular box-like shape, as shown in Figure 26.3 for activated car-

bon from pitch mesophase [26]. The value of capacitance C is easily evaluated either from the slope

of the galvanostatic characteristics or from the current I measured on the voltammetry curve using 

C � (26.7)

where υ represents the voltage scan rate. In general, the most reliable values are obtained from gal-

vanostatic discharge measurements.

I
�
υ
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26.2.2 CARBONS FOR PURE ELECTROCHEMICAL DOUBLE-LAYER CAPACITORS

26.2.2.1 Activated Carbons

A highly developed surface area of carbon is a crucial factor for trapping a high amount of ions in

the electrode/electrolyte interface [12,13]. Generally, the more developed the specific surface area

of carbon, the higher the ability for charge accumulation. However, this surface must be electro-

chemically accessible to ions. Therefore, apart from the high values of specific surface area deter-

mined by micropores (with a diameter less than 2nm), where the ions are adsorbed forming the

electrical double layer, the presence of mesopores (diameter from 2 to 50nm) is essential for a quick

transportation of ions in the bulk of the electrode material. The availability and wettability of pores,

with dimensions adapted to the size of solvated anions and cations, which have to be transported

from the electrolytic solution, is crucial for the high performance of the capacitor. Besides the max-

imum value of capacitance which can be realized with a given activated carbon/electrolyte inter-

face, a quick charge transportation can fulfill the so-called frequency response, i.e., the ability for

energy extraction at higher frequencies (e.g., 1Hz).

Activated carbons prepared from different precursors and by different activation processes have

been widely used in supercapacitors [24–26]. Natural precursors such as coal- and pitch-derived

carbonaceous materials are of high interest due to their low cost and availability [26]. Among many

physical (e.g., water, carbon dioxide) and chemical activation procedures, KOH activation seems

to be the most adapted one for obtaining carbons with extensively developed porosity, where

micropores efficiently contribute to the value of capacitance [26–29]. However, taking into account

the low values of specific surface capacitance, which are generally reported in the literature 

(10 µF/cm2 when only charging of the double-layer is involved), one can assume that not all micro-

pores are effective in charge accumulation. For this reason, it is easy to understand why capacitance

is generally not proportional to the specific surface area [30,31]. Taking into account that most acti-

vated carbons are characterized by a relatively wide pore-size distribution, it is clear that the micro-

pores not adapted to the size of the solvated ions do not take part in the double-layer charging [32].

Moreover, even if the pore size is high enough, the micropores may be filled at different rates,

which will affect considerably the frequency dependence and power. Highly micro-porous carbons

always pose some diffusion limitation. This effect can be observed at quick scan rates during

voltammetry or impedance spectroscopy experiments. For example, for an activated carbon with a

BET specific surface area of 2130 m2/g, it has been shown by impedance spectroscopy in KOH

medium that pores with a size larger that 1.1 nm can be reached by electrolyte ions within less than

0.1 sec, while 5 sec are necessary to access pores of size 0.6 nm [24]. An optimized material for

EDLCs should be highly micro-porous to ensure a high capacity and should contain a high enough

proportion of mesopores for quick dynamics of charge propagation reflected by a small time con-

stant (RC). The clue for fulfilling both conditions is to design carbon materials with interconnected

micropores and mesopores in well-balanced proportion as, for example the micro/meso-porous car-

bons prepared by the template techniques [33]. Nevertheless, even if such conditions are realized,

due to the different size of solvated cations and anions, it is obvious that the efficiency of such

optimized materials may be different for both electrodes. Therefore, asymmetric capacitors with

electrodes of activated carbons with different distributions of pore diameters adapted to the size of

both kinds of ions have been proposed to circumvent the size differences between cations and

anions [34].

Although it is well demonstrated that nanotexture plays a key role in the determination of

EDLCs’ properties, the charging of the double layer remains a very complex process which, besides

accessibility of micropores, depends also on a number of other parameters such as the affinity of

the electrolyte ions for the electrode material, the hydrophobic–hydrophilic character, the particles’

conductivity and their size. Among all, surface functionality is certainly an important parameter that

should be taken into account for explaining the difficulties in establishing a direct relationship

between the capacitance and the nanotextural parameters of the carbon material [29,31].
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Though most of the fundamental work on carbon-based EDLCs focuses on obtaining high val-

ues of capacitance, the practical application of these devices is essentially determined by other

important parameters. Generally, carbon materials are investigated with three-electrode cells, while

using a limited potential range. When the same materials are applied in the real two-electrode cells,

the results may be completely different. First, depending on the sizes of both cations and anions,

the efficiency of porosity may be different at each electrode. Second, contrary to a three-electrode

cell, the potential at which each electrode operates cannot be controlled, which imposes a limit of

maximum cell voltage to 0.6 to 0.7V in aqueous medium for avoiding electrolyte decomposition.

Third, in an organic medium some different redox decomposition processes may occur at each elec-

trode, depending on its polarity. Therefore, even if the preliminary investigation of activated car-

bons shows high capacitance values, other parameters must be investigated to demonstrate the

applicability of a given system. To be applicable, a two-electrode supercapacitor must demonstrate

a low-performance fading during cycling, a quick charge propagation at different loads, and a low

self-discharge. The micropores are not easily wetted by the electrolyte and the exposed surface in

micropores may not be utilized for charge storage. Moreover, even in the situation wherein the

micropores are wetted by the electrolyte, ionic motion in such small pores may be so slow that the

high rate capability, which is one of the advantages of EDLCs, may not be realized.

26.2.2.2 Porous Carbons Prepared by the Template Technique

As stated above, both charge storage and rate capability are further limited if the pores are randomly

connected. Therefore, high-surface area carbon materials containing regularly interconnected

micro- and mesopores are highly desirable for EDLC electrodes. Recently, many groups have syn-

thesized ordered meso-porous silica which could be used later as a template for the preparation of

carbons with well-sized pores [35–38], meeting the above-mentioned capacitor requirements. The

templates are mesostructured silicas such as MCM48, MCM41, SBA15, whereas the carbon source

is a liquid or gas phase, e.g., sucrose solution, polyfurfuryl alcohol, propylene, or pitch [33,39–41].

The steps of the preparation process are schematized in Figure 26.4. After its deposition inside the

pores of the template, the carbon precursor is carbonized at temperatures close to 800°C. The last

step is the removal of the silica template by dissolution in hydrofluoric acid.

In an attempt to correlate the electrochemical performance of template carbons with their 

nanotextural parameters, a perfect linear relationship has been found between the capacitance values

in aqueous or organic medium and the micro-pore volume determined by CO2 adsorption at 273K

(Figure 26.5) [33]. It clearly proves that, with this kind of porous carbon, the ions are essentially

trapped in ultramicropores, i.e., pores with size �0.7nm. Comparison of the measured value of capac-

itance in aqueous solution with the available volume of ultramicropores shows that most of them take

part in trapping nonsolvated ions in the electrical double layer. In these template carbons, micro- and

mesopores are perfectly interconnected, mesopores being the former walls of the silica matrix,

whereas the carbonaceous walls are microporous. Under the application of an electrical polarization,

the solvated ions easily diffuse in the mesopores (playing the role of corridors) for being finally

trapped as nonsolvated in ultramicropores. In a typical microporous activated carbon, the situation is

completely different. The pathway for solvated ions to reach the active surface is very tortuous and

long, with several bottlenecks (gates). Therefore, the limiting pore size in this case is probably higher
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than the size of the pores where the ions are finally accumulated. Templated carbons, in spite of the

difficulty in their preparation and relatively high cost, are certainly a good means for supplying impor-

tant information about pore-size effects on electrical double-layer charging.

26.2.3 ELECTROCHEMICAL CAPACITORS FROM CARBONS WITH PSEUDOCAPACITANCE

PROPERTIES

Many commercially available activated carbons already reach the theoretical value of specific sur-

face area for a single graphene layer, i.e., 2600m2/g. Hence, according to formula (26.1), the only

possibility of enhancing capacitance with this kind of material is by improving the access to micro-

pores. However, high BET surface area-activated carbons possess a high number of active sites or

surface groups, which considerably reduce the life cycle of supercapacitors due to side reactions

[42]. Therefore, instead of developing the specific surface area largely, an alternative is to introduce

pseudofaradaic properties by doping of carbon through foreign elements. The presence of different

heteroatoms (oxygen, nitrogen) substituted for carbon in the graphene layers or occurring as func-

tional groups has been considered for modifying the electronic properties which can further influ-

ence the electrochemical performance [43,44]. The foreign atoms modify the electron

donor/acceptor properties of the graphene layers, and are consequently expected to affect the charg-

ing of the electrical double layer and to give pseudocapacitance faradaic reactions. The main dopant

studied in literature is nitrogen [45–48]. A part of the nitrogen can be substituted to carbon (“lattice

nitrogen”), and the other can be chemically bound to the edge carbon atoms (“chemical nitrogen”).

The effect of substitutional nitrogen in the graphitic network on the pseudocapacitance properties

has been studied recently. A series of nitrogen-enriched carbons has been prepared by carbonization of

polyacrylonitrile (PAN) or oxidized poly (4-vinylpyridine) cross-linked with 25wt% of divinylbenzene

(PVPox) and of their blends with pitch (P). Then, they have been activated by steam to give activated

carbons that were tested in two electrode capacitors [23,49]. The detailed nanotextural characteristics

together with elemental composition expressed by N/C, O/C, and N/O atomic ratios and the potential

of zero charge are presented in Table 26.1. The BET-specific surface area of the activated carbons

ranges from 800 to 1400m2/g, and their nitrogen content from 1.9 to 7.2wt%. It is also noteworthy that

the higher the amount of nitrogen, the higher the basicity of carbon. The voltammetry characteristics

for activated carbon from PAN (Figure 26.6) show a perfect rectangular shape at 2mV/sec and a slight

aggravation from 10 to 20mV/s, supporting the hypothesis that faradaic reactions in the presence of

nitrogen proceed with limitations at higher load. The galvanostatic charge/discharge curves for the
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nitrogenated material from PVPox, which contains roughly three times less nitrogen than that from

PAN, are of the triangular shape typical of a good capacitor even at a high load of 1000mA/g (Figure

26.7), demonstrating that upon reducing the amount of substitutional nitrogen, the faradaic perturba-

tions are less visible. The capacitance values of nitrogenated carbons are strongly affected by the nature

of the electrolyte and the electronic structure induced by nitrogen. A careful analysis of the results

obtained for samples with comparable nanotextural properties, i.e., SBET≈800m2/g, shows no remark-

able differences in organic medium, whereas capacitance is proportional to the N content and pHPZC in

acidic medium (Figure 26.8) [49]. The extrapolation to a nitrogen content of 0wt% gives a capacitance

of 85F/g which is the order generally found for activated carbons with a specific surface area of 800

m2/g. The enhancement of the capacitance values in H2SO4 medium was interpreted by pseudofaradaic

reactions due to the nitrogen functionality, as illustrated by the following equations [49,50]:

C*
�NH�2e�

�2H� � C*H�NH2 (26.8)

C*
�NHOH �2e�

�2H� � C*
�NH2 �H2O (26.9)

where C* stands for the carbon network. Figure 26.9 shows the capacitance vs. frequency depend-

ence for capacitors built in 1mol/L H2SO4 from the two activated carbons from PVPox and P/PAN
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TABLE 26.1

Characteristics of the Activated Carbons from N-polymers and Their Blends with Pitch P

Sample Porosity Elemental Composition pHPZC

SBET (m
2/g) Vµµ/VT N (wt%) (N/C)at (O/C)at (N/O)at

PAN 807 0.93 7.2 0.071 0.050 1.42 9.3

P/PAN 1:1 832 0.89 4.2 0.041 0.042 0.98 8.5

P/PAN 3:1 747 0.84 3.1 0.029 0.037 0.78 7.7

PVPox 1420 0.92 2.6 0.025 0.043 0.58 7.6

P/PVPox 1:1 889 0.87 1.9 0.018 0.033 0.55 7.4

Source: From Lota, G. et al., Chem. Phys. Lett., 404, 53, 2005.
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as 1:1, before and after 3000 cycles at 500mA/g current load. The fact that the before and after

cycling curves are almost superimposed proves that the pseudocapacitance effect introduced by

nitrogen is stable with cycling. Moreover, capacitance only slightly decreases at low frequency, as

it would be the case for an electrochemical double-layer capacitor.

Hence, it is clear that noticeable capacitance values can be obtained when heteroatoms are incor-

porated into the network of activated carbons, even if their specific surface area is quite moderate.

These kinds of materials open new insights for the development of high-performance supercapaci-

tors. It also confirms that the pseudofaradaic effects due to heteroatoms are an additional factor that

apart from nanotextural parameters may contribute to the determination of capacitance [31].

26.2.4 CARBON NANOTUBES AS A COMPOSITE COMPONENT

As already explained in Section 26.2.1, materials with pseudocapacitance properties, such as oxides

[16,17] or electronically conducting polymers (ECPs) [19,21] may be a promising alternative for

the development of high-performance supercapacitors. However, in most reports, a very thin layer

of the active material coats a metallic current collector — very often platinum — that is far from

the requirements for an industrial application. Moreover, swelling and shrinkage may occur during

doping/de-doping of the active film, which leads to mechanical degradation of the electrode and

fading of the electrochemical performance during cycling. Such problems have been partly over-

come in the case of ECPs by adding an insulating polymer with good mechanical properties such

as poly-N-vinylalcohol [51], but as a result the electrical conductivity of the composite material is

lower than in the pristine ECP. Adding carbon [52], and especially carbon nanotubes, is the most

interesting solution that has been proposed to improve the mechanical and electrochemical proper-

ties of the electrodes [7,18]. Carbon nanotubes (CNTs), due to their unique morphology and

extended graphitic layers, are characterized by exceptional conducting and mechanical properties

which allow them to be used directly as three-dimensional support for active materials. With nan-

otubes, the percolation of the active particles is more efficient than with traditional carbon blacks,

which are generally used for the manufacture of electrodes [7]. On the other hand, the open meso-

porous network formed by the entanglement of nanotubes, allows the ions to diffuse easily to the

active surface of the composite components. The two latter properties are essential to lower the ESR

and consequently increase the power of the device. Finally, since nanotubular materials are charac-

terized by a high resiliency, the composite electrodes can easily adapt to the volumetric changes

during charge and discharge, which drastically improves the cycling performance. For all these rea-

sons, composites incorporating a nanotubular backbone coated by an active phase with pseudoca-

pacitive properties represent an interesting breakthrough for developing a new generation of

supercapacitors.

Chemical and electrochemical polymerization of the monomer has been considered in order to

get an ECP layer — the most investigated being polypyrrole (PPy) — on nanotubular materials. The

TEM micrograph presented in Figure 26.10 for a material prepared by PPy electrochemical depo-

sition shows a very uniform polymer coating [53]. Coating by a thin layer of polypyrrole has been

realized on multiwalled nanotubes (MWNTs) [18,54,55], well-aligned MWNTs [56], and single-

wall nanotubes (SWNTs) [57]. When MWNTs are oxidized, their surface is covered with oxygen-

containing groups, which can be used as anionic dopant of a PPy film electrodeposited on the

MWNTs [58]. These films are notably less brittle and more adhesive to the electrode than those

formed using an aqueous electrolyte as a source of counterion. The electrochemical behavior of

ECP/CNT composites has been studied either in two- or three-electrode cells. Comparison of the

redox performance of PPy films on aligned MWNTs and on flat Ti and Pt surfaces shows a notice-

able improvement in the case of the composites with MWNTs due to the high-accessible surface

area of CNTs in the aligned arrays [56]. By contrast, the results found with SWNT/PPy nanocom-

posites [57] are probably of limited application because (1) the nickel foam used as a current

collector supplies an additional capacity in the alkaline solution used for the study; and (2) 

PPy degrades quickly in alkaline solution. With the electrochemically obtained MWNTs/PPy
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composite, the capacitance values reach ca. 170F/g with a good cyclic performance over 2000

cycles [18]. In fact, it has been shown that the capacitance values for composites with polyaniline

(PANI) and PPy strongly depend on the cell construction [59]. With chemically deposited ECPs,

extremely high values of specific capacitance can be found — from 250 to 1100F/g — using a

three-electrode cell, whereas smaller values of 190 F/g for MWNTs/PPy and 360 F/g for

MWNTs/PANI have been measured in a two-electrode cell. It highlights the fact that only two-elec-

trode cells allow the material’s performance to be estimated well in electrochemical capacitors. The

applied voltage was found to be the key factor influencing the specific capacitance of ECP-based

nanocomposites. Generally, it cannot exceed 0.6 to 0.8V due to oxygen evolution in the positive

range of potentials and switching to an insulating state in the negative values [59]. The high values

of capacitance found with MWNT/ECP composites is due to the unique property of the entangled

nanotubes that supply a perfect three-dimensional volumetric charge distribution and a well-acces-

sible electrode/electrolyte interface. Comparing the results of the two coating techniques, the non-

homogeneous PPy layer deposited chemically is more porous and less compact than the

electrochemically deposited one. Consequently, the diffusion of ions proceeds more easily, giving

a better efficiency for charge storage [59]. Figure 26.11 illustrates the electrochemical performance

obtained in a two-electrode capacitor with the chemically deposited PPy. The square shape of the

voltammogram and linear galvanostatic charge/discharge demonstrate perfect capacitance behavior,

even if pure PPy itself gives more irregular characteristics [59].

Carbon nanotubes can also be a perfect support for cheap transition metal oxides of poor 

electrical conductivity, such as amorphous manganese oxide (a-MnO2 · nH2O) [7]. The a-MnO2/

MWNTs composite can be prepared by precipitation of a-MnO2 from a KMnO4 � Mn(OAc)2

4H2O mixture which contains a predetermined amount of CNTs. The scanning electron

microscopy (SEM) image presented in Figure 26.12 for an a-MnO2/MWNT composite containing

15 wt% of nanotubes shows a remarkable template effect of the entangled nanotubes framework.

Consequently, the composite electrodes have a good resiliency, and their porosity is high enough

to favor the access of ions to the bulk of the active material. The other interesting property of this

composite is an extremely good adhesion of the coating layer on the CNTs that is reflected by low

values of electrical resistance. In order to demonstrate the advantage of this material, two-elec-

trode capacitors were built in aqueous medium with two kinds of a-MnO2-based composite
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FIGURE 26.10 Multiwalled carbon nanotubes electrochemically coated by a thin layer of polypyrrole. The

coating thickness is estimated to be 5nm. (From Frackowiak, E. et al., Polish J. Chem., 78, 1345, 2004.)
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containing either 15 wt% of carbon black or 15 wt% of MWNTs. The shape of the characteristics

in the presence of carbon black demonstrates a resistive behavior of the electrodes, whereas a per-

fectly rectangular voltammogram was observed with the a-MnO2/MWNTs composite [7]; the cor-

responding values of ESR were 50 and 2 Ω cm2, respectively. The a-MnO2/MWNTs composite

supplies a capacitance of 140 F/g with good cyclability and high dynamic of charge propagation.

However, the voltage window of MnO2-based capacitors is limited to 0.6 V, due to the irreversible

reactions Mn(IV) to Mn(II) at the negative electrode and Mn(IV) to Mn(VII) at the positive. In

order to circumvent this drawback, an asymmetric configuration has been proposed, where the

positive electrode consists of a-MnO2 and the negative is built from activated carbon [61–63].

When the a-MnO2/MWNTs composite is used as the positive electrode, the supercapacitor demon-

strates perfectly rectangular voltammograms (Figure 26.13) and it can be operated up to 2 V in

aqueous medium with an extremely good cyclability [63]. High energy and power density can be

reached in aqueous electrolyte, 10.5 Wh/kg and 123 kW/kg, respectively, due both to the large volt-

age window and to the presence of MWNTs [63]. While being environment-friendly, this system

offers electrochemical characteristics comparable with EDLCs in organic electrolytes. Hence, it

demonstrates perfectly that combining materials with pseudocapacitance properties in an asym-

metric construction is a very promising direction for developing a new generation of high-per-

formance supercapacitors.
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26.3 ELECTROCHEMICAL HYDROGEN STORAGE

26.3.1 INTRODUCTION

In the last few decades, hydrogen has been recognized as an ideal fuel for many energy converters

because of its high efficiency and nonpolluting nature. However, the major drawback for practical

usage of hydrogen is the difficulty to store it safely and economically. Storage neither as com-

pressed gas nor as a cryogenic liquid appears to be suitable for wide application. Hydrogen storage

in metal alloys by absorption or electrodecomposition of a water solution [64] is an interesting alter-

native, but these materials are not cheap and their reversible capacity, ca. 1.5wt%, is still far from

the US Department of Energy benchmark (5wt%), as far as powering of vehicles with a hydrogen
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FIGURE 26.13 Voltammograms of an asymmetric capacitor in 2mol/L KNO3 where the positive electrode

is from the a-MnO2/MWNTs composite and the negative electrode is from AC. Scan rate 10 mV/sec. (From

Khomenko, V. et al., J. Power Sourc., in press, 2005.)

FIGURE 26.12 Scanning electron microscopy image of an a-MnO2/MWNTs composite containing 15wt%

of nanotubes. (Courtesy of M. Thackeray, Argonne National Laboratory, USA.)
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fuel-based system is considered. Therefore, the realization of economical and efficient hydrogen-

storage techniques is a critical requirement for hydrogen-fueled transportation that stimulates ongo-

ing search for new possibilities.

Although many papers have claimed that nanostructured carbons and nanotubes are able to

store large amounts of hydrogen, there is a high discrepancy among all the values published

[9,65–78]. Moreover, the factors that allow storage to be optimized are not clearly elucidated. As

far as di-hydrogen adsorption is considered, it seems that high pressure (at least 10MPa) or low

temperature (77K) are necessary for getting noticeable values. Especially in the case of SWNTs and

MWNTs, the values of hydrogen capacity are very scarce and doubtful, ranging from 0.2 to 3.7wt%

[67–71]. The possible reasons for the fluctuations in the results may not only be due to experimen-

tal errors, but also a large amount of impurities in the samples (e.g., metallic particles and micro-

porous carbon), and the use of additives for conductivity enhancement of the electrodes when an

electrochemical technique is used. Investigating high-purity SWNTs and MWNTs, the storage

capacity by electrodecomposition of water does not exceed 0.2–0.4wt% [72]. This fits well also

with the di-hydrogen adsorption studies in the gas phase on a number of carbon materials, which

confirms the poor efficiency of CNTs for this process [73,74]. By contrast, using activated carbons,

the values of reversible hydrogen sorption reach ca. 2wt% by cathodic electrodecomposition of

water at room temperature [72,75–77], and by adsorption of the gas, they range from 1 to 5wt%

depending on whether high pressure (up to 70MPa) and low temperature (77K) are applied together

or not [65,66,79,80].

The accuracy of the techniques used for measuring the di-hydrogen uptake — volumetric and

gravimetric methods, thermo-programmed desorption coupled to mass spectrometry — is quite

doubtful. On the contrary, hydrogen storage by galvanostatic electrochemical decomposition of an

aqueous basic medium, where the measured variable is the discharging time, is a very accurate

method [67,75–77]. Moreover, this reversible process is attractive from the point of view of energy

efficiency since it associates in a unique step the hydrogen production by water electrolysis and its

simultaneous storage in the carbon substrate. The in situ produced hydrogen easily penetrates into

the nanopores of carbon, where it is adsorbed due to the driving force of the negative polarization.

By this process, higher pressures (approximately calculated from the Nernst law) than in the gas

phase can be reached [77]. The overall charge/discharge phenomenon can be represented as

C �xH2O�xe� � �CHx��xOH� (26.10)

where �CHx� stands for hydrogen inserted into the nanotextured carbon during charging and oxi-

dized during discharging.

26.3.2 MECHANISM OF REVERSIBLE HYDROGEN INSERTION

The mechanism of electrochemical hydrogen storage in nanoporous activated carbon should be

taken into account in order to detect the possible optimizations of this process. The electrochemi-

cal hydrogen capacities of carbons depend on various parameters such as their physicochemical

properties, the nature of the electrolytic medium, and its concentration, the potential cutoff. The car-

bon sample should contain a noticeable amount of ultramicropores (�0.7nm) [81], which are gen-

erally supposed to be highly efficient for hydrogen sorption [80,82].

Potentiodynamic cycling is a well-adapted electrochemical technique to obtain information on

the mechanism and kinetics of reversible hydrogen storage. Examples of voltammetry experiments

using an activated carbon (AC) cloth in 3mol/L KOH and H2SO4, are shown in Figure 26.14 and

Figure 26.15, respectively. The various curves have been recorded with a stepwise (100mV) shift

of potential cutoff to more negative values, it means towards hydrogen evolution. In both elec-

trolytic media, it is obvious that the two phenomena of charging the electrical double layer and

hydrogen adsorption during electrochemical decomposition of water are very much linked. When
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the electrode potential is higher than the thermodynamic value that corresponds to water decompo-

sition, only the electrical double layer is charged, whereas when it becomes lower than this value,

not only the double layer is charged, but hydrogen is also adsorbed in the pores of carbon. In the

latter case, the two processes contribute to the amount of electrical energy, which is reversibly

stored [77].

26.3.2.1 Mechanism in Aqueous KOH Medium

In the case of the voltammetry experiment in aqueous KOH (Figure 26.14), the almost rectangular

shape of the curves down to a potential cutoff of �0.8V vs. Hg/HgO proves entirely the pure capac-

itive and reversible behavior of AC. The negative current reflects the number of hydrated potassium

ions, Kaq
�, which are accumulated in the carbon/electrolyte interface during the negative polarization

of AC, whereas the positive current corresponds to the desorption of Kaq
�. The faradaic water decom-

position starts gradually to take place from the third loop when the potential cutoff is lower than the

equilibrium potential (the theoretical value of the equilibrium potential in 3mol/L KOH is �0.856V

vs. NHE, i.e., �0.908V vs. Hg/HgO). The increase in positive current during the anodic scan is the

proof that the hydrogen that was adsorbed in the pores as Had during water reduction is now electro-

oxidized when the potential is higher than the equilibrium value.
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FIGURE 26.14 Dependence of the voltammetry characteristics of an activated cloth AC (15.2mg) with the

value of negative potential cutoff. Electrolyte: 3mol/L KOH. Scan rate of potential: 5mV/sec. The various

loops are obtained by stepwise (100mV) shifting of the potential cutoff to more negative values. (From

Jurewicz, K. et al., Appl. Phys. A, 78, 981, 2004.)
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In alkaline solution, water is reduced according to

H2O � e� � H�OH� (26.11)

The nascent hydrogen formed in the reaction (26.11) is adsorbed on the pores surface (reaction

[26.12]):

C�H � CHad (26.12)

and/or it recombines to form H2 molecules through one of the processes described in the following:

CHad �H2O�e� � H2 �OH�
�C (26.13)

2H � H2 (26.14)

CHad �CHad � H2 �2C (26.15)

These steps are often distinguished as Volmer (26.11), Heyrovsky (26.13) and Tafel (26.14) reac-

tions. If the hydrogen adsorption energy is smaller than the energy released in the Tafel or

Heyrovsky reactions, and if the activation barrier for one of these processes is low enough, then the
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recombination of Had takes place and molecular hydrogen evolves by chemical or electrochemical

processes, respectively. If not, the adsorbed hydrogen can further diffuse in the bulk of the carbon

host occupying sites with higher adsorption energy; this process is strongly dependent on the sizes

and shapes of the pores.

During the oxidation step, the above reactions run in opposite directions. When during charg-

ing the value of the cutoff potential is below �0.8V vs. Hg/HgO, the hydrogen oxidation is well

observed on the anodic part of the voltammetry characteristics. The positive current due to hydro-

gen oxidation increases with the decrease of potential cutoff and a more and more pronounced

hump shifts towards more positive values of potential. When the negative potential cutoff reaches

�2V vs. Hg/HgO, the hump is located close to 0V vs. Hg/HgO, i.e., �0.052V vs. NHE. The lat-

ter value is very high compared with the equilibrium potential for reaction (26.11) in 3mol/L KOH,

i.e., �0.856V vs. NHE. This high over-voltage required for hydrogen oxidation is a clear proof that

hydrogen stored at very negative values of potential is strongly trapped in the porous carbon bulk.

The high difference of positive and negative currents measured at 0V vs. Hg/HgO indicates that a

part of hydrogen remains irreversibly trapped in the carbon material. The dangling bonds present at

the edge of the graphene layers may be responsible for trapping hydrogen more energetically than

it can be the case for classical physisorption [83].

26.3.2.2 Mechanism in Aqueous H2SO4 Medium

In sulfuric acid, H3O
� is the available proton source for the initial charge transfer step according to

H3O
�

�e� � H�H2O (26.16)

The theoretical value of the equilibrium potential for reaction (26.16) in 3mol/L H2SO4 is 0.046V vs.

NHE, i.e., �0.566V vs. Hg/Hg2SO4. Figure 26.15 presents the voltammetry characteristics of AC in

H2SO4 with a stepwise shift (100mV) of negative potential cutoff from �0.5 to �1.8V vs. Hg/Hg2SO4.

During the first cycle, the solvated H3O
� ions are accumulated in the electrical double layer during the

cathodic sweep, and the anodic one corresponds to their repulsion. In Figure 26.15, one can see that the

faradaic reaction according to (26.16) proceeds at more negative values than �0.6V vs. Hg/Hg2SO4. It

is noteworthy that the voltammetry response differs significantly from the alkali medium. The inter-

mediate region where hydrogen adsorption takes place during the cathodic polarization is almost

absent, and di-hydrogen evolution starts almost immediately after the region of pure capacitance behav-

ior. It is clear that the Tafel recombination (Equation [26.14]) determines the process, i.e., is quicker

than hydrogen diffusion and incorporation into the bulk of AC. Owing to this phenomenon, the oxida-

tion current is lower in 3mol/L H2SO4 (Figure 26.15) than in 3mol/L KOH (Figure 26.14), which

means 30mA against 60mA for equivalent masses of AC. Moreover, in contrast to the KOH medium,

the oxidation hump locates at a constant position, ca. �0.2V vs. Hg/Hg2SO4, i.e., �0.4V vs. NHE. The

latter value is only slightly higher than the equilibrium potential in 3mol/L H2SO4 medium. In acidic

medium, the hydrogen evolution as well as its oxidation proceed more easily, i.e., with a smaller polar-

ization than in the KOH medium, because the protons are directly available in the electrode/electrolyte

interface for the redox process. In conclusion, hydrogen is mainly trapped in a state close to physisorp-

tion when electrodecomposition is performed in aqueous H2SO4 medium.

26.3.2.3 Comparison of Galvanostatic Charge/Discharge in Acidic and Basic Media

The amount of hydrogen stored reversibly in both alkaline and acidic electrolytes is estimated quan-

titatively by galvanostatic charge/discharge (Figure 26.16). The hydrogen insertion into AC pro-

ceeds spontaneously during the decomposition of the electrolytic solution using a current load of

�500mA/g. After saturation of the samples using a charge excess, the system is allowed to relax

for 1/2 to 1h, and the amount of hydrogen reversibly stored in the AC is determined by measuring

the time of galvanostatic discharge at a current load of 25mA/g. Taking into account the Faraday

law, 1wt% of hydrogen corresponds to a charge of 270mAh/g.
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Considering the values of equilibrium potentials, a significant over-voltage η for di-hydrogen

evolution is observed in basic and in acidic medium, i.e., 0.55 and 0.32V, respectively. It confirms

the previous observations from potentiodynamic investigations that hydrogen adsorption is favored

in alkaline medium. The well-defined potential plateau at �0.55V vs. NHE on the discharge curve

in 3mol/L KOH is a typical proof of hydrogen electro-desorption from the material. By contrast, in

3mol/L H2SO4 there is almost a monotonic increase in potential with time, which demonstrates a

lack of distinct energy sites in this medium (Figure 26.16). Hence, both potentiodynamic and gal-

vanostatic experiments confirm that the storage conditions are better in KOH than in H2SO4, and that

charging of the electrical double layer is the main contribution to charge storage in acidic medium.

Under appropriate conditions, the reversible capacity of AC in 6mol/L KOH can reach 480

mAh/g [77], i.e., 1.8wt%, which is quite interesting for battery application by comparison with

metallic hydrides [64]. Moreover, this value is much better than that found when di-hydrogen is

adsorbed in the same material under a pressure of 70bar at 273K, e.g., 0.4wt% [75]. Such a dif-

ference between the two techniques is easily explained by an estimation of the local pressure dur-

ing a galvanostatic charge. Activated carbon is first submitted to a prolonged galvanostatic charge

in 6 mol/L KOH, and then the system is allowed to relax for 1h before measuring the open circuit

voltage (OCV). From the value of OCV, a local hydrogen pressure of 1.3 � 102 MPa is estimated

by the application of the Nernst equation to reaction (26.11) [77]. This high value of pressure, which

cannot be easily reached with conventional systems in the gas phase, justifies the better efficiency

of the electrochemical process for hydrogen storage [75].

26.3.2.4 Relation between the Reversible Hydrogen Storage Capacity and the

Nanotextural Characteristics of Porous Carbons

Taking into account that the part of hydrogen that can be reversibly recovered is in a state close to

physisorption, the adsorption capacity should be influenced by the porous nanotexture of the car-

bon material. Therefore, in order to find the possible directions of optimization, some correlations

were tentatively established with the nanotextural parameters of carbons.

The electrochemical storage capacity of various nanostructured carbons, including high-surface

area graphites, ACs, SWNTs, and MWNTs, seems to slightly correlate with the BET specific sur-

face area [72,84]. From the slope of the capacity vs. surface area plot (Figure 26.17), an uptake of
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1.5wt% for 1000m2/g is estimated. However, Figure 26.17 shows clearly that it is only a trend, sev-

eral points being quite out of linearity. A similar tendency vs. SBET has been found under di-hydro-

gen pressures up to 12.5MPa at room temperature, but most of the experimental points are quite

scarce and the linear relationship is not so obvious [78]. The hydrogen adsorption under higher

pressures of 10 and 70MPa at room temperature was also tentatively correlated with the micro-pore

volume measured by nitrogen adsorption at 77K, showing a trend to proportionality, but for some

carbons the values are quite out of the proposed correlation [79].

Although authors often propose a correlation of the electrochemical properties of nanoporous car-

bons with their BET area, this parameter does not take into account that in most cases only  micropores

with an appropriate size are efficient. Moreover, the total capacity, which is measured by galvanostatic

cycling, includes also the capacity due to the charging of the double layer, which should be subtracted to

get values typical of hydrogen uptake. The surface functionality may play an additional role in shifting

the electrochemical behavior from a tight correlation with any nanotextural parameter. Recently, a sig-

nificant effort has been undertaken to depict ideal nanotextured carbons for hydrogen storage.

Experimental or theoretical studies have shown that the presence of ultramicropores, i.e., smaller than

0.7nm [81], determines the hydrogen adsorption capacity. However, some discrepancy exists between

the theoretical results regarding the optimal pore size for hydrogen adsorption. From Reference [82], the

optimum pore size is close to 0.35nm, which corresponds to a monolayer of adsorbed hydrogen; whereas

Reference [85] indicates a size of 0.56nm that is compatible with two layers of adsorbed hydrogen. The

theoretical information obtained in Reference [85] seems to agree with the experimental results obtained

either by nitrogen [79] or by CO2 adsorption [80] on activated carbons.

Hence, a strict control of the pore size is strongly required if one wants to optimize the electro-

chemical hydrogen storage process. Additionally, as already explained above in the case of superca-

pacitors, besides the micropores, the presence of mesopores may be very useful to facilitate the

diffusion of ions to the pores where they will be adsorbed and subsequently reduced. Unfortunately,

most of the commercially available carbon adsorbents display a wide pore-size distribution and their

adjustment to required values is not easy. Therefore, the reversible hydrogen capacity has been deter-

mined for a series of template carbons and correlated with the volume of ultramicropores measured

by CO2 adsorption at 273K [33]. The tendency for the amount of hydrogen stored to increase with

the total surface area is confirmed, but without any proportionality, in agreement with previous works

carried out on CNTs or high surface area graphites [78]. By contrast, if the amount of hydrogen

reversibly stored is plotted vs. V(CO2), a perfect linear relationship is observed (Figure 26.18),

732 Nanomaterials Handbook

2.0

1.5

1.0

0.5

0.0

0 500 1000 1500 2000

Surface area (m2g−1)

H
/(

H
+

C
) 

(m
a
s
s
%

)

FIGURE 26.17 Desorbed amount of hydrogen vs. the BET specific surface area for carbon nanotubes and

high surface area graphite samples. (From Züttel, A. et al., Int. J. Hydrogen Energy, 27, 203, 2002.)

Copyright 2006 by Taylor & Francis Group, LLC



confirming the theoretical predictions that hydrogen adsorption is strongly related to the presence of

ultramicropores [33]. Taking into account that such a perfect correlation with the ultramicropore vol-

ume is not so well observed for all kinds of porous carbons [86], it is obvious once more that the

electrochemical performance for hydrogen storage is strongly controlled by the presence of meso-

pores connected to the micropores. The mesopores are essential to “feed” the micropores with ions

or water molecules, which will be further reduced giving hydrogen the ability to be fixed in the

ultramicropores.

26.4 CONCLUSIONS AND PERSPECTIVES 

This chapter shows that all the electrochemical parameters related with capacitance properties and

hydrogen storage are strongly correlated with nanotexture and surface functionality of carbons. In

most of the literature reports, the effect of surface functionality is neglected, considering rather nan-

otextured carbons as hosts with inert pores, whose properties would be only dependent on pore vol-

ume development. The surface groups not only affect the wettability of porous carbons and their

redox properties, but also the cycling performance. Therefore, for future developments, they should

be taken more into account and strategies should be developed to efficiently control their nature and

amount. Electrochemical grafting of carbon surfaces with well-defined functions would be certainly

an adapted technique to reach such objectives.

The most used materials for electrochemical double-layer capacitors are ACs, because they are

commercially available and cheap, and they can be produced with large specific surface area.

However, many pores are not useful because they cannot be reached by ions. Therefore, the objective

is not to develop high surface area carbons, but porous carbons with micropores of small size, which

are perfectly connected to a framework of mesopores. A fundamental study establishing the respec-

tive sizes of pores and ions to reach optimal capacitance performance would be very useful. Also, it

should not be neglected that an asymmetric construction where the pores of the positive and negative

electrodes are adapted to the size of the ions to be trapped is preferable to a symmetric cell. Finally,

as far as the energy density is concerned, the voltage window must be extended as much as possible.

Substitutional heteroatoms in the carbon network might be profitable in shifting the operating poten-

tial range of each electrode, leading to a possible voltage increase without electrolyte decomposition.

One of the drawbacks of porous carbons is the poor volumetric capacity that can be reached with

these materials. Carbons obtained by one-step pyrolysis of organic precursors are very interesting,
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because they present a higher density than the ACs. In this case, the lack of porosity available for

charging the electrical double layer must be compensated by pseudofaradaic properties. For this

objective, the pyrolysis of nitrogen carriers seems to be very promising.

Another important use of carbon materials for supercapacitors and more generally for energy

storage systems, is their presence as electrode component for improving both the electrical con-

ductivity and mechanical properties. In this sense, CNTs are more efficient than carbon black,

because they form a three-dimensional and interconnected framework on which the active material

can be deposited. In this chapter, extremely interesting properties of composites incorporating nan-

otubes and an active material, such as electrically conducting polymers or a-MnO2, have been

shown. Taking into account that noticeable improvements cannot be expected with ACs, the nan-

otube-based composites probably represent an important breakthrough. It will be nevertheless nec-

essary to have the ability to ensure their homogeneous dispersion in the composite materials in

order to enhance their efficiency.

In the case of electrochemical hydrogen storage, knowledge is still in the state of seeking. During

the last few years, the scientific aspect has been poorly considered, with many authors wishing to

demonstrate the exceptional properties of CNTs, without any fundamental background that could

justify the choice of this material. All the serious studies published in the last 3 to 4 years agree that

the hydrogen uptake with nanotubes is less than 0.5wt%, irrespective of the experimental conditions.

Activated carbons, as cheap and versatile materials, offer definitely better performance and promises.

Independent studies, in gas phase or by water decomposition, demonstrate that ultramicropores

(�0.7nm) are essential in this process. Further work should focus on designing carbon materials

with a highly developed porosity in this range of size. Other probe molecules, such as CF4, SF6,

should also be used to analyze more correctly the pore sizes. Finally, an important aspect would be

to determine to which extent the pore shape affects the hydrogen adsorption properties. Presently,

this is probably the most difficult task, because of the lack of an available technique for this kind of

analysis. Nevertheless, without any optimization, carbon materials already demonstrate better gravi-

metric capacity than metallic alloys during the electrodecomposition of alkaline solutions; therefore

they should be more extensively investigated as electrode materials for hydrogen storage.
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ABSTRACT

This chapter reviews low-dimensional thermoelectricity in terms of the enhancement to the thermo-

electric performance of materials in the form of quantum wells, quantum wires, or quantum dots, rel-

ative to their bulk counterparts. The nanometer-scale size effects on the thermopower, electrical, and

thermal conductivity are discussed, and the ability of nanostructures to provide independent control

of these variables is emphasized. Large-scale implementation of these concepts is also considered.

27.1 INTRODUCTION

The thermoelectric and thermomagnetic properties of materials are fundamental transport proper-

ties. Thermoelectric phenomena also have practical applications in energy conversion.

Thermoelectric materials can generate electrical power from heat, and use electricity to function as

heat pumps, thereby providing active cooling or heating. The working fluid in these energy

converters consists of conduction electrons.

The classical aspects of this subject have a long and distinguished history. Since the discovery

of the thermoelectric effects in the 1823–1836 period by Seebeck, Peltier, and Lenz, the field has

Copyright 2006 by Taylor & Francis Group, LLC



grown in spurts, benefiting from scientific breakthroughs over the centuries. The first period of

rapid growth, in the years 1851–1887, resulted from the development of thermodynamics, leading

to major new contributions to the field by Lord Kelvin, Boltzmann, and Nernst. Interest in the irre-

versible thermodynamic aspects of thermoelectric phenomena continued [1], but the applications

were limited to thermocouple thermometry. The second growth spurt occurred in the period

1947–1960 when Telkes [2], Ioffe [3,4] and Goldsmid [5] applied the newly developed knowledge

of transport in semiconductors to the problem. The technology developed at that time still domi-

nates today [6], except for progress made in skutterudite materials [7–9]. We can hope that recent

strides in nanotechnologies will lead to the third period of rapid growth in this field. In this context,

it was recognized [10,11] in the 1990s that low-dimensional systems should result in materials with

much better thermoelectric efficiencies than their bulk counterpart materials, through low-dimen-

sional effects on both charge carriers and lattice waves. Such improvements in thermoelectric prop-

erties have been experimentally demonstrated on Bi2Te3/Sb2Te3 superlattices [12] and on

PbTe/PbSeTe and PbSnTe/PbSnSeTe quantum dot superlattices [13] in the early 2000.

The basic material property governing the efficiency of thermoelectric generators, and the coef-

ficient of performance of thermoelectric heat pumps, is the thermoelectric figure of merit [5]:

Z � S2σ /κ (27.1)

where S is the Seebeck coefficient, also called the thermoelectric power, σ the electrical conductiv-

ity and κ the thermal conductivity. Z is usually multiplied by the average temperature T to yield a

number ZT, which is the dimensionless thermoelectric figure of merit. Conventional thermoelectric

materials have been limited to ZT � 1 at T � 300 K; the new nanoscale materials have reached 

ZT � 2 at 300 K [13], and even ZT � 3 at 450 K [14] (see Section 27.5.2). This is significant as the

value of ZT � 2 is the threshold [15] at which one can envision large-scale applications of thermo-

electricity with performances comparable to those of conventional mechanical machines.

The three ingredients in the figure of merit, S, σ, and κ are interdependent, and this impedes the

optimization of Z in conventional three-dimensional (3-D) systems. Indeed, most thermoelectric

materials are semiconductors in which κ is in large part due to lattice conduction, with acoustic

phonons as the dominant carriers. It is therefore usual to dissociate Z into a power factor S2σ, dom-

inated by charge carriers, and a thermal conductivity κ, dominated by phonons. The higher the den-

sity of electrons, the higher σ, but the lower S. Longer electron mean free paths will improve σ
without detriment to S, but they usually also imply longer phonon mean free paths, and thus an

increase in κ. Herein lies the advantage of being able to think in terms of the nanometer scale: the

dimensionality of the system adds a new design parameter that can lift the interdependence between

the transport coefficients. The resulting gain in ZT low-dimensional thermoelectricity comes

through a combination of two mechanisms:

1. A reduction in the lattice thermal conductivity due to the scattering [12,16], or to the

refraction [17] of phonons at the physical boundaries of the nanoscale structure.

2. An increase in the power factor S2σ, or at least the avoidance of a decrease in S2σ with

the decrease in κ, through size quantization [10,11] or through energy filtering [18,19]

of the electrons.

It is convenient to view the problem of low-dimensional thermoelectricity in terms of the different

length scales that enter the transport equations, and to compare these with the characteristic sample

dimension or size d. Firstly, in the regime of diffusive transport, the electrical conductivity and the lat-

tice thermal conductivity are typically dominated by the electron and the phonon mean free paths, le and

lφ, respectively, both of the order of tens to hundreds of nanometers. Since it is beneficial to increase the

electrical conductivity and to decrease the thermal conductivity, one would want to work with samples

with critical dimensions d so that d may influence lφ but affect le much less. It was realized 
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earlier [4] in the example of the PbSexTe1�x alloy system that alloy scattering can induce a strong

decrease in lφ, accompanied by only a moderate decrease in le, and thus in the electrical conductivity,

although this sets a condition on the system: le� lφ. In low-dimensional systems, an eventual decrease

in le can be compensated by an increase in the Seebeck coefficient that results from size quantization

[10,11]. For this to work, the system must be sufficiently free of disorder so that the band structure

model holds. The density of electronic states is then a strong function of the dimensionality of the sys-

tem, as can be seen in Figure 27.1. As we will show later, S is a function of the energy derivative of

the density of states, and is thus enhanced when the latter is a sharply peaked function of energy, as is

the case for lower dimensional crystals in Figure 27.1. Size quantization occurs when the size d

becomes smaller or comparable to the electron wavelength λ. However, disorder in the solid broadens

the peaks shown in the lower dimensional 0-D and 1-D systems in Figure 27.1. The smaller the diam-

eter of a quantum wire, the higher the likelihood that one defect will localize the electron wave func-

tion to one section of the wire, impeding transport. The band structure picture then no longer holds

and the conduction becomes dominated by localization effects, characterized by the phase coherence

length Lp of the electrons in the system. Localization effects are typically identified by magnetoresis-

tance measurements, in which Lp is compared with the sample dimension d and also to the magnetic

length l
H
� h�- /�2e�H�, which represents the spatial extent of the wave function on a Landau level. Since

Lp is of the order of d only at low temperatures, localization effects are not encountered at room tem-

perature in high-quality thermoelectric materials with d � 5 nm.

In this review, we start by outlining a few of the basic transport equations in 3-, 2-, and 1-dimen-

sions, and show how low dimensionality can improve ZT. We then review the thermoelectric (TE)

properties in quantum wells (2-D systems), in Bi and Bi1–xSbx quantum wires (1-D systems), and in

nearly 0-D systems, such as segmented quantum wires, quantum dot superlattices, and quantum

dots between quantum point contacts. We conclude by suggesting that the technological future for

thermoelectric energy conversion devices lies in “bulk” low-dimensional systems: indeed, the

nanostructures that have experimentally demonstrated the considerable increases in ZT that make

the whole endeavor worthwhile are difficult to manufacture, and provide only a proof of principle.

For the field of low-dimensional thermoelectricity to make economic sense, one must be able to

produce kilograms or even tons of thermoelectric nanomaterials, which therefore must self-assemble.

Several approaches have already yielded encouraging preliminary results: for instance, an increase

in Seebeck coefficient is observed in sintered PbTe samples made of nanometer-sized grains [19]

as well as in CoSb3/fullerene composites [20]. We cite in this context a recent report on bulk

AgSbPbTe alloys [21]; these materials exhibit a high-temperature performance of ZT � 2, and the

0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5

E (eV) E (eV) E (eV) E (eV)
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g
(E

)

FIGURE 27.1 Electronic density of states g(E) as a function of carrier energy E, for semiconductors of dif-

ferent dimensionality: (a) a bulk three-dimensional (3-D) crystal; (b) a 2-D crystal, or quntum well; (c) a 1-D

crystal or quantum wire; (4) a 0-D crystal or quantum dot (see Table 27.1).
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alloys contain nanometer-sized inclusions, although the precise role of these inclusions is not clear

at present.

27.2 PHENOMENOLOGICAL THEORY FOR TRANSPORT IN DIFFERENT
DIMENSIONALITIES

The first concepts related to low-dimensional thermoelectricity were introduced in the early 1990s

in terms of theoretical predictions for enhanced thermoelectric performance in 2-D quantum well

superlattices [10] and 1-D quantum wire systems [11] based on very elementary models. We start

by reviewing the factors that affect Z.

The thermal conductivity is the sum of two terms [22], the lattice thermal conductivity κL and

the electronic thermal conductivity κE:

κ � κL�κE (27.2)

The lattice thermal conductivity is mostly due to the propagation of acoustic phonons in the solid,

and can be described by the classical theory of transport in diffusive regimes:

κL � Cννslφ (27.3)

where Cv is the specific heat per unit volume, νs is the sound velocity, and lφ is the phonon mean

free path. The dominant mechanism through which low-dimensional systems limit κL is by limiting

lφ � d.

The electronic thermal conductivity is related to the electrical conductivity by the

Wiedemann–Franz law [22]:

κΕ � LσT (27.4)

where L is the Lorenz number, a relatively complex transport parameter, but which we can approx-

imate by its free electron value L0 � (π2/3)(κB/e) when the charge carriers undergo only elastic col-

lisions.

The electrical conductivity of a degenerate semiconductor is given by [22]

σ � neµ (27.5)

where n is the density of charge carriers, each with charge e, and a mobility µ. The mobility is, in

turn, related to the carrier’s drift velocity per unit of electric field [22], and is therefore related to

the electron mean free path le. Most thermoelectric materials are degenerately doped semiconduc-

tors, for which

le � νFτ � νFµm∗/e (27.6)

where vF is the carrier Fermi velocity, τ the relaxation time and m* the carrier effective mass.

The Mott [23] relation gives the Seebeck coefficient, irrespective of the transport mechanism,

as a function of the energy-dependent electrical conductivity σ (E) of the charge carriers of energy E:

S � �∞

0

σ (Ε ) � �� �dΕ (27.7)

where f0 is the Fermi distribution function, with Fermi energy EF. Equation (27.5) holds at each

energy level E, and σ (E) � n(E)eµ (E), where n(E) is the density of electrons at any given level E,

∂ f0
�∂Ε

Ε − ΕF
�κBT

kΒ
�

e

742 Nanomaterials Handbook

Copyright 2006 by Taylor & Francis Group, LLC



namely the density of states times the occupation probability. For degenerate semiconductors,

Equation (27.7) simplifies to

S � � �E�E
F

(27.8)

The electrical conductivity σ is given by

σ ��∞

0

σ (E) �� �dΕ (27.9)

and, for degenerate semiconductors, σ � σ (EF). When the density of states is a rapidly varying

function of E, such as is the case for 1-D and 0-D systems in Figure 27.1, Equation (27.8) implies

that the Seebeck coefficient is much enhanced. This is one of the mechanisms through which low-

dimensionality can preserve, or indeed enhance, the power factor.

Only the diffusion thermoelectric transport is considered in this review, ignoring such low-tem-

perature effects as phonon drag. Strictly speaking, there is no diffusive transport in 0-D systems as

there is no free electron wave vector, but the Mott relation holds irrespective of the transport mech-

anism. The early Hicks and Dresselhaus [10,11] theory for the diffusive transport in low-dimen-

sional solids assumes for simplicity that the dispersion relation is parabolic, that the Fermi surfaces

are ellipsoidal, and that acoustic phonon scattering dominates the scattering of electrons. While the

detailed models that were developed later to describe actual low-dimensional systems are usually

made using numeric simulations, we will derive here simple algebraic formulae to illustrate how the

use of low dimensions gives rise to an increase in ZT.

In a 3-D bulk system, the process to determine the optimum ZT of a material has been known

since the advent of semiconductor thermoelectric materials systems [5]. The dispersion relation for

a single-carrier pocket is assumed to be

E � � � (27.10)

where the propagation vectors are k x, k y, and k z along the three principal axes x, y, and z of the crys-

tal. The effective mass tensor is diagonal and consists of components m∗
x, m∗

y, and m∗
z. The density

of states is given as a function of carrier energy E, in Table 27.1: it follows a E1/2 law for a 

3-D system, as represented in Figure 27.1. Hicks and Dresselhaus [10] further derive equations for

the transport integrals following the classical theory, and derive analytic expressions for σ, S, and

κE also given in Table 27.l. In these integrals, the relaxation time τ and the mobility µ, which are

related as shown in Equation (27.6), are taken to be along the direction x of the flow of charge and

heat current. The transport properties are given as a function of integrals over the electron popula-

tion, which are Fermi integrals defined as

Fn � �∞

0

dx (27.11)

where x and xF are the energy and the Fermi energy of the carriers, normalized to the thermal energy,

x � E/(kBT). In Figure 27.2, we show as full lines the values of σ, S, and κE at 300 K for a hypo-

thetical 3-D solid as a function of the Fermi energy. The value of EF � 0 corresponds to a Fermi

energy aligned with the band edge. We assumed, when calculating Figure 27.2, values of the masses

and mobilities somewhat similar to those of the classical bulk Bi2Te3 material that is most commonly

in practical use today, but projected onto an isotropic solid with m∗
x

� m∗
y

� m∗
z

� 0.1 m0, where m0

is the free electron mass. We also assume that µ � 1200 cm2/Vsec and thus τ � 6.8 � 10–13 sec. As

xn

��
exp(x – xF)�1

h- 2k 2
z

�
2m∗

z

h- 2k 2
y

�
2m∗

y

h- 2k 2
x

�
2m∗

x

∂ f0
�∂Ε

d[ln(σ (Ε))]
��

dE

k 2
BT

�
3

π 2

�
3
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the Fermi energy is increased, the Seebeck coefficient decreases, while σ and κE increase. Since the

total thermal conductivity is given by Equation (27.2), these two conductivities do not cancel each

other out in ZT, and the figure of merit itself, shown in the bottom frame of Figure 27.2, exhibits a

maximum when plotted as a function of EF. The doping level of the thermoelectric material must be

optimized in such a way that the Fermi level aligns with this maximum, and this, in turn, depends on

the exact value of the lattice thermal conductivity. In this plot, we assumed a constant κL � 1.5 W/m

K, again compatible with conventional thermoelectric materials. With these assumptions, we see in

Figure 27.2, that it is possible to achieve about ZT � 1 in this 3-D material.

The 2-D structure that Hicks and Dresselhaus [10] consider next is a slab of the same semi-

conductor material of thickness d, where x and y are the in-plane dimensions and z denotes the

quantum confined direction. When d is smaller than the de Broglie wavelength of the electron along

z in the equivalent 3-D case, the finite dimensions of the sample are modeled by the existence of

two infinite potential walls that confine the electron in a quantum well along z, while leaving the

electron unconstrained along x and y. The resulting dispersion relation is:

E� � �Ei (27.12)

where Ei are the quantum sublevels given by (i � 1, 2, ...)

Ei � i (27.13)
h- 2π 2

z
�
2m∗

zd
2

h- 2k 2
y

�
2m∗

y

h- 2k 2
x

�
2m∗

x
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TABLE 27.1 

The Density of Statesa and Transport Integralsb in 3-D, 2-D, and 1-D Systems for Transport

along the x Direction

3-D System Bulk 2-D System Quantum Well 1-D System Quantum Wire

g(E)

0 for E < 0 0 for E � Ei 0 for E � Ei,j

; E � 0 ; Ε � Εi ; E � Ei, j

σ F1/2eµ F0eµ F
�1/2eµ 

S � � � � � � � � �

κE

�� – � ��3F2
– � �� – �

a The density of states for 1-D and 2-D systems are a sum of the density of states contributions given in this table for each

subband (see Figure 27.1). 

b Transport integrals are expressed in terms of the Fermi integral defined in Equation (27.11).
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The density of states in 2-D is a series of steps, given in Table 27.1 and represented in Figure

27.1. The resulting transport integrals, assuming that only the lowest sublevel Ei is occupied, are

again in Table 27.1 and shown in Figure 27.2 as lines with long dashes, assuming that d is smaller

than the de Broglie wavelength in the z direction. We also show in Figure 27.2 the position of the

sublevel Ei (i � 1). The procedure to find the optimum Fermi energy is the same as in the 3-D case,

and we used the same value of κL � 1–5 W/m K. The best ZT is achieved when the Fermi level is

near Ei. The maximum value of ZT that can be achieved in this 2-D system is ZT � 2.

Moving on to the 1-D system, Hicks and Dresselhaus [11] consider a square wire of the same

semiconductor material of cross-section d � d, in the y and z directions, leaving the carrier motion

free along the x direction. Once again, d is smaller than the de Broglie wavelength of the electron
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FIGURE 27.2 The transport properties for 3-D (full line), 2-D (long dashes), and 1-D (short dashes) solids

as a function of the Fermi energy. The calculations are made at 300 K, and assume an isotropic Fermi surface

with m∗
� 0.1m0. The thickness of the quantum well and the diameter of the quantum wire are d � 3 nm. The

value of the first size-quantized subband edge, Ei for 2-D systems and Ei, j for a 1-D system, are shown. The

Fermi energy in each system has to be chosen by doping to maximize the value of ZT, and the location is dif-

ferent for the different dimensionalities. For the calcualtions of ZT, a constant κL � 1.5 W/m K was used. The

maximum achievable ZT is improved as the dimensionality of the system is decreased.
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along the z and y direction in the equivalent 3-D case, and the finite dimensions of the sample are

modeled by the existence of infinite potential walls that confine the electron in a quantum well

along z and y, while leaving the electron unconstrained along x. The structure is a “quantum wire,”

with a dispersion relation given by

E � �Ei,j (27.14)

where Ei, j are the quantum sublevels given by (i, j � 1, 2, ...)

Ei, j�
i � j (27.15)

The density of states is a series of discontinuities, given in Table 27.1 and represented in Figure

27.1. The resulting transport integrals, assuming that only the lowest sublevel Ei, j is occupied, are

again in Table 27.1 and shown in Figure 27.2 as lines with short dashes, for d � 3 nm. Once again

following the same procedure to find the optimum Fermi energy, we observe that the maximum

value of ZT that can be achieved in this 1-D system is now almost 4. This is the effect of only the

size quantization of the electrons, and comes on top of eventual reductions in lattice thermal con-

ductivity which further increases ZT.

The energy levels of a perfect 0-D system, a quantum dot, are given by a set of three discrete

quantum numbers. The density of states at 0-K of a perfect quantum dot is, as can be seen in Figure

27.1, a delta function, and thus one expects an extremely large Seebeck coefficient. However, since

there is no free k vector, there is no transport of heat or charge. Connecting a quantum dot with

effective electrical contacts perturbs the energy levels of the dot to the extent that the system is only

quasi-zero-dimensional. The thermoelectric properties of quantum dots have been measured in sev-

eral specific geometries, which we will review in the experimental section. In general, it can be

stated that the Seebeck coefficient of these systems is related to the conductivity by the Mott rela-

tion, or, for nondegenerate systems, by Equation (27.7).

The above calculations do assume that the scattering rate is independent of dimension or sam-

ple size. Broido and Reinecke [24,25] did reconsider this hypothesis and suggest that the power fac-

tor is negatively affected when the carriers are confined to a 2-D structure due to an enhancement

of the electron–phonon scattering rates. While this leads to a lesser improvement of the power fac-

tor in quantum well structures, quantum wires are still expected by these authors to be particularly

attractive for thermoelectric applications.

Conversely, the argument can be made that in lower dimensional systems, there are fewer states

that an electron can scatter into so that the mobility and the power factor could also possibly improve.

27.3 TWO-DIMENSIONAL THERMOELECTRIC MATERIALS: 
QUANTUM WELLS

One of the first reports of a material with ZT � 2 [12] was published on Bi2Te3/Sb2Te3 superlattices.

The films were rather thin, so that the measurements of ZT were taken using a set of samples with

different thicknesses, and then extrapolated to infinite thickness. The results are thus indirect. In

these superlattices, the claimed increase in ZT comes from a strong decrease in κL. Comparing ran-

dom Bi2�xSbxTe3 (x � 0.5) alloys with κL� 0.49 W/m K in the direction parallel to the c-axis to the

value κL � 0.22 W/m K for a Bi2Te3/Sb2Te3 superlattice with 1 nm/5 nm layer thicknesses grown

along the same direction, one observes a decrease of κL by a factor of 2.2. The decrease in thermal

conductivity has been confirmed for Bi2Te3/Bi2(SexTe1_x)3 superlattices [26,27].

Lead salt films have been extensively studied in this context by numerous groups [28–31]. The

decrease in thermal conductivity has been well documented, for instance for PbTe/PbSe0.2Te0.8

h- 2π 2
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superlattices. Experimental proof of principle for the predictions of enhanced of ZT by a combina-

tion of thermal conductivity reduction and an enhancement of the power factor by quantum confine-

ment effects was demonstrated in the PbTe/Pb0.93Eu0.07Te quantum well system [31,32], and this

work stirred interest in low-dimensional thermoelectric systems as a fruitful direction for new ther-

moelectric materials research. Figure 27.3(a) shows the structure (a) of a 2 nm/20 nm

PbTe/Pb0.93Eu0.07Te multiple quantum well, and Figure 27.3(b) shows as dots the in-plane Seebeck

coefficient measured on the multiple quantum well as a function of doping density for p-type mate-

rials. The values of S for similarly doped bulk PbTe are also shown. The resulting power factor is

shown again as a function of doping level in Figure 27.3(c). Both the bulk and the 2-D structures

have a maximum, consistent with the simple theory in Figure 27.2. The maximum S2σ value

achieved for quantum wells is four times higher than that for bulk and is shifted to higher doping lev-

els; the measured values of the power factor are in good agreement with model calculations [34].

Using a value for lattice thermal conductivity of 2 W/m K for the wells alone, and ignoring the influ-

ence of the PbEuTe barrier layers, these values correspond to room temperature ZT values of 1.5 for

p-type material (a ZT value of 1.2 was obtained for n-type material). Similar, although somewhat dif-

ferent results were reproduced by the Fraunhofer group for PbTe/PbSrTe [35] and PbTe/PbSeTe

[26–28] quantum well structures. They too have a power factor that increases for well structures

below 3 to 5 nm due to a strong increase in S, but the power factor of their quantum wells does not

exceed that of their bulk material because the narrower wells have a reduced electron mobility. The

ZT values reported for their PbTe/PbSrTe quantum wells are, in one case, in excess of 1, but this case

is ascribed to a reduction of the lattice thermal conductivity to about 0.30 W/m K.

The subsequent development in the field of lead salt quantum structures focuses on quantum

dot superlattices, which will be treated in Section 27.5.2.

Historically, the first thin-film materials on which size quantization effects were observed were

bismuth thin films [36]. At 4.2 K and even at 77 K, Ogrin et al. [36] observed an oscillatory behav-

ior of the resistivity and Hall coefficients of these films when these quantities were plotted as a

function of film thickness. The authors modeled this behavior by the presence of size-quantized

energy levels which modulate the density of states much like Landau levels do in Shubnikov–de

Haas measurements. These results were repeated and extended to thermoelectric properties by

Rogacheva et al. [37] recently; they observed an oscillatory behavior up to room temperature.

In the 2-D structures described so far, only the quantum wells were achive and the barrier mate-

rial was not electrically conducting. Attempts to use both wells and barriers are labeled “carrier

pocket engineering.” It was for the GaAs/AlAs system that the concept of carrier pocket engineering

[39] was first developed. In this system, the whole GaAs/AlAs superlattice sample contributes to

enhancing ZT. In the GaAs regions, the zone center carrier pockets contribute to transport and ther-

moelectricity, with the AlAs regions forming the energy barriers and thereby giving rise to quantum

confinement transport conditions. However, in the AlAs regions of the sample, the X point carriers

would also be contributing to the Seebeck coefficient and to thermoelectricity. Another prototype

thermoelectric 2-D quantum well system was demonstrated in the Si–Ge superlattice system [38].

27.4 ONE-DIMENSIONAL THERMOELECTRIC MATERIALS: 
QUANTUM WIRES

The literature on 1-D thermoelectric materials is dominated by bismuth because it is an attractive

material for low-dimensional effects in general and because it can be successfully fabricated in the

form of a quantum wire. Bismuth has a band structure with multiple carrier pockets, comprising three

electron and one hole pockets per unit cell. Carrier mobilities are very high. In bulk, Bi is a semimetal,

with an energy overlap between the electron and hole extrema of about 38 meV. The electron and hole

Fermi surfaces of bulk Bi and their locations within the Brillouin zone are shown as an inset in Figure

27.4(a). Having opposite signs, the electron and hole thermopowers partially compensate each other,
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so that the total thermopower is too low for bulk Bi to be useful as a thermoelectric. It was 

recognized early on [40] that if one could somehow suppress the holes, n-type Bi would have a ZT

value as high as 1.7 at 300 K. The smallness of the electron effective masses results in very high size-

quantization energies (see Equations (27.13) and (25.15)) so that the separation between the quantum

sublevels exceeds the thermal energy kBT at room temperature for wires of diameters in tens of
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in bulk p-type PbTe doped with Na or Tl. (c) The resulting power factor S2σ vs. hole density shows a strong

enhancement over the power factor of bulk PbTe in the high carrier concentration regime. S and σ are measured

in the plane of the superlattice. (After Harman, T.C., et al., United States Patent No. 6452206 B1, 2002.)
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nanometers. More importantly, it was predicted [41] that by introducing quantum confinement and

going to systems of smaller size, nanowires of the semimetal Bi could undergo a transition to a 

semiconductor as the lowest conduction subband edge crossed the highest valence subband edge, as

shown in Figure 27.4(b) [42]. In this way, semimetals such as bismuth, which are not good thermo-

electric materials in bulk form, become attractive low-dimensional thermoelectric materials.

Detailed numerical band structure calculations [33] on bismuth nanowires assumed the simplest

possible model for a 1-D quantum wire in which the carriers are confined inside a cylindrical poten-

tial well bounded by a barrier of infinite potential height. This is justified in view of the large band

gap of the Al2O3 host material (3.2 eV) that has been used successfully as a barrier material for Bi
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bands of bismuth nanowires oriented along the [011̄2] crystalloprophic axis. The inset in (b) shows the

Brillouin zone of Bi, with the Fermi surface consisting of one T-point hole pocket and three L-point electron

pockets. With respect to the direction of the long axis of the wire [0̄11̄2], the electron pockets are not equiva-

lent. The pocket labled A is along one of the mirror planes, and the two pockets labeled B and C are equiva-

lent to each other, but inequivalent with respect to A. The value of the wire diameter where the electron and

hole pockets cross (49 nm) is the critical wire diameter dc. The temperature dependence of the critical wire

diameter dc is shown in frame (b). (After Lin, Y.-M. et al., Phys. Rev. B, 62, 4610–4623, 2000.)
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quantum wires [43]. The computational model produced the results shown in Figure 27.4. With

decreasing wire diameter dw, Figure 27.4(a) shows that the energies of the lowest lying electron 

subband edges decrease while the energy of the hole subband edge increases, resulting in a

metal–insulator transition at a critical diameter dc of ~49 nm at 77 K. The exact value of this criti-

cal diameter dc depends on which crystallographic direction is aligned with the wire axis. Since the

band structure parameters are temperature-dependent, so is the critical diameter, and this tempera-

ture dependence is shown in Figure 27.4(b).

The results of these numerical calculations have been experimentally confirmed. Bismuth

nanowires of diameters in the range of ot 4 to 200 nm have been grown in a variety of porous host mate-

rials, typically based on alumina or silica. Much work has been done using porous anodic alumina as a

host material for growing Bi nanowires [44]. In this host material, a layer of anodic Al2O3 is grown on

metallic Al, and that layer contains a quasi-periodic array of ordered cylindrical pores that self-organize

and grow normal to the layer. The A12O3 layer can be chemically detached from the metal substrate to

form a free-standing membrane with 7 to 200 nm diameter pores extending across the whole layer

thickness. Other porous host materials, in which the pores form a random network, have been used [45],

including porous Al2O3, silica gel, and porous vycor glass. Three different techniques have been used

to grow Bi nanowires in these pores: electrochemical deposition [46,47], high-pressure liquid injection

[44], and vapor-phase growth [48]. All three techniques produce highly crystalline wires and, in the case

of oriented porous anodic alumina host, the liquid injection and vapor-phase growth techniques produce

single-crystal wires along a preferred orientation. For vapor-grown wires the wire axis is preferentially

in the [01l̄2] direction for which the calculations are shown in Figure 27.4(a). 

Figure 27.5 shows a summary of the data from measurements of the electrical conductivity

[45,48] and Seebeck coefficient [45,49] collected from various references. The exact number of

wires connected between the measurement electrodes in these experiments is unknown, and so is the

effective cross section of the sample. Therefore no absolute values of σ can be given, and for this

reason the value of the resistance R(T ) normalized to the room-temperature value is plotted in Figure

27.5(a). This has the unfortunate consequence that neither the power factor nor the one-dimensional

figure of merit can be measured. For a quantitative determination of R(T) and ZT, single-wire meas-

urements are needed, but these are not available to date. The Seebeck coefficient of oriented 200 nm-

diameter semimetallic wires was measured first [49] and was shown to be very consistent with the

partial electron and hole thermopowers calculated from the band structure and from the density of

carriers, which were determined from Shubnikov–de Haas measurements on the same samples. The

results of thermopower measurements [45] on wires of narrower diameters grown in alumina, silica,

and vycor glass, three host materials with randomly oriented pores, is also shown in Figure 27.5(b).

The resistance data (Figure 27.5[a]) show the semiconductor/semimetal transition as follows. At wire

diameters above 50 nm, the low-temperature slope of R(T ) is positive since the carrier density in a

semimetal is fixed by the energy overlap between the conduction and valence bands, and the carrier

mobility decreases through phonon scattering. At T � 100 K, the density of both electrons and holes

increases through thermal activation, and this gives a negative temperature coefficient to R(T ). In the

semiconductor regime, the negative slope prevails over the entire temperature regime. The resistance

of the 15 nm wires, and the high-temperature resistance of the 9 nm wires can be fit to a thermally

activated behavior. The activation energies, given in Figure 27.5(a), correspond very well [15] to the

value predicted by the theory shown in Figure 27.4(a) as the distance between the lowest lying con-

duction band edge and the highest lying valence band edge. The 4 nm wires and the 9 nm wires

below 200 K have a resistance that follows a T�1/2 law; magnetoresistance measurements [50] on

small diameter wires show that this behavior is due to weak localization effects.

The thermopower of bulk Bi (along the binary direction) and of 200 nm wires are similar. In con-

trast, the thermopower of 15 nm wires has a very pronounced temperature dependence that has been

attributed to two-carrier [15] conduction, with, as in the semimetallic case, a compensation between

the electron and hole partial thermopowers. The thermopower of 9 nm wires is much enhanced over

that of the bulk, and above 100 K follows a T�1 dependence shown as a dashed line, as expected from
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an intrinsic semiconductor. Finally, the low-temperature Seebeck coefficient S of 9 nm wires and that

of 4 nm wires (up to 300 K) is strongly decreased. This decrease in S is consistent with the onset of

weak localization as the conduction mechanism. A similar experiment was conducted using Zn

nanowires [51], in which no size-quantization effects and no enhancement in Seebeck coefficient are

expected, but the effects of localization are expected to be present. Indeed, it [51] was shown to be the

case and the Mott relation (27.9) holds, implying that the enhancement of the Seebeck coefficient only

occurs when there is a strong (activated) temperature dependence of the resistivity, as is indeed

observed in Figure 27.5. One can also conclude that localization dominates low-temperature transport

in Bi nanowires at diameters substantially below 9 nm. In that case, the band-conduction model no

longer applies, and the resulting size-quantization effects that are the basis for semiconductor–

semimetal transition are not observed. 

Having confirmed the validity of the theory, the optimum doping level that maximizes ZT for a

1-D system can be calculated as before, and in this context, we plot in Figure 27.6, ZT for n-type

Bi as a function of the concentration of Te, a monovalent donor. In Figure 27.6(a), we show Z1DT

vs. doping concentration for various diameters, assuming that the wire axis is oriented in the trigo-

nal direction, the most promising direction for good thermoelectric performance. The influence of

the crystallographic orientation of the longitudinal axis of the wires is shown in Figure 27.6(b),

where it can be observed that the actual growth direction achieved in the vapor-grown or pressure-

injected wires, [01l̄2] is considerably less desirable than that in the trigonal direction.

Similar calculations have been carried out [33] for p-type doped Bi (Sn and Pb are monovalent

acceptors in Bi). The situation is unfortunately less favorable for p-type Bi, with a maximum 
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(b) of the absolute value of the Seebeck coefficient (From Heremans, J.P. et al., Phys. Rev. Lett., 88, 216801, 2002;

Heremans, J. and Thrush, C.M., Phys. Rev. B, 59, 12579–12583, 1999, with permission.) of Bi nanowires of vari-

ous diameters dW. The wires cover the transition from the semimetallic (dW � 50 nm) to the semiconducting 

(dW � 50 nm) regime. The solid curve denotes S(T) for bulk Bi (From Gallo, C.F. et al., J. Appl. Phys., 34,

144–152, 1963, with permission.). The semiconducting wires show an activated temperature dependence of R(T),

with the activation energy corresponding to the energy gap shown. The Seebeck coefficient of the 9 nm wires fol-

lows a 1/T law (dashed line) at high temperature.
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one-dimensional figure of merit reaching Z1DT � 0.7 for 10 nm wires oriented along the trigonal direc-

tion, which is also the most favorable crystalline direction for p-type Bi. It is further shown in Ref. [23]

that this is due to the fact that the holes are located in fairly heavy mass bands at the T-point of the

Brillouin zone. The influence of this hole band can be eliminated by alloying Bi with Sb, thus opening

the possibility of obtaining favorable p-type thermoelectric properties in nanowires made from Bi1�xSbx

alloys, which, in bulk form, are well known as good low-temperature thermoelectric materials [52].

Since Bi is isoelectronic with Sb, Bi1�xSbx nanowires can be prepared [53] using the same basic

electrochemical and pressure-injection synthesis methods as described above for preparing bismuth

nanowires. The vapor-phase method is less easy to apply because the vapor pressures of Bi and Sb

are very different from one another at any given temperature. Bi1�xSbx nanowires (for x � 0.2) are

predicted to have a better thermoelectric performance than pure Bi nanowires of the same diame-

ter. As indicated above, Sb alloying is especially important for improving the thermoelectric capa-

bilities for p-type bismuth.
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Figure 27.7 shows the phase diagram for the Bi1�xSbx system as a function of Sb concentration for

both 3-D bulk bismuth (a) and bismuth nanowires (b) as a function of nanowire diameter [54]. The

phase diagram for the bulk crystal shows that addition of a small amount of Sb lowers the energy of the

T-point valence band, crossing the L-point valence band at x � 0.07. With further addition of Sb, the

H-point hole valence band rises and crosses the L-point valence band at x � 0.18. Comparison of

Figures 27.7(a) and (b) shows the dramatic effect of the nanowire diameter on the phase diagram of the

Bi1�xSbx system. The phase diagram, Figure 27.7(b), was calculated [54] using the same assumptions

as for pure Bi nanowires, and by further assuming that the periodic potential within a unit cell of the

alloy nanowires is similar to that in the bulk alloy of the same composition, since the crystal structure

and lattice constants for nanowires down to 40 nm and below are equal to those of the bulk parent mate-

rial. The extrema of the first subband of the carrier pockets at two different points in the Brillouin zone
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coalesce in energy along the solid lines in this phase diagram. The phase diagram in Figure 27.7(b)

identifies one regime where Bi nanowires are predicted to be in a direct gap semiconducting phase, with

both electrons and holes at the L points. It predicts two semimetal regimes, one Bi-like with holes at

the T point and one Sb-like with holes at the H point, and two indirect gap semiconducting regimes with

band gaps between L-point electrons and either T- or H-point holes. There is one singular point, shown

with a bold arrow in the center of Figure 27.7(b), denoting the condition where the ten hole pockets

(about the T point, the three L points and the six H points in the Brillouin zone) coalesce in energy. At

this point (wire diameter dw � 60 nm, and x � 0.13) the electronic density of states is particularly high,

which is beneficial for increasing the magnitude of the Seebeck coefficient. The alloying effect thus

shows how low dimensionality can be used to increase the carrier pocket degeneracy which is very

important for enhancing the figure of merit for thermoelectrics. The diagram in Figure 27.7(b) also pre-

dicts an increase in the critical diameter at which the overlap between the L-point electron subbands

and the T-point hole subbands vanishes (semimetal-to-semiconductor transition) as Sb is added to pure

Bi. We therefore expect to obtain better thermoelectric performance in Bi1�xSbx (x ~ 0.2) when com-

pared to pure Bi nanowires of the same diameter.

The phase diagram for Bi1�xSbx nanowires has been confirmed by experimental observations

[41]. In this context, we compare, in Figure 27.8, the temperature dependence of the resistance (nor-

malized to 300 K) of pure Bi nanowires (a) of different diameters ranging from 7 to 200 nm to the

resistance (b) (normalized to 270 K) of nanowires of dw � 65 nm, but prepared from Bi1�xSbx alloys

of different compositions. Figure 27.8(a) includes some of the data shown in Figure 27.5(a), but dis-

plays more data on a larger number of oriented wires housed in an anodic alumina template. Figure

27.8(a) illustrates the behavior of nanowires as one that follows a vertical line at the x � 0 position

in the phase diagram Figure 27.7(b), while Figure 27.8(b) follows a horizontal line in the same dia-

gram at an ordinate value of 65 nm. The similarities between the families of curves in Figures 27.8(a)

and (b) suggest a common origin: a change in band structure. As already outlined for Figure 27.5,

the nonmonotonic temperature dependence in Figure 27.8(a) is associated with semimetallic behav-

ior, and the monotonic temperature dependence with semiconducting behavior: in the semimetallic

regime, the resistance ratio of the semimetallic wires rises as x increases due to the decreased band

overlap between the conduction and valence bands, giving rise to a decrease in carrier concentration

of the nanowires. In contrast, in the semiconducting regime, the resistance ratio for the nanowires

decreases due to the increasing dominance of extrinsic carriers. A more quantitative analysis of the

resistance ratio R(10 K)/R(100 K) has been made in Ref. [54]. The maximum in the value of the ratio

R(10 K)/R(100 K) corresponds to the metal–semiconductor transition, which is expected to occur at

dw � 50 nm in pure Bi (Figure 27.4[a]) and at x � 0.02 for dw � 65 nm from the phase diagram

Figure 27.7(b). Indeed, experimentally, the maximum occurs for 48 nm � dw � 70 nm in Figure

27.8(a) and for 0 � x � 0.05 in Figure 27.8(b). The value of the ratio R(10 K)/(100 K) of the three

samples of dw � 65 nm in Figure 27.8(b) is similar to that of the samples of pure Bi at x � 0 as fol-

lows: (x � 0, dw � 65 nm) compared to (x � 0, dw � 70 nm); (x � 0.05, dw � 65 nm) compared to

(x � 0, dw � 48 nm); (x � 0.1, dw � 65 nm) compared to (x � 0, dw � 28 nm). This concurs with

the predictions of the phase diagram Figure 27.7(b).

The Seebeck coefficient of Bi1�xSbx nanowires of different diameters, embedded in porous

anodic alumina, has also been measured [41] as a function of temperature. The results are shown in

Figure 27.9. As expected, the magnitude of S increases as x increases or as dw decreases. The

increase is not as large as in Figure 27.5(b) because the diameters used are much larger, and the Bi

samples in Figure 27.5(b) have much larger energy gaps.

Model calculations, once again validated experimentally, have been used [55] to outline the

regions of optimal one-dimensional figure of merit for the quantum wires, Z1DT. The values of opti-

mum Z1DT contours have been plotted as a function of Sb content and wire diameter, in Figure

27.10(a) and (b) for n- and p-type Bi1�xSbx alloys. Z1DT values of 2 are predicted for n-type mate-

rial for x � 0.25 at dw � 30 nm, a diameter value that is much larger than in pure Bi, and where the

effects of carrier localization are minimal. A much better performance is predicted for p-type
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Bi0.13Sb0.87 nanowires at dw � 40 nm than for pure Bi (x � 0) p-type nanowires, due to the effect of

the high degeneracy of the carrier pockets.

In addition to their promise for thermoelectric applications, Bi and Bi1�xSbx nanowires constitute

an attractive model system more generally for the study of transport behavior in low-dimensional

structures, due to their tunable band structures, small electron effective masses, and long carrier mean

free paths. The ability to prepare bismuth in semiconducting form through the growth of nanowires

with diameters less than 50 nm opens up many new opportunities to study a material (semiconducting
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bismuth) with an unusual electronic structure under a variety of new conditions, thereby providing

new possibilities for interesting applications to thermoelectricity and nanotechnology [41].

27.5 QUASI-ZERO-DIMENSIONAL THERMOELECTRIC MATERIALS

Since the enhancement in ZT is expected to be more pronounced as the dimensionality decreases, one

might expect from Figure 27.2 that 0-D structures might possess thermoelectric properties that are even

more promising than those of 1-D systems, resulting from the highly singular electronic density of states

of quantum dots. However, unlike 1-D or 2-D systems, where at least one of the directions is not quan-

tum-confined and thus able to provide an electrical conduction pathway, 0-D structures, such as quan-

tum dots, are quantum confined in all directions. In order to utilize the unique properties of quantum dots

for transport applications, it is therefore necessary to devise some means of electron conduction path-

ways between individual quantum dots. Transport in 0-D thermoelectric materials is thus different from

that in other low-dimensional structures (1-D and 2-D) in the sense that certain unconventional or non-

band conduction behavior (e.g., through quantum point contacts [56], tunneling or hopping) is necessary

to utilize the special electronic band structure of 0-D systems to produce good thermoelectric materials

in the transport direction. In this section, we will discuss some quasi-zero-dimensional systems, such as

segmented nanowires [57], a quantum dot [58] located between two quantum point contacts, and quan-

tum-dot superlattices [59,60]. The theoretical section is presented first to gain an understanding of some

of the fundamental issues, and is followed by several different examples of experimental quantum-dot

systems for which unusual thermoelectric behaviors have been observed. Of particular interest are the

quantum-dot superlattices, which hold the record for the highest ZT, with a value of ZT � 3 at 450 K

[14]. It remains to be determined which conduction mechanism between the quantum dots provides the

optimal thermoelectric performance from a theoretical standpoint. However, the major mechanism con-

tributing to the enhancement of ZT in these experimental quantum-dot systems is the reduction of the lat-

tice thermal conductivity through the strong interface scattering of phonons.

27.5.1 SEGMENTED SUPERLATTICE QUANTUM WIRES

A quantum-dot nanostructure that is of interest as a model system for 0-D thermoelectricity [57] is

the superlattice nanowire (SLNW) structure shown in Figure 27.11(a), which consists of a series of
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interlaced nanodots of two different materials A and B, with segment lengths LA and LB. Tunneling

between adjacent quantum dots makes electronic transport along the wire axis possible in this

SLNW structure. The 0-D characteristics of each quantum dot are maintained by the energy differ-

ence of the conduction (or valence) bands between the different A and B materials (see Figure

27.11[b]). The band offset energy ∆Enm provides a limited quantum confinement and creates a peri-

odic potential for carriers moving along the wire axis, which may result in the formation of mini-

bands that yield a sharper density of electronic states than is present in ordinary 1-D systems. Note

that the band offset in the SLNW ∆Enm is in general different from the band offset (EA
C – EB

C) between

the bulk materials due to the quantum confinement energies (ε A
nm – ε B

nm) resulting from the quantum

wire geometry. This periodic potential also results in the presence of many interfaces, which

strongly block the phonon conduction of heat along the wire axis [61], reducing the lattice thermal
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conductivity, and is a major factor in increasing the thermoelectric figure of merit of this  0-D 

system.

The synthesis of such superlattice nanowire structures has been achieved in different material

systems. Piraux et al. [62] fabricated superlattice nanowires in Co/Cu system using electrochemical

deposition in nanoporous templates. A nanowire synthesis technique known as vapor–liquid–solid

growth (VLS) has been used to extend this work to produce high-quality semiconductor SLNWs of

the type shown in Figure 27.11(a) in systems such as Si/SiGe [63], GaAs/GaP [64], and InP/InAs

[65]. Calculations of the thermal conductivity reduction in these systems have been published [61],

and preliminary thermal conductivity measurements have been made on Si/SiGe superlattice

nanowires [66] in comparison with SiGe alloy nanowires of the same average composition.

The electronic band structure of superlattice nanowires can, under specific circumstances,

exhibit dramatically different features from that of a simple 1-D nanowire of either of the bulk mate-

rials A and B or of an alloy of A and B that forms individual superlattice segments of the nanowires.

Figure 27.11(c) shows the results of the model calculations for the density of states of quantum-dot

systems based on the SLNWs shown in Figure 27.11(a). The calculations take into account the

cylindrical boundary conditions of the nanowires, the diameter-dependent band offsets for the peri-

odic potential along the wire axis, and the multiple anisotropic carriers that may contribute to ther-

mal and electrical transport [57]. It is assumed that each quantum dot consists of a sufficient number
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of atoms so that the effective mass theorem is valid to describe the local electronic properties of a

quantum-dot by the band structure parameters of the bulk material. Results for a generic superlattice

structure show that for very short superlattice periods (LA = l nm), the electronic band structure

approaches that of an alloy system (alloy limit) with an effective band edge equal to the average of

the periodic potentials of the two constituents A and B. For long segment lengths (LA � 60 nm),

minibands arising from the superlattice come so close to each other in energy that they may be

approximated by a continuum, and the density of states of the superlattice nanowire is approxi-

mately equivalent to the averaged density of states of the two constituent materials (classical limit).

The classical limit is reached when the thermal energy, kBT, is larger than the miniband separation.

The range of greatest interest for superlattice nanowires is the range in which the nanowires exhibit

clearly different features from simple 1-D nanowires either of AB alloys or of A or B constituents.

This range occurs when only a few minibands span the band gaps of the parent materials A and B

as shown in Figure 27.11(c). Two conditions must be satisfied for the structure to exhibit transport

properties characteristic of this quasi-1-D band structure: the segmented nanowire must be designed

so that the electron wave functions exceed the alloy limit and yet avoid the classical limit.

Assuming that LA � LB � L, the energy separation between minibands (in Figure 27.11[c]) is 

of the order of E � (πh- /L) �∆�E�nm� /2mA
z, where mA

z is the effective mass of the carriers moving

along the nanowire axis z, and increases as L decreases. However, one cannot decrease L too

much. The electron de Broglie wavelength near the effective potential barrier ∆Enm is approximately 

Λe	 (2π h-)�2�∆�E�nm�m�A
z� . When the de Broglie wavelength is much longer than the segment length, it

covers multiple superlattice periods and the electron wave functions do not probe the details of the

periodic potential: this is the alloy limit. Combining both requirements implies that, for the

minibands to be observable, one must have 2kBT � ∆Enm and L 	 (2πh-)�2�∆�E�nm�m�A
z� .

The lattice thermal conductivity is also expected to be much reduced in SLNWs based on its

dependence on the mean free path (see Equation [27.3]), and ignoring any changes in the heat

capacity or sound velocity between nanowires and their bulk counterparts. In this very simple model

[57,61], we can define an effective phonon mean free path for segment A for example, limited by

two additional scattering terms, 3LA/4 for interface scattering and dw for wire boundary scattering:

l�1
A,eff � l�1

A� L�1
A � d�1

w (27.16)

where l�1
A is the phonon mean free path in bulk material A and βA is a dimensionless geometrical fac-

tor that includes the specularity of the wire boundary. The thermal conductivity of segment A is then

reduced by a factor lA,eff /lA, and the lattice thermal conductivity of the segmented quantum dot wire

κ
QD

is expressed in terms of the contributions of both constituents by connecting the segments in series:

� � (27.17)

where κA and κB are the bulk lattice thermal conductivities of materials A and B, respectively, and

2L � LA � LB.

The concepts described above were applied [57] to segmented superlattice wires in the lead chalco-

genide family (PbTe, PbSe, PbS) because their electronic properties [67] are better known at high tem-

perature that those of the Bi1�xSbx system, and because lead salts are technologically important

thermoelectric materials and have been shown experimentally to have desirable quantum dot properties

[13,14]. The calculated Seebeck coefficient and electrical conductivity of n-type doped PbSe/PbS

SLNWs are shown in Figure 27.12(a) as a function of the electron Fermi energy at 77 K. They are com-

pared to the same properties in a uniform nanowire of an PbSe0.5S0.5 alloy. A striking difference is the

fact that the SLNW shows regions in which the Seebeck coefficient is positive. This can be understood

in terms of the energy dependence of the conductivity and the Mott formula Equation (27.8). The

energy dependence of the conductivity, in turn, is strongly non monotonic due to the particular struc-

ture of the density of states (Figure 27.11[b]) and the presence of minibands. The figure of merit is then

lB
�
lB,eff

LB
�κB

lA
�
lA,eff

LA
�κA

2L
�κQD

1
�βA

4
�
3
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optimized in the familiar way, and the optimal figure of merit is shown in Figure 27.12(b). The inset

identifies the Fermi energy at which this optimum is achieved. The SLNWs offer an enhancement in

ZT over alloy nanowires. The second maximum in ZT corresponds to a positive Seebeck coefficient,

whereas the first and third peaks correspond to negative Seebeck values. This raises the possibility of

using a single donor impurity to manufacture both the n and the p leg of a Peltier couple.
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FIGURE 27.12 (a) Calculated electrical conductivity and Seebeck coefficient as a function of the Fermi

energy in an n-type doped PhSe(5 nm)/PbS(5 nm) superlattice nanowire with dw � 10 nm (full lines). These

quantities are compared with those (dashed lines) in a uniform 10 nm diameter wire of PbSe0.5S0.5 alloy. (b)

Calculated optimized ZT of the a PbSe/PbS superlattice nanowire with dw � 5 nm, as a function of segment

length LA� LB for [001] (full line) and [111] (dashed line) orientations. The inset shows the density of states

of this wire, and the arrow indicates the Fermi energy at which ZT is optimal (T � 77 K). (After Lin, Yu.M.,

and Dresselhaus, M.S., Phys. Rev. B, 68, 075304S(1–14), 2003.) 
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The lead salts have valence band structures that are quite similar to their conduction band struc-

tures, and the model calculations were extended [57] to include p-type doped material. The calculations

suggest that the thermoelectric performance of p-type segmented nanowires is slightly better than that

of n-type wires in the PbSe/PbS system, due to the fact that holes have smaller effective masses than

electrons in both PbSe and PbS. n-Type PbTe/PbSe segmented nanowires also have a somewhat higher

optimum ZT than their PbTe/PbS counterpart.

To our knowledge, there are no experimental data on SLNWs in the lead–salt systems available

today. Bjork and coworkers [65] have prepared InP/InAs SLNWs with atomically sharp interfaces

by chemical beam epitaxy with segment lengths as short as 1.5 nm, showing that it may be possi-

ble to test the above-mentioned concepts experimentally.

27.5.2 QUANTUM-DOT SUPERLATTICES

Springholz and coworkers [68,69] developed a technique to grow self-organized PbSe islands by

molecular beam epitoxy (MBE) spontaneously in a PbSe/PbEuTe superlattice, forming a three-

dimensional array of quantum dots. In fact, self-assembled PbSe quantum dots can be grown  by

MBE [70] on a 4 µm thin PbTe layer on Si (111), with a very narrow (3nm) CaF2 buffer layer, with

a uniformity in size distribution of better than 2%. Harman and coworkers [13,59,60], at the MIT

Lincoln Laboratory, realized the implication of this work on low-dimensional thermoelectrics. The

Harman group was successful in showing that periodic MBE growth of PbTe and PbSe1�xTex lay-

ers formed a quantum-dot superlattice (QDSL), as small quantum-dots with a high Se content grew

at the interface between the PbTe regions and the alloy regions. The structure of a PbTe/PbSe1�xTex

QDSL is shown in Figure 27.13, along with a plan-view scanning electron micrograph showing the

quantum dots [13,32]. When viewed from a 3-D standpoint, these quantum-dot superlattices can be

interpreted as a PbTe host into which PbSeTe quantum dots are introduced in a periodic way in all

three (x, y, z) directions. Systematic improvements of the growth procedures and the substitution of

quaternary Pb1�y SnySe1�x Tex alloys for the PbSe1�x Tex alloys in the quantum dots have led to dra-

matic enhancements in ZT and, most recently, values of ZT � 3 at elevated temperatures were

reported [14]. The device performance potential of Harman’s quantum-dot superlattices has also

attracted a great deal of attention.

Some of the properties of n- and p-type quantum-dot superlattices described in Ref. [13] and its

supplemental on-line material are presented in Table 27.2. The room temperature values of ZT

reported in Table 27.2, which were record-breaking at that time, are measured on free-standing

films of the QDSL system, with the current in the plane of the film, and the reported results are thus

expected to be very reliable. The authors deduce the thermal conductivity for the n-type

PbSeTe/PbTe QDSL to be of the order of 5.8 to 6.2 mW/cm K. Subtracting an estimate for κE from

the electrical conductivity, leaves κL � 3.3 mW/cm K, with possibly lower values yet for the 
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TABLE 27.2

Properties of Quantum-Dot Superlattices at 300 K

Sample Units ZT S n,p µµ ρρ
(µµV/K ) (1019 cm��3) cm2/Vsec (10��3 ΩΩ  cm)

n-Type (Bi-doped) PbSe0.98Te0.02/PbTe 1.6 �219 1.2 370 1.4

n-Type (Bi-doped) PbSe0.98Te0.02/PbTe 1.3 �208 1.1 300 1.9

n-Type (Bi-doped) Pb0.84Sn0.16Se0.98Te0.02/PbTe 1.6 �228 1.3 320 1.5

n-Type (Bi-doped) Pb0.84Sn0.16Se0.98Te0.02/PbTe 2.0 �241 0.89 540 1.3

n-Type (Tl-doped) PbSe0.98Te0.02/PbTe 0.8 248 0.27 440 5.3

nType (Tl-doped) PbSe0.98Te0.02/PbTe 0.9 165 1.8 260 1.3

Compiled from Harman, T.C., et al., Science, 297, 2229–2232, 2000 and its supplemental on-line material.
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quaternary Pb0.84Sn0.16Se0.98Te0.02/PbTe QDSLs. The average composition of the latter is

Pb0.98Sn0.02Se0.13Te0.87; the lattice thermal conductivity of an equivalent 16% alloy in the PbSeTe

system is 12.5 mW/cm K, so that the first effect of the quantum dots is to reduce κL by a factor of

almost 4. On the other hand, the electron mobility of a similar PbSeTe alloy at a very low doping
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FIGURE 27.13 Structure (a), and plan-view scanning electron micrograph (b) of a PhTe/PbSe1�xTex quan-

tum-dot superlattice. (After Harman, T.C. et al., United States Patent No. 6452206 B1, 2002.)
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level is 1000 cm2/Vsec [3,4], and the 300 K mobility in lead salts [71] is not very sensitive to dop-

ing levels up to 2 � 1019 cm�3. Compared to the ternary n-type QDSLs, the mobility reduction is

only of the order of 3 or somewhat less. This is the first mechanism through which quantum dots

improve ZT. There is, however, the second mechanism for improvement in the power factor, simi-

lar to that described in Figure 27.3 for the PbTe quantum well structures.

Figure 27.14 shows the absolute value of the Seebeck coefficient of the samples described in

Ref. [13] (full diamonds) as a function of the carrier density, along with data for bulk samples (open

circles) and other samples that will be described later. This plot is similar to that in Figure 27.3(b),

and shows that the thermopower is considerably enhanced in the QDSLs compared to bulk samples,

as it was in 2-D PbTe-based structures. Also as in 2-D structures, the optimum doping level in

QDSLs is shifted toward higher carrier concentrations. The exact physical mechanism that leads to

this enhancement has not been clearly identified, but is likely to be attributable to either quantiza-

tion effects or perhaps scattering effects, as will be discussed in Section 27.6.

27.5.3 QUANTUM DOTS BETWEEN QUANTUM-POINT CONTACTS

A third example of quasi-zero-dimensional system is a system consisting of a quantum-dot [58]

enclosed between two quantum-point contacts [56]. Such structures can exhibit transport properties

in the Coulomb blockade regime and, at very low temperatures show universal conductance fluctu-

ations. In all cases, we observe that the Mott relation, Equation (27.8) (or Equation [27.7] for non-

degenerate samples), explains the Seebeck coefficient. The thermoelectric properties of such

quantum dots as well as those of single quantum point contacts, are given [72] as a function of the

electrical conductances of the quantum structures.
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An example of a quantum-point contact formed in a 2-D electron gas in a GaAs/AlGaAs het-

erostructure is shown in Figure 27.15(a). Two gates, shaped as shown, define a constriction through

which conductance paths are established between the top and the bottom areas of the 2-D gas. The

width W of the constriction is changed by varying the voltage between the gate and the GaAs

substrate. At 0 K, the conductance G through this constriction is quantized as [56]

G � 

Nc

i�1

ti (27.18)

where Nc is the largest integer that is smaller than kFW/π, while kF is the Fermi wave vector of the 2-

D carriers in the plane and, using the Landauer [73] formulation, ti is the transmission coefficient

through the constriction. The wider the constrictions, the larger the Nc, and the number of “channels”

of index i, so that each can contribute a factor (2e2/h) to the conductance. When plotted as a function

of W, the conductance exhibits a series of steps of amplitude (2e2/h). The width W is a function of

the difference between the electrochemical potential µ and the applied gate voltage Vo, so that the

conductance, when plotted as a function of (µ − Vo) follows a series of steps. Such steps are also seen

in the resistance, shown in Figure 27.16, where the effect of thermal smearing is also shown.

A quasi-zero-dimensional system consists of a quantum dot contacted by two tunneling contacts.

An example of such a system is shown in Figure 27.15(b). As in Figure 27.15(a) the actual device is

constructed in a 2-D electron gas at the interface of an AlGaAs/GaAs heterojunction using gate elec-

trodes. The gate electrodes are the dark features in Figure 27.15(b). The quantum dot itself resides in

the 2-D gas in the white space above the middle electrode. Two electron reservoirs reside under the

e2

�πh-
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FIGURE 27.15 (a) The geometry of a quantum point contact formed in a 2-D electron gas at the interface

of GaA1As/GaAs heterostructures. The figure shows a plan-view of two gate electrodes deposited on the imu-

lating GaAlAs layer. The 2-D gas lies at the interface between this layer and the underlying GaAs. The point

contact itself is formed in a constriction that is electrostatically induced in the 2-D gas by the two gates shown.

(After van Wees, B.J. et al., Phys. Rev. Lett., 60, 848, 1988.) The conductance through the channel is a step-

like fucntion of the gate voltage. (b) A quantum-dot device defined by four gate electrodes (dark) on top of a

2-D electron gas in AlGaAs/GaAs. (After Dzurak, A.S. et al., Phys. Rev. B, 55, R10197, 1997.)
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white spaces labeled TL and TL � ∆T, and the electrical contact to the dot occurs by tunneling between

the reservoirs and the dot.

The conductance through the quantum dot is determined at low temperatures by a combination

of confinement and charging effects [58]. The Coulomb blockade [74] regime is one in which a

finite number N of electrons reside in the quantum-dot and the contacts represent only a slight per-

turbation to the quantum-dot system. The N-particle system occupies discrete energy levels. Under

a bias voltage between the left and right electrodes, tunneling occurs between the electron reservoir

at the left and right of the quantum dots, with a larger tunneling current observed when the reser-

voirs are aligned electrostatically with the discrete energy levels within the dots; this results in con-

ductance spikes when the differential conductance is plotted as a function of bias voltage. 

The Seebeck coefficient of both low-dimensional systems can be deduced [72] from the con-

ductance by the Mott relation (27.8) for degenerate systems, or from Equation (27.7) for nonde-

generate systems, and results for S are shown in Figure 27.16 as the gate voltage Vo is varied. These

theoretical predictions have been verified experimentally in several transport regimes of quantum-

dot structures, for instance, in the Coulomb blockade regime [58].

27.6 OTHER RELATED TOPICS

In this final section, we present a brief summary of several topics closely related to low-dimensional

thermoelectric materials, namely bulk materials containing nanostructured constituents, low-dimen-

sional thermionic materials operating on an energy filtering mechanism, and recent advances in

measurement techniques with important implications on low-dimensional thermoelectricity.

For thermoelectric materials engineered to the nanometer scale to have a practical impact, one

must be able to produce bulk quantities of them through some bulk-like production scheme such as

self-assembly. We note, in this regard, that many industrial materials such as precipitation-hardened

aluminum [75,76] owe their properties to some feature or inclusion at the nanometer scale. In the

field of bulk thermoelectric alloys, the recently reported AgPbm SbTe2�m bulk alloys [21], with 
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ZT � 2.1 at 800 K (at m � 0.18), have nanoscale inclusions, although the role of these inclusions

is not yet quite clear metallurgically, these bulk alloys can be viewed [77] as solid-state solutions of

PbTe and AgSbTe2, much like TeAgGeSb (TAGS) alloys [78], which are alloys of GeTe and

AgSbTe2. The latter compound has long been known to have nanometer inclusions [79]. A more

recent review [80] has attributed the hiphz to a decreased in kL, compiled with an increase in S itself

due to resonant electronic states attributed to the Ag and Sb nanostructure.

One approach to increasing the thermoelectric power factor S2σ that has a long history [81] has

been to induce an enhancement in the energy dependence of the relaxation time or mobility. This

results in a stronger energy dependence of the conductivity which, via the Mott relation again, results

in an increase in the Seebeck coefficient for a system with a given carrier concentration. In the case

of PbTe-based materials, one then expects the effect of this increased energy dependence of the scat-

tering to yield Seebeck coefficient values that will fall further above the solid line in Figure 27.14. If

this result can be obtained without decreasing the carrier mobility too much, it should result in an

increase in power factor. The idea was first suggested [4,5] in the context of lead-salt materials using

ionized impurity scattering as the scattering mechanism, because its relaxation time is expected to fol-

low an E3/2 law, which has a much stronger energy dependence than the E�1/2 dependence that is

expected for acoustic phonon scattering; unfortunately, the decrease in mobility due to this additional

scattering is too high [82] for lead salts. We note that this problem is not present in counterdoped Bi,

a material in which ionized impurity scattering does indeed result in an increased power factor [83].

Nanoscale inclusions do present a new opportunity to revisit the concept, and this has recently been

achieved in both skutterudites and lead salts [19,20]. Figure 27.14 shows, as full triangles, the Seebeck

coefficient of several sintered bulk PbTe samples that have grains in the 30 nm scale. The Seebeck

coefficient shows an enhancement of the same order as those shown by the QDSL samples, in which

indeed the same mechanism might contribute. Using Nernst effect measurements, in conjunction with

the resistivity, Hall and Seebeck effects, the authors [19] identified the mechanism of the enhancement

as indeed being due to an increased energy dependence of µ; unfortunately, as in the case of Ref. [82],

the decrease in mobility was too strong in these nanocomposites to obtain a satisfactory thermoelec-

tric performance.

A different approach to direct thermal-to-electrical energy conversion is thermionic emission,

originally proposed in vacuum devices [84]. In vacuum thermionic emitters, electrons that leave a

metal plate under the influence of a bias voltage carry a thermal energy with them, and thus cool the

plate. Several authors have more recently realized that similar structures can be made from semicon-

ducting heterojunctions [85,86], and thus a brief discussion is warranted here. In essence, these

thermionic devices aim to induce a strong energy dependence of the electrical conductivity, and thus

an enhanced Seebeck coefficient, by departing from the regime of linear transport on which the entire

discussion has been based until now, and entering a regime in which the current/voltage curves devi-

ate from linear behavior. A good review of thermoelectricity under conditions of nonlinear transport

in semiconductors is given in Tauc’s classic monograph [87]. Device optimization calculations [18]

show that conceptually, values of ZT up to 5 could be achieved in very specific heterostructures, which

have been labeled heterojunction integrated thermionic (HIT) coolers. The basic element of HIT

devices consists of two quantum well layers of strongly degenerate semiconductors separated by rel-

atively wide-gap energy barriers, which, in turn, are thick enough to prevent tunneling. This basic ele-

ment can be repeated into a superlattice. As a specific example [18], consider the case of a superlattice

consisting of 50 layers of the basic structural unit consisting of the two constituent segments, 10 nm

Hg0.8Cd0.2Te/20 nm Hg0.2Cd0.8Te. The electrons in the quantum well layers are size-quantized to

energy levels Ei, and those levels are filled up to the Fermi energy EF. The electrons are confined by

the band offset Eb between the wells and the barriers. The superlattice is subjected to a bias voltage

applied across the film thickness, the z direction. Electrons, whose total energy is a function of the

Fermi energy, the bias potential, and the thermal energy, are transported over the barrier when their

energy exceeds the barrier energy Eb, and these electrons develop a momentum vector kz. When the

bias voltage is appropriately selected, the potential barrier selects only the electrons with the highest
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thermal energy, thus skewing the electron energy distribution. The Seebeck coefficient of the result-

ing structure is then enhanced compared with that of the same semiconductor in the linear transport

regime. The overall gain in ZT with respect to a conventional thermoelectric material 

operating in the linear transport regime (current linear with voltage) can be substantial. While the 

thermoelectric ZT of bulk HgCdTe is less than 0.2, values of ZT up to 3.5 are calculated [18] to be pos-

sible under the HIT conditions described above. This calculation, however, depends on a number of

factors. The first important question [18] is whether or not the in-plane momentum, kx and k y of the

electrons that propagate along kz is conserved. This affects the total number of electrons that partici-

pate in the process, and thus also affects the conductivity and ZT. Optimum values of ZT are only

reached if the transverse momentum is not conserved. Second, Vashaee and Shakouri [18] show that

the value of ZT results from an optimization process of the doping levels, as it does in all thermo-

electric devices (see Figure 27.2). They further show that the final ZT value is much more sensitive to

the doping level than in bulk thermoelectric devices, and that the optimum ZT occurs at much higher

doping levels than in bulk. These properties are, in fact, shared by all low-dimensional thermoelectric

devices, as is also schematically illustrated in Figure 27.2. Finally, we introduce a note of caution in

the context of thermoelectric phenomena in nonlinear systems. The idea of developing solid-state ther-

moelectric devices that work in a nonlinear transport regime was proposed long before the advent of

heterojunction physics using, for example, p–n junctions [88]. It was proven theoretically [89] that the

efficiency of any semiconductor device in which minority carriers play a significant role must be lower

than that of a structure without minority carriers. The degenerately doped HIT systems described by

Vashaee and Shakouri [18], are not subject to minority-carrier recombination mechanisms.

Recently, major advances have been made in the development of a scanning thermoelectric probe

which allows measurements of the spatial profiles of the thermoelectric voltage, the carrier concen-

tration and electron band energy of a p–n junction to 2 nm resolution, as shown in Figure 27.17 [90].

Such an instrument will not only allow thermoelectric measurements to be made on individual
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nanosystems, but will also provide a sensitive tool for the measurement of the electron and hole con-

centrations to high spatial resolution. This advance has important implications for characterizing

nanoelectronic and optoelectronic devices. Likewise, the development of nanoscale thermal sensors

[91,92] is enabling measurement of the thermal conductivity of individual nanowires [90,91] or mul-

tiwall nanotubes [93].

The field of bulk nanoscale thermoelectric composite materials, devices based on these materials,

and measurement techniques for thermal transport on the nanoscale are all in their infancy. The above

observations provide encouraging early results. It is therefore quite possible that nanotechnologies will

indeed provide the basis for the next period of bloom in the development of thermoelectric technolo-

gies, just as thermodynamics and semiconductor physics have done in the past century and a half.
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