T™ 5-601

TECHNICAL MANUAL

SUPERVISORY CONTROL AND DATA
ACQUISITION (SCADA) SYSTEMS
FOR COMMAND, CONTROL,
COMMUNICATIONS, COMPUTER,
INTELLIGENCE, SURVEILLANCE,
AND RECONNAISSANCE (C4ISR)
FACILITIES

APPROVED FOR PUBLIC RELEASE: DISTRIBUTION UNLIMITED

HEADQUARTERS, DEPARTMENT OF THE ARMY
21 JANUARY 2006




T™ 5-601

REPRODUCTION AUTHORIZATION/RESTRICTIONS

This manual has been prepared by artfee Government and, except to the
extent indicated below, is public pry and not subject to copyright.

Reprint or republication of this manugtiould include a credit substantially as

follows: "Department of the Army, TNB-601, Supervisory Control and Data

Acquisition (SCADA) Systems for Command, Control, Communications,
Computer, Intelligence, Surveillancend Reconnaissance (C4ISR) Facilities,
21 January 2006.

Table 3-1Safety integrity levels — low demand operationl table 3-Bafety
integrity levels -eontinuous operatioare reprinted with permission from the
International Electrotechnical Commission (IEC) publicatrernational
Standard IEC 61508;1ables 2 and 3 from subclause 7.2.6.9. “The author
thanks the IEC for permission to reproduce information fronmiegnational
Standard IEC 61508-X1998) All such extracts are copyright of IEC,
Geneva, Switzerland. All right reserveBurther information on the IEC is
available fromwvww.iec.ch IEC has no responsibility for the placement and
context in which the extracts and corigeare reproduced by the author, nor is
IEC in any way responsible for the other content or accuracy therein.”



Technical Manual HEADQUARTERS

DEPARTMENT OF THE ARMY
Washington, DC21 January 2006

No. 5-601

T™ 5-601

APPROVED FOR PUBLIC RELEASE: DISTRIBUTION IS UNLIMITED

SUPERVISORY CONTROL AND DATA ACQUISITION (SCADA)
SYSTEMS FOR COMMAND, CONTROL, COMMUNICATIONS,

CONTENTS

CHAPTER 1.

CHAPTER 2.

CHAPTER 3.

CHAPTERA4.

COMPUTER, INTELLIGENCE, SURVEILLANCE, AND
RECONNAISSANCE (C4ISR) FACILITIES

Paragraph Page

INTRODUCTION

1] T 1P 1-1
S o]0 01T UPPPT PPN 12
REfEIENCES ... 1-3
LT ] (=7 o oY 1-4
FUNDAMENTALS OF CONTROL

GeNerakloNtrOl..........oooiiii e 2-1
DISCIreteCONTIOL .. ... i e e e e 2-2
ANAIOGCONIIOL .. e e 2-3
Classes of analog CONrOlErS....... ... i
(70} 011 701 1[0} o 1SS 2-5
Types of controllers ...

SYSTEM ARCHITECTURE

GenerabystemarchiteCture ...........cccccoeeee 3-1
oY= o 14 ] R 3-2
CentralizeCONtrOl.......oveieeieeeieeeeeee e 3-3
DistributedCoNntrol ...........oooiiiiiiii e 3-4
Types of distributed cONtrol SYSteMS...........coviiiiiiiiiiiiiieee e
Programmable 10gic coNtrollers ...,
[=T0 18] 0o F= T ] o I USRS 3-7
SAfELYPLCS ..o 3-8
Recommendedonfigurations............oooouiiiiiiiiiie e 3-9
COMMUNICATION TECHNOLOGY

GEeNeraLoMMUNICALIONS. ... .uuireiiiiiirer e e e e e e e aee s 4-1
Physicalmedia ............oooiiiiiiiiiieee e 4-2
Mediastandards ............ooooiiiiiiiii e 4-3
Communicatiorprotocols...........ccccceeeeeiiiiee A4
NetWOrktoOPOIOGIES .....eeeiiieiiiieieeeeee e 4-5
NetWOorkredunNdanCy .........ccooeuiiiiii e e e e eeaaens 4-6
Networkspeed ... AT

2-1

2-2
2-4
2-3
2-6

3-1
3-1
3-2
3-2
3-5
3-6
3-6

3-8
4-1
4-2
4-3

4-4
4-7

2-3

2-4

3-4
3-5



TM 5-601

CONTENTS

CHAPTERDS.

CHAPTER 6.

CHAPTERY.

CHAPTER8.

CHAPTER9.

Paragraph Page

RELIABILITY CONSIDERATIONS

Reliability CrItEria ... ....ueeeeeeiiiiiiiiiiiiiiiiiiii e 5-1
Reliability calculations............couuuiiiii e 5-2
RedundancyerminolOgy .........covvveviveiiiieiiieiiiieiieerieeiieerr .. 5-3
Availability calCulations ..............ooviiiiiiiiiiiiie e 5-4
Componenteliability ............ooooiiiiiiiiii s 5-5
Systemsgeliability............ccoooo 5-6
POWET SUPPIY SOUICES ....uviiiieeeeeiiiiiiieie e e e e e e e ee e e e e e e e e e e e e e e e e nnnnnees
ST =T0 | £ T= 1o o 5:8
OPERATORNTERFACES

Generalnterfaces ...
EQUIPMENTEVEL ... e 6-2
Controller [eVel HMI.........ouiiiiiiiiie e
SUPErvisory level HMI ... ...
HUMANFACTOIS ...ttt eeeeneeennees 6-5
SECURITY CONSIDERATIONS

Environmentathreats ... 7-1
EleCtrONICtNIEALS. ... .. 7-2
L VS 0= 1T o] U (S
Communication and information NEtWOrkS.........cccceeveeiiieiiiini e,
Software management and documentation ...........cccceevveevveeeiiiii e eeeeeieennn,
COMMISSIONING/VALIDATION
GenerabommisSIONING.........cooeiiiiei 8-1
Factory acceptanCeating .........ccccuvviiiiiieeee e
INEEGIIY TESTING ..o et 8-3
CaliDrALION. ... 8-4
[ oToT o RV 7] 11 Tor= 1 (0] o S 8-5
Functional performance teSting............ccvvveiviiiiiiiiiieiiieeiieeeieevveevvereeeeneanens
SOMWAIEINTEGITTY .....eeeeeeeee e 8-7
ReE-COMMISSIONING .ocoeie e 8-8
Instrumentertification SHEet............oviiiiiiiiiiii e
Final control element certification sheet...............ccccco
Control loop checkout Sheet...........ooooii
MAINTENANCE PRACTICES

GeneramaintenN@&Ce............oooo i
PreventivamainteNanCe .........coiiiiiiiiiiiiiiiiiiieeieieeeeeeeeeeeeeeeeee e neeeneees 9-2
CONCUIMTENMAINTENANCE ......uviiiiiiiee et 9-3
Reliability centered maintenanCe ..............covveiiiiiiiiiiiiiiiee e
Operation and maintenance documentation ...................eeeeveeeiieeeieeeeennnennnns
Spare Parts STOCKING ....uuiii e e e e e e e e e e eraa e e e e e eneeen
TECNNICAISUPPOIT. ...eiiiieiiiit e 9-7

5-1
5-1
5-4
5-4
5-5
5-5

5-8

6-1
6-1

6-4
6-3

8-1
8-2
8-2
8-2
8-3
8-6
8-4
8-4
8-9
8-10
8-11

9-1
9-1
9-2

9-4
9-5
9-6

9-3

7-4
7-5
7-5

8-2

8-3

8-4
8-6
8-8

9-1

9-2
9-2
9-3



CONTENTS

CHAPTER 10.DOCUMENTATION AND CHANGE CONTROL

Generadocumentation
Symbolsandidentification
Process and instrumentation diagrams
Sequences of operation
Instrument data sheets
Pointslist
Loopdiagrams
Binarylogic diagrams
Controlschematics
PLC program listing
Changecontrol

CHAPTER 11.PROJECT PLANNING AND IMPLEMENTATION

Generaplanning
Projectteamselection
Projectinitiation
Requirementgdefinition
Design
Construction
Commissioning

APPENDIX A

APPENDIX B

APPENDIX C

APPENDIX D

Pointslist
Loopdiagram
Binarylogic diagram

APPENDIX E PLANNING AND IMPLEMENTATION FLOW CHARTS

REFERENCES

GLOSSARY

LIST OF ABBREVATIONS ......cooviiiiiiiieeeeeeeeeeeeeeee

DOCUMENTATION

T™ 5-601

Paragraph Page

10-1 10-1
10-2 10-2
10-3 10-2
10-4 10-2
10-5 10-2
10-6  10-2
10-7  10-3
10-8  10-3
10-9 10-3
10-10 10-3
10-11 10-3
11-1 1141
11-2  11-1
11-3  11-2
11-4  11-2
11-5 11-3
11-6 114
11-7 114
A-1
B-1
C-1
D-1
D-2
D-3
E-1



TM 5-601

CONTENTS

Number

Number

3-1
3-2
4-1
4-2

6-2
6-3

9-1

2-1
2-2
3-1
3-2
3-3
3-4
3-5
3-6
3-7
3-8
3-9
3-10
4-1
4-2
4-3
4-4
4-5
4-6
5-1
5-2
5-3
7-1

LIST OF TABLES

Title

Safety integrity levels low demand operation................cccevvvvvvvvvevveennee,
Safety integrity levels continuous operation..............ccccccvvvevveeeiieeieennnne,
Common network communication media............cccooeeiiiiiii
Common open network coramication protocols ..........cccceeevvveiiieeeiienenn.
Minimum manual control capability ............ccoooiiiiiiiiiiiee e
Required controller el HMI functionality.............ooovveeiiiiiiiiiiiiiiiiiiieeeee.

Rules for HMIcolor schemes ..

RGB values for Standard COIOIS ........uvieviiiie et eaees
Recommended mainte€nNanCe aCtiVItIES ........cuuveeiieee e

LIST OF FIGURES

Title

Discrete control system block diagram..............ccccceviiiii
Analog control system block diagram...........ccceeeviiiiiiiiiiiiie
Local control system arChiteCture ................eeeeevviiiiiiiiiiiiiiiiiiiiiiieees
Central control system architeCture............ccoovviieiii e
Distributed control system architeCture ............cccooeeeiveeiieiiieiiie e,

Typical PLC rack...................

Typical redundant PLC configuration............cccccceeeiiieeieieciee e
Typical triple-redundant PLC configuration...............cccccoeeeeeeeeeee e,

Small facilitySCADA system ..

Medium facility SCADA system — redundant M/E systems .....................
Medium facility SCADA system — redundant M/E components...............

Large facility SCADA system .

Typical SCADA NetWOrK IEVEIS ...

Star network topology............
Ring network topology............
Tapped network topology ......

Fully redundant network ........

Self-healing ring network........
Reliability block diagram........

RBD of a system with redundant components..............ccccevveeiiiiieneneeen,
Diode-based “best-battery” selector CirCuit ..........cccccceeeeiiieerieiiiiiiiin e,

Signal level TVSS installation

Page

Page

2-2
3-1
3-2
3-3
3-6
3-7
3-7
3-9
3-10
3-11
3-12
4-1

4-6
4-7

4-9
5-2

5-7
7-2



T™ 5-601

CHAPTER 1
INTRODUCTION

1-1. Purpose

The purpose of this publication is to provide guitkafor facilities managers and engineers in selection,
design, installation, commissioning, and operaticth maintenance of supervisory control and data ac-
quisition (SCADA) systems for command, controljrgounications, computer, intelligence, surveillance
and reconnaissance (C4ISR) facilities. SCADA systairogide control and monitoring of the mechani-

cal and electrical utility systems serving the mission critical loads. Although this technical manual (TM)
is written primarily for C4ISR facilities and reflectsethigh reliability required for those facilities, it may
also be used a reference for similar systems in other facility types.

1-2. Scope

The fundamental concepts of control systemsuifioly industry standards and definitions are presented
as an introduction to the subject. Topics covanellide system architecture, network communication
methods, reliability considerationsperator interfaces, and commissionir@ontrol system architecture
review and recommended SCADA configurations faidgl small, medium, and large facilities are pre-
sented. Special reliability and threat-resistarwesitlerations governing SCADA systems are discussed.
Operational issues including commissioning, maiatee practices and requirements for SCADA system
documentation are also presented.

1-3. References

A complete list of references with citations is inclddie appendix A. Selection, design, installation, and
commissioning of SCADA systems should always be based on the most current relevant edition of the
standards listed in the references. Where the reemaations of this manual and the referenced stan-
dards differ, the more stringergquirement should be followed.

1-4. Currency

Because SCADA systems make extensive use of etectrechnology, the technology cycle can be very
short, and recommendations regarding specific typbamiware, software, communications protocols,

etc. in this TM may no longer represent the state of the art several years following publication. Selection
of SCADA systems should consider the advantagesiradat from application of advanced technologies,

but must assure that the newer technologies consideragly with the principles identified in this TM

for reliability and threat-resistance and have a dematasthistory in field service adequate to assure the
attainment of design reliability criteria.

1-1
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CHAPTER 2
FUNDAMENTALS OF CONTROL

2-1. General control

Control consists of monitoring the state of a critigatameter, detecting when it varies from the desired
state, and taking action to restore it. Control cadibeete or analog, manual or automatic, and periodic
or continuous. Some terms that are commonly used in describing control systems are defined below.
Additional terms are included in the glossary in appendix B:

a. Theprocess variablés the parameter that is to be gotied. Examples of process variables in
C4ISR systems are the temperature in a given sgiaeressure produced by a cooling water pumping
system, or the voltage maintained by a standby generator. To be controlled, the process variable must be
capable of being measured and that measurement converted into a signal that can be acted on by the con-
troller.

b. Devices that measure process variablesrarsducersor sensors.Examples are a pressure switch
that closes a set of contacts when air pressure in a supply line drops below a set value, or a watt trans-
ducer that converts a measurement of the electricatipprduced by a generator into a low current sig-
nal proportional to power. In many cases, the procasable sensor consists of a direct measurement
device, called arlementand a separate signal processor calledresmitter An example of this would
be temperature measurement using a resistive temperature detector, or RTD, as the element and a tem-
perature transmitter, which converts the varying resistance value of the RTD into a current or voltage pro-
portional to the temperature.

c. Thesetpointis the desired value of the process variabtemally preset into the control system by
an operator, or derived as an output of another control calculatioreribnesignalis the difference be-
tween the process variable and the setpoint, and isasie for control action. The controller is the de-
vice that processes the error signal, determtimesequired control action, and providesoatrol output
to the process.

d. The control output usually must act on the system through another device to effect the desired con-
trol action, such as varying the position of a valve,dpeed of a motor, or the current through a heating
element. The device that converts the control output into control actionasttteor.

2-2. Discrete control

Discrete control deals with systems in which each etgroan only exist in certain defined states. An
example of discrete control would be starting simagist fan when the temperature in a space exceeds a
preset value and stopping the fan when the temperfaligdelow a lower preset value. The temperature
(process variable) is either within the acceptable range, or outside of it. The fan control relay (actuator) is
either on or off. This type of control is implemented with logic diagranascircuits. In discrete control,
even though some of the parameters actually have a continuous range of values, the only information
used by the control system is whether their value isgréadn, less than, or equal to some desired value.
A block diagram of a simple discrete control systeshown in figure 2-1. The devices used to sense
system conditions in discrete control are typicalbctical switches, with contacts that are open when

the variable is in one state and closed when it isdrother. Similarly, the control action is typically pro-
duced by control relays, which open or close contadtsarcontrol circuits of motors, valve actuators, or
other devices.

2-1
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Figure 2-1. Discrete control system block diagram
2-3. Analog control

Analog control deals with systemswinich variables can have a contius range of values, rather than
simply discrete states. Basic analog control cémsisthe process of measuring the actual output of a
system, comparing it to the desired value of thput and taking control action based on the difference
to cause the output to return to thessired value. This process can be as simple as the driver of an auto-
mobile comparing the speedometer reading (processl@yito the speed limit (setpoint) and adjusting
the position of the accelerator pedal (control actiorspeed up or slow down the vehicle accordingly. In
most systems we are concerned with, this typ@ofrol action is performed automatically by electronic
processors, which receive signals from sensorgggeothem, and provide signals to pumps, valves, mo-
tors, or other devices to effect casitaction. Figure 2-2 shows a block diagram of a basic analog control
system.

(CONTROLLER) (ACTUATOR) (PROCESS)
SET POINT ERROR SIG 0 : -c
DESIRED PATH-2o PO @t MUY pRiver  |CONTROL SIGNAL) of - STEERING AUTOMOBILE 4270 s A cTUAL PATH
) MECHANISM
(=)

(SENSOR)
DRIVER'S

VISION

Figure 2-2. Analog control system block diagram
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2-4. Classes of analog controllers

Analog controllers can be classified by the relatiim$¥etween the error signal input to them and the
control action they produce:

a. Proportional (P) controllers produce an output that is directly proportional to the error signal. A
defining characteristic of P control is that the egignal must always be non-zero to produce a control
action; therefore, proportional control alone cannot return the process tos&ipaiving an external
disturbance. This non-zero error signal ieatharacteristic of P controllers is thieady-state offset
The adjustable value of the proportionality constant of a P controller gathe The higher the gain, the
greater the control action for a given error signal aeddbter the response. An example of a P control-
ler is a governor on an engine-generator operatigigdap mode, in which the governor opens the fuel
valve proportionately to the difference betweendésired revolutions per minute (RPM) setpoint and
actual RPM; as load on the generator increases, &Rkkases and the goverimmreases the fuel flow
to allow the engine to carry the additional lo&imilarly, as load decreasd2PM increases and the gov-
ernor responds by reducing fuel flow to match the tead condition. For any condition other than no-
load, the actual RPM will be slightly differefiom the setpoint RPM (steady-state offset).

b. Proportional plus Integra(PI) controllers produce a control action that is proportional to the error
signal plus the integral of the error signal. The additf the integrator allows the controller to eliminate
the steady state offset, and return the process vat@tile setpoint value. The adjustable value of the
integration constant of tHel controller is called theeset because it has the effect of resetting the error
signal to zero. An engine governor operating intisogous mode, in which caasit RPM is maintained
over the full load range, uses PI control to accomplish this.

c. Proportional plus Integral plus Derivativ@ID) controllers add a component of control action that
is proportional to the derivative of the error signalther rate at which the error signal is changing. This
mode of control allows the controller to anticpahanges in the process variable by increasing control
action for rapid changes, making it useful for systems that require very fast response times, or are inher-
ently unstable without the controller. The adjustablaesaf the derivative constant in a PID controller is
therate.

2-5. Control loops

The complete control scheme required to contihgle process variable or a group of related process
variables is called a control loop. The control limgudes the relevant part of the process, the process
variable sensor and associated transmitter(s), the signals, the controllethe control output signal,

and the actuator. Once defined, the control EEpes as the basis for both labeling of devices and docu-
mentation of wiring and control strategy (refer tajter 10). The process of adjusting the gain, reset,
and rate parameters to obtain efffex and stable response of the systerohanges in the setpoint or ex-
ternal disturbances is call&mbp tuning and is an essential aspect of control system startup and commis-
sioning.

2-3
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2-6. Types of controllers

Control can be implemented using eithrtividual standalone controllers, knownshisgle-loop control-

lers, or by combining multiple control loops into a largentroller. Single-loop controllers have provi-

sions for a process variable input signal, a control output signal, setpoint adjustment, tuning of the PID
control parameters, and typically include some type of display of the value of the process variable and the
setpoint. They are compact, panel mounted devices that may be used effectively when only a small num-
ber of control loops is involved. With some excep$, single-loop controllers are not typically used in

C4ISR SCADA systems. The basic controller use@4ISR SCADA systems should be programmable

logic controllers (PLCs), which are microprocessor-based systems having provisions for multiple inputs
and outputs, both discrete and analog control capalatityanced human-machine interfaces (HMIs), and
network communications capability. These controllers are in more detail in chapter 3.

2-4
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CHAPTER 3
SYSTEM ARCHITECTURE

3-1. General

Control system architecture can range from simple logatrol to highly redundant distributed control.
SCADA systems, by definition, apply to facilities tlaae large enough that a central control system is
necessary. Reliability criteria for C4ISR facilities dietéte application of redundant or distributed cen-
tral control systems.

3-2. Local control

Figure 3-1 describes a system architecture in wégetsors, controller, and controlled equipment are

within close proximity and the scope of each contrafidimited to a specific system or subsystem. Lo-

cal controllers are typically capable of accepting infnais a supervisory controller to initiate or termi-

nate locally-controlled automatic sequences, or to adjust control setpoints, but the control action itself is
determined in the local controller. Required opermi@rfaces and displays are also local. This provides

a significant advantage for an operator troubleshooting a problem with the system, but requires the opera-
tor to move around the facility to monitor systemsempond to system contingencies. Examples of local
control are the packaged control panels fumadswith chillers or skid-mounted pump packages.

| ———p ]

OPERATOR |
STATION
|

START/STOP
SETPOINT
STATUS/ALARM

| I
OPERATOR
| CONTROLLER INTERFAGE |
| [
| |
SENSORS ACTUATORS
PROCESS

Figure 3-1. Local combl system architecture
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3-3. Centralized control

Centralized control describes a system in which ab@ex) actuators, and other equipment within the fa-
cility are connected to a single controller or grougaitrollers located in a common control room. Lo-
cating all controls, operator imfaces and indicators in a single control room improves operator knowl-
edge of system conditions and speeds responsetiogamcies. This type of system architecture was
common for power plants and other facilities using single-loop controllers or early digital controls in the
past, but it has now been largely supplanted by distributed control because of the high cost associated
with routing and installing all control system wirit@ya central location. Centralized control systems
should only be considered for small C4ISR facilities and if used, must have fully redundant processors.
Where redundancy is provided in a centralized control system segregated wiring pathways must be pro-
vided to assure that control signals to and from egeiyirar systems that are redundant are not subject to
common failure from electrical fault, physical or environmental threats (figure 3-2).

—

|| CONTROLLER ‘A ]

|
| CONTROL ROOM |

in ml.ﬁm.

SENSORS ACTUATORS SENSORS ACTUATORS
PROCESS 1 PROCESS 2

Figure 3-2. Centralized control system architecture
3-4. Distributed control

Distributed control system architecture (figure 3-3) offers the best features of both local control and cen-
tralized control. In a distributed control systemnicollers are provided locally to systems or groups of
equipment, but networked to onemore operator stations in a central location through a digital commu-
nication circuit. Control action for each systensobsystem takes place in the local controller, but the
central operator station has complete visibility of tla¢ust of all systems and the input and output data in
each controller, as well as the ability to intervene in the control logieedbtal controllers if necessary.

3-2
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Figure 3-3. Distributed control system architecture
a. There are a number of characteristics of distebutontrol architecture which enhance reliability:

(1) Input and output wiring runs are short and less vulnerable to physical disruption or electromag-
netic interference.

(2) A catastrophic environmental failure in one are¢heffacility will not affect controllers or wir-
ing located in another area.

(3) Each local controller can function on its own upon loss of communication with the central con-
troller.

b. There are also specific threatsraduced by distributed control architecture that must be addressed
in the design of the system:

(1) Networks used for communication may becagtectronically compromised from outside the
facility.

(2) Interconnection of controllers in different Idimans can produce ground loop and surge voltage
problems.

3-3
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(3) If the central controller is provided with the alyilib directly drive the output of local control-
lers for purposes of operator intervention, softwarelgdigan the central controller have the potential to
affect multiple local controllers, compromising system redundancy.

(4) Distributed control system architecture redumamust mirror the redundancy designed into
the mechanical and electrical systeatf the facility. Where redundant mechanical or electrical systems
are provided, they should be provided with dedicatadrollers, such that failure of a single controller
cannot affect more than one system. Equipmesystems that are common to multiple redundant sub-
systems or pathways, (such as generator parallelitghgear) should be praled with redundant con-
trollers.

3-5. Types of distributed control systems

a. Plant distributed control system (DCS): WHlile term DCS applies in general to any system in
which controllers are distributed rather than cdizied, in the power generation and petrochemical proc-
ess industries it has come to refer to a specific ¢fpentrol system able to execute complex analog
process control algorithms at high speed, as well@sd® routine monitoring, reporting and data log-
ging functions. In most applications, the input and output modules of the system are distributed through-
out the facility, but the control processors themselves are centrally located in proximity to the control
room. These systems typically use proprietary harewsoftware and commuation protocols, requir-
ing that both replacement parts and technigppsert be obtained from the original vendor.

b. Direct digital control (DDC): DDC systerage used in the commercial building heating, ventilation
and air conditioning (HVAC) industry to monitor anhintain environmental cwlitions. They consist of
local controllers connected to a network with a peas computer (PC) based central station which pro-
vides monitoring, reporting, data storage and @ogning capabilities. The controllers are optimized for
economical HVAC system control, which generalbes not require fast execution speeds. Their hard-
ware and control software are proprietary, withasitbroprietary or open protocols used for network
communication.

c. Remote terminal unit (RTU) based SCADA:URbased systems are comminrthe electric, gas and
water distribution industries where monitoring and oannust take place across large geographical dis-
tances. The RTUs were developed primarily to provide monitoring and control capability at unattended
sites such as substations, metering stations, putipnstaand water towers. They communicate with a
central station over telephone lines, fiber-optics,aadimicrowave transmission. Monitored sites tend to
be relatively small, with the RTU typically usedinig for monitoring and only limited control. Hard-
ware and software are proprietary, with either proprietary or open protocols used for data transmission to
the central station.

d. Programmable logic controller (PLC) basedesyst PLCs, which are described in greater detail in
the next section, can be networked together apestiata as well as provide centralized monitoring and
control capability. Control systems consisting afwerked PLCs are supplanting both the plant DCS and
the RTU-based systems in many industries. Theag weveloped for factory automation and have tradi-
tionally excelled at high speed discrete control,Hawte now been provided with analog control capabil-
ity as well. Hardware for these systems is proprietary, but both control software and network communica-
tion protocols are open, allowing system configuration, programming and technical support for a particu-
lar manufacturer’s equipment to be obtained from many sources.

3-4
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3-6. Programmable logic controllers

The recommended controller for SCADA systems is the programmable logic controller (PLC). PLCs are
general-purpose microprocessor basmutiollers that provide logic, timing, counting, and analog control
with network communications capability.

a. PLCs are recommended for the following reasons:

(1) They were developed for the factory flamd have demonstrated high reliability and tolerance
for heat, vibration, and electromagnetic interference.

(2) Their widespread market penetration meaas plarts are readily available and programming
and technical support services are available from a large number of control system integrators.

(3) They provide high speed processing, which iganant in generator and switchgear control
applications.

(4) They support hot standby and tegedundant configurationsrfdigh reliability applications.

b. A PLC consists of the required quantities of the following types of modulegrdg mounted on a
common physical support and electrical interconnection structure knownaeis &\ typical PLC rack
configuration is shown in figure 3-4.

(1) Power supply: The power supply converts facility electrical distribution voltage, such as 120
VAC or 125 VDC to signal level voltage used by the processor and other modules.

(2) Processor: The processor module contains tleeopriocessor that performs control functions
and computations, as well as the memory required to store the program.

(3) Input/Output (1/0O): These modules provide the nseainconnecting the processor to the field
devices.

(4) Communications: Communications modules are abigléor a wide range of industry-standard
communication network connections. These allow digia transfer between PLCs and to other sys-
tems within the facility. Some PLCs have communications capability built-in to the processor, rather than
using separate modules.

(5) Communication Media and Protocols: The most common communication media used are cop-
per-wire, coaxial, fiber-optics, and wireless. eTfhost common “open” communication protocols are
Ethernet, Ethernet/IP, and DeviceNet. “Open” ayst generally provide “plug and play” features in
which the system software automatically recognizes@mmunicates to any compatible device that is
connected to it. Other widely accepted opesiquols are Modbus, Profibus, and ControlNet.

(6) Redundancy: Many PLCs are capable of beingigardd for redundant operation in which one
processor backs up another. This arrangement often requires the addition of a redundancy module, which
provides status confirmation and control assertion éetvthe processors. In addition, signal wiring to
redundant racks is an option.
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Figure 3-4. Typical PLC rack

c. All software and programming required for the Plo®perate as a standalone controller is main-
tained on-board in the processor. PLCs are prograhwith one of the following standard programming
languages:

(1) Ladder Diagrams: Used primarily for logic (Boolean) operations and is easily understood by
electricians and control technicians. This is thesthaommonly used language in the United States and is
supported by all PLC suppliers.

(2) Function Block Diagrams: Used primarily foteémsive analog control (PID) operations and is
available only in “high-end” PLC’s. It imore commonly used outside the United States.

(3) Sequential Function Chart: Used primarily fotdbacontrol operations and is available only in
“high-end” PLC'’s.

(4) Structured Text: Used primarily by PLCogrammers with a computer language background
and is supported only in “high-end” PLC'’s.

d. SCADA PLCs should be specified to be programmaegusadder diagrams. This language is very
common, and duplicates in format traditional electrical schematics, making it largely understandable by
electricians and technicians withagecific PLC training. The ladder logic functions the same as equiva-
lent hard-wired relays. The PLCs in a SCADA systeithbe networked to one or more central personal
computer (PC) workstations, which provide themakmeans of human machine interface (HMI) to the
system. These PCs will be provided with Windowsdrl HMI software that provides a graphical user
interface (GUI) to the control system in which inf@tion is presented to the operator on graphic screens
that are custom-configured to match the facility systems. For example, the electrical system status may
be shown on a one-line diagram graphic in which apeit breakers are colored green, closed breakers
are colored red, and voltage and current valuediaptayed adjacent to each bus or circuit breaker.

3-7. Redundant PLCs
Where redundant PLC Systems are required, they may utilize a warm standby, hot standby, or voting con-
figuration. Figure 3-5 shows a typical system agunfation for redundant PLCs in either warm or hot

standby. Both processors have continuous accele O over redundant buses or networks, and regis-
ter data and status information are exchanged ogledigated fiber optic link. In warm standby configu-
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ration, the primary processor is running the program and controlling the output states. Upon failure of the
primary processor, the standby processor takes ovdyegyids to run the progranin a hot standby con-
figuration, both processors are running continuously with their program sgaetsronized over the fiber

optic link. If one processor fails, the other takes imntith a “bumpless” transfer in which the outputs

do not change state. The hot standby configurasieecommended for most SCADA applications. For

highly critical applications, a triple-redundant voting sokeshown in figure 3-6, may be used. In this
configuration three processors run continuously with synchronized scans, using either shared input data or
independent input data from redundant sensorg. clitputs of the processors pass through a two-out-of-
three (2003) voter to select the control value to tlbegss. A spare voter prevents this from becoming an
opportunity for a single point of failure.

PROCESSOR 1

PROCESSIOR 2

‘ | FIBER—OPTIC LINK |
i

NETWORK “A"
[ 4 1 — [ 4
/ r 1 /
¢« L — gL NETWORK 8" ¢
INPUT/QUTPUT HACLINE ELECTRONIC
L INTERFACES DEVICES
IEI — NETWORK TAP CONNECTION
Figure 3-5. Typical redundant PLC configuration
SPARE
—
INFUT DUTPUT
- NODULE > PROCESSOR MODULE [
" .. INFUT o QUTPUT VOTER
PROCESSOR —
FROW FIELD MODULE MDDULE 2003 o FED
INFUT OUTPUT
QP NODULE RRCCESSOR MODULE [ —

@ — FIELD WIRING TERMINAL
——=—= — OPTIONAL CIRCUIT

Figure 3-6. Triple-redundant PLC configuration
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3-8. Safety PLCs

A recommended means of assuring that PLC hardware and software meet specified reliability criteria is
through specification of PLCs that are certified fee in Safety Instrumented Systems according to IEC
61508. This standard, while intended for applicatoprotective systems used in manufacturing, chemi-
cal, and nuclear facilities, represents the only indeprthdverified criteria for PLC reliability and diag-
nostic capability. PLCs meeting the requirements of this standard must hgrestic coverage for fail-
ure of the power supply, processor and input and outpdules. They must also have been shown to
provide a minimum reliability level defined in termfprobability of failure on demand (PFD), or prob-
ability of failure per hour (PFPH). Safety integrigyvel (SIL) target reliability indices for PLCs in low-
demand operation modes (such as controlling a standibgrmystem) are given in table 3-1. For PLCs
in continuous operation (such as controlling a basepoager plant), the corresponding SIL levels are
given in table 3-2. These values can be usednjuaction with the reliability analysis techniques de-
scribed in chapter 5 to determine tiequired SIL for a specific application.

Table 3-1. Safety integritgvels — low demand operation

SaLE\t/)éll?é?E)my Probability of Failure on Demand (PFD)
4 >10° to <10*
3 >10*to <10°
2 >10° to <10?
1 >107? to <10!

Copyright © 1998 IEC, Geneva, Switzerlamdvw.iec.ch

Table 3-2. Safety integrity levels — continuous operation

Safety Integrity Probability of Failure Per Hour

Level (SIL)
4 >10° to <10°®
3 >10° to <10’
2 >10" to <10°

1 >10° to <10°
Copyright © 1998 IEC, Geneva, Switzerlamdvw.iec.ch

3-9. Recommended configurations

Three levels of SCADA system architecture are meoended to support C4ISR facilities. These vary in
configuration to correspond to the size, criticalégd amount of mechanical and electrical equipment
installed in the facility as noted.

a. The small system is recommended to support ateedata and/or telephossvitch site. Such a
facility would generally include a single service stormer and a single standby diesel generator.
Equipment inside would consist of a small rectif@ra 48 VDC bus, a small inverter, and two or more
stand-alone direct-expansion cogliunits. Systems for these facilities may not achieve the reliabil-
ity/availability criteria specified for larger facilitiesThe level of SCADA system redundancy should re-
flect the mechanical/electrical system redundancy. See figure 3-7 for a suggested configuration.
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b. The medium system is recommended to support a main computer facility, which would include

:) — CIRCUIT BREAKER

PLC — PROGRAMMABLE LOGIC CONTROLLER

HMI — HUMAN MACHINE INTERFACE

Figure 3-7. Small facility SCADA system
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multiple service transformers and standby generatiirs paralleling switchgeamone or two large UPS

systems, and multiple refrigeration machines with associated auxiliary equipment. SCADA systems for
this size facility should utilize redundant distributed control architecture. The level of PLC redundancy
should be selected based on the design of the mieahand electrical systems. Two options and sug-

gested SCADA configurations are provided.
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Figure 3-8. Medium facility SCADA system — redundant M/E systems

c. Figure 3-8 presents a suggested SCADA configuratpticable to a facility with mechanical and
electrical systems designed to provide redundanoygfr segregated systems. In this case, PLCs con-
trolling individual systems must have a reliability lesdequate to maintain the required availability at
the system they serve, but do not necessarily ttalbe redundant, as redundatgyrovided through the
N+X system approach. Failure of a single PLC wififect only the system it controls and the remaining

systems continue to meet the mission-critical load.

3-10




T™ 5-601

| e GENERATOR  GENERATOR LTy :F:IEI_ OPERATOR

' H— J L cowmow moow |

D) ) ) )
, E BUS No.1 E § BUS No.2 g

) )

NA R4

J J J

COOLING COOLING COOLING
TOWER TOWER TOWER

I SR ¢
CHWS
| cmu.ml | CHILLER| | CHILLER|
I O
é é CHWR
LEGEND:

———————— - FIELD WIRING BOTES:

oo — COMMUNICATIONS WIRING 1. PLC’S E1/E2 ARE HOT STANDBY REDUNDANT PAIRS.
SAAAS e NSFORMER 2. PLG'S M1/M2 ARE HOT STANDEY REDUNDANT PAIRS.
& b - CIRCUIT BREAKER 3. FIELD WIRING NOT SHOWN FOR CLARIY.

@ - rFuw
@ - FLOW METER

NETWORK INTERFACE

HMI — HUMAN MACHINE INTERFACE

PLC - PROGRAMMABLE LOGIC CONTROLLER
CHWS - CHILLED WATER SUPPLY

CHWR - CHILLED WATER RETURN

Figure 3-9. Medium facility SCADA system — redundant M/E components

d. Figure 3-9 presents a suggested SCADA configuration for a similarly sized facility in which me-
chanical and electrical systems utilize redundant compsireatmanifold configuration. In this design,
any combination of components can be selected to feeMead. This provides greater flexibility than
segregating components into redundant systemseuires common control of all components, making
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the PLC a potential single point of failure. In this configuration, system-level PLCs must have redun-
dancy adequate to meet the regdiavailability of the system.

e. A large system serving a multi-facility site congigtiof several installations will require a central
supervisory control room networked to distributed omnkithin the individual buildings appropriate to
the mission and reliability criteria of each facility. A control room will typically be located in each cen-
tral power plant that is required for such alfgcand the system can also be accessed from other loca-
tions distributed along the network. Redundant agdegmted pathways are recommended for the on-site
communication network. See figure 3-10 for a suggested configuration.
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Figure 3-10. Large Facility SCADA system
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CHAPTER 4
COMMUNICATION TECHNOLOGY

4-1. General communications

Communication networks may be used in SCADA systems to pass data between field devices and PLCs,
between different PLCs, or betweBhCs and personal computers used for operator interface, data proc-
essing and storage, or management information. Although a communications circuit can involve only two
pieces of equipment with a circuit between them, the tertworktypically refers to connecting many

devices together to permit sharing of data betweeitele over a single (or redundant) circuits. Data is
transmitted over a network usisgrial communicationin which words of data calldaytesconsisting of
individual logical zeros and onelsits) are transmitted sequentially from one device to another. The col-
lection of data in a single transmission is often callpdcket The rate at which data can be transmitted

over a network is defined in bits-per-secondbps, but typically expressed in thousarisps or mil-

lions Mbps3.

a. In large SCADA systems, there is usually a cammoations network of some type connecting the
individual PLCs to the operator interface equipment at the central control room. There may also be net-
works used at lower levels ingltontrol system architecture, for communications between different PLCs
in the same subsystem or facility, as well acfanmunications between field devices and individual
PLCs. Figure 4-1 shows the varidasels of network communications in a typical large SCADA system.
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Figure 4-1. Typical SCADA network levels
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b. Although not widely applied to SCADA systems, tieoms that are commonly used with respect to
management information systems communicationcaa area network (LANandwide area network
(WAN) A LAN consists of all of the devices, typically PCs and servers within a particular facility or site.
A WAN is created by providing a connection between LANS, typically over a long geographic distance
using telecommunications facilities. Large SCADAtgyns may be required to interface to LANSs or
WAN:Ss to provide data transfer to management information systems or to permit internet access to
SCADA system data.

4-2. Physical media

All communications networks utilize one of two metharansmit data signals between devices: Electri-
cal conductors such as copper wire or optical camgsicuch as fiber optic cable (wireless communica-
tion via radio or microwave radiation does not regaiméntervening medium). The point on a device at
which the circuit is connected is referred to @@municationport; the physical and electrical charac-
teristics of the communications port must match the media to be used for the network.

a. Copper media will support either point-to-pointtapped network configurations. Copper-based
networks may be used between devices and PLCdweée PLCs, but should not be installed over long
distances, or across a facility boundary. All coppéwaek cables should be of shielded construction.
For copper-based networks, three bagies of copper conductors are used.

(1) Shielded twisted pair (STP), which individual pairs of indated conductors are twisted to-
gether to reduce inductively coupled interference@metred with a continuousetallic foil shield to
reduce capacitive coupled interference. Individual pairs or multiple pairs are then assembled into a cable
within an overall jacket that provides environmental protection.

(2) Unshielded twisted pair (UTP), have individyalirs of insulated conductors that are twisted
together to reduce inductively coupled interference. Individual pairs or multiple pairs are then assembled
into a cable with an overall jacket to provide environmental protection.

(3) Coaxial cable (COAX) has a single conductor thaurrounded by an annular layer of dielec-
tric material that is then covered with a metallic theai shield and then an overall jacket. Configurations
are available with multiple coatiaables within a common overall jaatk these are often referred to as
twin-ax (2 cables) or tri-ax (3 cables). C@dxable construction is inherently shielded.

b. In fiber-based networks, optical fibers transmit data in the form of pulses of light, which are pro-
duced by a light emitting diode (LED) or laser transmiited detected by a photodiode or phototransistor
receiver at the other end of the fiber. In aduditio these photoelectric components, fiber optic transceiv-
ers contain the circuitry required to convert electronta d&o pulses of light and the reverse. Each opti-
cal fiber consists of a glass fiber core with another layer of glass over the core called cladding. The core
and cladding have different indexes of refractionsoaplight waves that enter the core to be continu-
ously reflected from the interface and not dispersasidelithe core. Cable sizes are typically defined by
the outside diameters of the core and cladding inangrsuch as 62.5/125. Optical fiber is available in
two types:

(1) Single Mode Fiber, consisting of a single ceti@and having a single transmission path, pro-

vides very high data transmissionesbver long distances, but is costhhis type of cable is used for
long-distance telecommunications and video application.
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(2) Multi-Mode Fiber, consisting of multiple costrands, provides multiple signal paths which re-
sult in some distortion of the signal and is therefore restricted to shorter lengths, but is more economical.
This is the type of cable commonly usedIBADA system and data processing networks.

c. SCADA networks operating between facilities on lasges, over long distances, or outside of the
facility HEMP shield should be fiber-based. Fibased networks have some significant advantages for
SCADA application, including the following.

(1) They provide very high signal quality.

(2) As no electric voltage or current is used, they completely free of RFI and EMI interference.

(3) When used over long distances or between buildings they eliminate problems with ground po-
tential differences, ground loops, and transient voltages.

(4) They provide enhanced security since point-@g¥pcommunications cannot be tapped or daisy
chained.

4-3. Media standards
Industry standards for communications media define both the physical and electrical (or optical) charac-
teristics of both the conductors and the connectses to mate them to communications ports. Some

common network conductor physical standards and their characteristics are listed in table 4-1.

Table 4-1. Common network communication media

Standard Conductor | Connection | Transmission Maxi- Typical Application
Designation Type Speed mum Dis-
tance
RS-232 CoppeM/C | Point-to- 265 kbps 15m Laptop computer to PLC
with 9-pin Point
connectors
RS-485 CoppedTP | Multi-drop 10 Mbps 1000m PLC to field devices
or STP
CAT S5 Copper UTP| Multi-drop 100Mbps Depends | PLC to PLC
or STP on Proto-
col
RG6 Copper Multi-Drop | 5Mbps 1000m PLC to PLC, Video
Coax
Single-Mode| Point-to- >1Gbps 5kM Long-distanceelecommu-
Fiber Point nications (No typical
SCADA application)
Multi-Mode | Point-to- >1 Gbps 1000m PLC to Control Room and
Fiber Point PLC to PLC

4-4, Communication protocols

Communication protocols define the “rules” by which devices on a network are able to communicate.

They define the structure of data packets #nattransmitted on the network as well as other necessary
information such as how individual devices are unigaeldressed, what signals the beginning and end of

a data message, and how each message is checked for transmission errors by the receiving device. A par-
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ticular communication protocol may maplemented using more than one type of physical media. For
example, Ethernet may operate on UTP, coaxial calflbesr but the data structure is the same on any of
these media. The protocol used may impose liroitaton the media such as maximum data transmission
rate (Mbps) or maximum circuit length between devices.

a. Protocols may be eith@roprietary or open. Proprietary protocols are those developed by vendors
for use with their own systems and for which appitainformation is not made publicly available for
use by other vendors. Open protocols are those fiwhvelll application information is in the public do-
main, permitting any vendor to déep devices and software that can use the protocol. Most of the open
protocols used today originated with specific venddtewever, they have been made accessible by
those vendors to increase the number of devices that are compatible with their systems, making them
more marketable. Table 4-2 shows coomnopen network communication protocols.
b. SCADA systems for C4ISR facilities should use open protocols for a number of reasons:
(1) There is substantial publishedt@aegarding their reliability and performance characteristics.
(2) Technical support is available from multiple sources.
(3) There are larger numbers of competing compatible devices to select from.

(4) Systems may be modified or expanded withreguiring sole-source proprietary contracts.

Table 4-2. Common open network communication protocols

Protocol Level CommonApplications
ModBus Device Manufacturing, Electric Utility
Profibus Device Processndustry
DeviceNet Device Manufacturing
DNP 3.0 Device Electric Utility SCADA
BACNet Control HVAC Control,Building Automation
ControlNet Control Manufacturing
ARCNet Supervisory Office Automation, Gaming
Ethernet/IP Supervisory Office Automation, Internet

4-5. Network topologies
Commonly used network topologies includarsting and tapped configurations. |ggical networkis

defined as a group of interconnected devices that@menunicating together with the same protocol.
Different logical networks may be interconnechsdusing protocol converters or translators.
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a. In a star topology, each device on the networoisnected to a central hub by a single communica-
tions circuit, as shown in figure 4-2. The hub perfs the function of passing messages between de-
vices. Types of devices that may serve as the hudb sithr network include repeaters, switches and
routers. The most common example of this topology is the Ethernet LAN used to interconnect all of the
personal computers within an office environment. tHis case, a dedicated cable is routed from the
Ethernet port on each PC back to a switch or routeesdiere in the office building. In a star network,
loss of a single communication circuit affects only the single device at the end of that circuit, although
loss of a hub device obviously affects the entire ndkwadrhe star network has the highest installation
cost per device.

DEVICE

DEVICE DEVICE

HUB

DEVICE DEVICE

Figure 4-2. Star network topology
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b. In a ring topology, two communication ports grevided on each device and the network circuit
makes a loop through all of the devices, with amgpaint, as shown in figure 4-3. Two-way communi-
cation allows messages to pass in either directmmgathe network. Messages must be passed through
the communication ports of each device on the netwoaking it vulnerable to a break if a single device
fails or is removed. If a means is provided talge the open point on failure of a particular device or
circuit segment, this configuration can have high reliability at relatively low cost.

Figure 4-3. Ring network topology
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c. In a tapped (or multi-drop) network the communications circuit is tapped to be connected to each
device so that the communication ports of the vardmuices are effectively electrically in parallel.
Tapped connections are applicable only to copper-basd@nfier optic circuits are limited to point-to-
point operation. The configuration figure 4-4 typically represents thenest installed cost per device.
This configuration is commonly used for field desvicommunications; a common example is a fire detec-
tion system with addressable devices, in WadJTP network is T-tapped at each device.

DEVICE

|

DEVICE %E[] [}DH DEVICE

DEVICE %E[] [hﬁ DEVICE

S p—

Figure 4-4. Tapped network topology
4-6. Network redundancy

The need for network redundancy in a SCADA system is dependent orbtistness and vulnerabilities

of the type of network used as well as the criticalityhaf control or reporting functions that rely on the
network. In a system where the network serveg tmpass management information reporting or trend-

ing of data to a central location, and all automatic control and operator interface functions are fully pre-
sent with the network out of service, a non-redundanfiguration is acceptable. If a network serves

only a single redundant component of a system, such as the point-to-point communication circuit between
a generator PLC located in the control room arelltical engine control pal, network redundancy is

also not required. Any network, however, thatdquired for system operatioar whose failure could

affect multiple redundant sub-systems or componenist be redundant. For example, a communica-
tions network used to pass information (such as generator start signals) between all of the generator PLCs
and the system master PLC must provide redundancy.
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a. In a either a star or a tapped network, redundaeqyires complete duplication of the network, in-
cluding communication ports at each device, communication circuits, and the hub equipment. Figure 4-5
presents an example of a fully redundant networkigardtion. In this onfiguration, one network
serves as the primary with all devices using it fonownication. If any (or all devices) sense loss of
communications with the primary network, they autboadly transfer to the backup network. This pro-
vides protection both against loss