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a b s t r a c t

According to the modern trend, the reference value of a measurement comparison among

laboratories is established considering the contribution of all the participants appropri-

ately. The main problem is deciding whether the data are consistent or they have to be dis-

carded because of the evidence that the measured value is too different from the expected

one. In this paper, the problem of the data rejection is analyzed for a specific comparison

concerning microwave power measurements and a specific decision algorithm is

presented.

� 2008 Elsevier Ltd. All rights reserved.

1. Introduction

In interlaboratory comparisons it is necessary to have a

reference value with low uncertainty but the most impor-

tant aspect is that this value must be reliable, that is it

must be as much as possible consistent with the expected

one. The reference value is provided by the laboratory that

can claim measurement uncertainties significantly lower

than that of the other participants. Usually this is the pilot

laboratory and very often this task is covered by the pri-

mary laboratory which can provide the best uncertainty le-

vel. However, in some cases this is not possible because, for

example, the value provided by the pilot laboratory is ob-

tained with technique and instrumentation that give an

uncertainty comparable with that used by the other partic-

ipants. So a Consensus Value (CV), i.e. the best estimate of

the measurand, has to be derived from the values supplied

by the same participants to the comparison.

The Consensus Value must have a low uncertainty, of

course, but most important it has not to be strongly biased

by anomalous data involuntarily provided by some labora-

tory. In order to minimize the biasing problem, it is neces-

sary to find a way to identify and consequently reject the

anomalous data from the calculation of the Consensus Va-

lue itself.

Different techniques can be used for the determination

of the Consensus Value: in this paper we analyze the appli-

cation to a national comparison exercise, concerning

microwave power measurements [1], of an algorithm used

for the data rejection, that turned out to be less critical and

more efficient than others normally used in the specific

field.

2. Data rejection

Sometimes it happens that one or more measurements

seem to be in grinding discord with all the others and, in

this condition, the analyst has to decide whether data are

anomalous or can be used bona fide. Anyway the problem

of the data refusal is quite spiny [2].

It is not always possible to find the external cause that

explains an anomalous result and one must only decide if

has to discard the value or not. In last analysis, the decision

is subjective and one must use the maximum intellectual

honesty in order to avoid prefixing his results.

In presence of data suspected of being anomalous in a

relatively small set, the only honest solution is to repeat

measurement in order to identify the problem. When it is

not possible to follow this way because, for example, the
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amount of data is huge or, as in the case of a measurement

comparison, it is not possible to send again the standard to

the laboratory that has made the mistake in order to inves-

tigate the problem, we need some criterion to reject unre-

liable contributions.

One of the most common decision rules is the Chauvenet

criterion, which applies to Gaussian distribution [2]. Having

a suspected measurement in a particular data set, the

Chauvenet criterion gives the probability to find other

measures that differ, from the reliable ones, by a quantity

comparable to the deviation associated to the suspected

measure itself. Another simple and fast algorithm could

be more useful for an efficient numerical computation of

the reference value both for the case of large data sets

and for reduced number of data. In this paper different

solutions are examined for a specific data set obtained in

a real exercise able to return only a small number of data.

3. The power measurement comparison SIT.AF-01 at

microwaves

Before explaining the used data rejection method, we

introduce the experimental exercise to which it has been

applied in order to focus the attention on a real problem.

We chose an exercise with a reduced data set for seek of

simplicity.

The INRiM (Istituto Nazionale di Ricerca Metrologica,

formerly IEN ‘‘Galileo Ferraris”, Torino, Italy) promoted a

national power comparison in the microwave region

(50 MHz–26.5 GHz) aimed to determine whether the labo-

ratories accredited by SIT (Servizio Italiano di Taratura) for

the microwave power quantity were operating within their

claimed uncertainty or needed to modify their procedures.

In this particular exercise [1], a power meter with two

coaxial sensors has been sent, as a traveling standard, to

all the participants. The traveling standard was identified

in a Hewlett Packard power meter model 438A, chosen be-

cause it is a widely diffused and commonly used instru-

ment in the laboratories involved. Their task was to

measure both the power sensor calibration factors K at

fixed frequencies and the 1 mW–50 MHz reference source

included in the traveling standard. In other words, the

comparison was an exercise of absolute power and power

ratio measurements.

The pilot laboratory (INRiM) circulated two coaxial

power sensors one fitted with 7 mm type N connector

and the other with 3.5 mm connector in order to cover

the mentioned frequency band.

Although these sensors are traceable to the primary

power standard, i.e. the microcalorimeter [3], they have

to be calibrated, also at the INRiM, with a routine method

that cannot provide the best accuracy available. The reason

of the choice of sending this kind of sensors was in the

technical impossibility of circulating, at that time, bolo-

metric detectors, which conversely could be calibrated di-

rectly with the microcalorimetric technique, obtaining the

best uncertainty allowed by the actual state of the art.

Since the pilot laboratory was not able to provide a ref-

erence value with an uncertainty significantly smaller than

the other laboratories, this was a typical case in which a

Consensus Value had to be derived from the data provided

by all participants.

The first problem in this exercise was to find if there

were unreliable measurements given by the participants

that had to be excluded from the computation of the Con-

sensus Value. These unreliable measurements could be due

to different causes: a huge error that makes the measured

quantity strongly different from the expected one and that

could be linked to mistakes made by the laboratory during

the measurement process, or an underestimation of the

measurement uncertainty that can cause an incorrect attri-

bution of high reliability of the data itself.

4. The selection algorithm

The quality of an interlaboratory comparison depends

on the ability of distinguishing between good measure-

ments and unreliable ones. This ability allows obtaining a

more reliable Consensus Value; the better is the reference

value, the lower is the uncertainty of the test.

In this section suitable algorithms for the mentioned

purpose are presented, following a scheme also given in a

specific references [4]. The differences between them are

highlighted in order to better explain our choice.

4.1. The median algorithm

The median is the middle element of a distribution in

the sense that half of the results is above the median and

half is below. To find the results to be discarded, the meth-

od considers the relation between the median and the

measurement uncertainties. In particular, all the results

that contains the median in their uncertainty range are

considered reliable and used in the average process for

the determination of the Consensus Value, the other are

considered unreliable and discarded.

Since the algorithm evaluates the first estimate of the

Consensus Value regardless to the uncertainties of themea-

sured values, it works well in eliminating results with unre-

alistically low uncertainty but fails if the data set includes

only few results with low but realistic uncertainty among

a majority of results with significantly higher uncertainty.

4.2. The cumulative probability algorithm

The median algorithm assigns, in the determination of

the Consensus Value (the first estimate of the reference va-

lue, i.e. the median) the same weight to all the results.

It is quite obvious that, to obtain a more robust algo-

rithm, it is necessary to assign different weights to the re-

sults: values with lower but realistic uncertainty must

have a higher weight while lower weights have to be as-

signed to higher uncertainty values. This can be done con-

sidering each measured value belonging to a normal

distribution with a standard deviation equal to one half

of the declared uncertainty (assuming that a coverage fac-

tor k ¼ 2 has been adopted). This is consistent with the

assumptions of the ISO Guide GUM [5]. The cumulative dis-

tribution of all the measurements is then calculated from

an average of the single gaussian distributions [4].
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This algorithm resolves the problems, associated to the

median algorithm, of giving a reliable weight to the data

but it still relies very heavily on the assumption that all

the laboratories return correct values and associated uncer-

tainties. This is the hypothesis the exercise has to validate

in our case, anyway. Another drawback of this algorithm

is that an outlier result with very low uncertainty can be

‘‘overpowered” so much to polarize the exclusion value.

4.3. The ‘‘Value Voted Most Likely to be Correct” algorithm

The examination of the previous algorithms leads to the

conclusion that it is important to assign a weight to the

uncertainty of the data but it is also very important not

to overestimate such weights.

The Value Voted Most Likely to be Correct (VVMLC) [4]

algorithm interprets the uncertainty range of each partici-

pant as a rectangular distribution instead of a Gaussian

one. The distributions are modified in such a way that

the heights are one regardless of their widths so that any

value contained in a distribution is taken into account

one time. If the distribution associated to another result

overlaps a region of values covered by the previous consid-

ered distribution, than the values contained in the overlap-

ping region are taken into account two times and so on.

The name of the algorithm comes from the observation

that this way of considering the distribution is basically

equivalent to saying that each participant gives one vote

to each value within its uncertainty range and no votes

for values outside this range.

The cumulative distribution is determined by tallying

the votes and one can determine, as the value (or range

of values) considered likely to be correct, the value that re-

ceives the highest number of votes from the participants.

This value becomes the first estimate of the Consensus Va-

lue of the exercise. If a range of values with equal (maxi-

mal) probability is found, the Consensus Value is chosen

as the central value of the range.

Once found the first estimate of the Consensus Value,

reliable results are selected in the same way as in the med-

ian algorithm.

Results cited in [4] show that the VVMLC algorithm is

not only more robust than the median algorithm but also,

in most cases, identifies more participant values as reliable.

The way of tallying the votes prevents the overestimation

of the weight for the low uncertainty values also. So it

should give a more realistic Consensus Value.

5. Determination of the Consensus Value

Once determined the reliable data set, the Consensus

Value (CV) and its uncertainty (uCV) are calculated through

a weighted mean of the values coming from the partici-

pants considered reliable:

CV ¼

Pn
i¼1

mi

u2mi
Pn

i¼1
1

u2mi

ð1Þ

uCV ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
Pn

i¼1
1

u2mi

v

u

u

t ð2Þ

where n is the number of reliable participants, mi are the

measured values and umi
are the corresponding uncertain-

ties. The appropriate coverage factor has, then, to be ap-

plied to uCV.

6. Application to the microwave power comparison

SIT.AF-01

The VVMLC algorithm has been applied to the micro-

wave power measurement exercise SIT.AF-01 in order to

find if there were SIT laboratories needing a revision of

their measurement techniques and methods.

To analyze the data, a Mathematica [6] code has been

written that receives as inputs the values measured by

the participants along with their claimed uncertainties.

The computational code outputs the value of the first esti-

mate of the Consensus Value, a plot of the cumulative dis-

tribution, the selection between reliable and unreliable

data and the final Consensus Value and uncertainty as de-

fined in (1), (2). This result was additionally compared, by

means of a compatibility test, with the data obtained at the

INRiM High Frequency Laboratory before and at the end of

the circulation, in order to be sure that the process is in

agreement with the primary power standard.

Comparing data of participants and Consensus Values, it

results that one laboratory gave completely unreliable data

at all the tested frequencies. A detailed analysis of this case

evidenced a systematic procedure mistake. Some other

laboratories provided results a little bit lower or higher

than the expected, at least at some frequencies. This evi-

dence has to be carefully evaluated in order to find which

problem affected these results.

It is important to note that some laboratories are trace-

able to foreign primary laboratory. This exercise proved, as

expected, that different laboratories traceable to different

primary standards are able to provide consistent data, ex-

cept for little differences at some frequencies that has to be

further investigated.

Fig. 1 shows the results of the calibration factor K mea-

surements collected for the power sensor HP8481A (7 mm

coaxial line transfer standard with type N connector) at the

frequency of 1 GHz. The straight line represents the final

Consensus Value Kref and the dashed lines represents its

extended uncertainty UðKrefÞ ðk ¼ 2Þ. It can be seen that

laboratories provided good measurements that are, along

with their declared extended uncertainties, clearly com-

patible with the calculated Consensus Value. Only labora-

tory L11, which, as already said, made procedure mistake,

is not compatible. Fig. 2 shows the corresponding cumula-

tive distribution obtained according to the VVMLC algo-

rithm. The first estimate of the Consensus Value is the

central value of the computed cumulative distribution

highest peak. This value is used to verify if a measurement

can (or must not) be used for the determination of the final

Consensus Value. This selection is done observing whether

the first estimate of the Consensus Value lies in the one sig-

ma declared uncertainty of a measurement. If so, the mea-

surement is considered reliable, otherwise it is discarded.

Another meaningful example is presented in Fig. 3.

These are the measurements performed on the 7 mm
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transfer standard at the frequency of 10 GHz. It can be seen

that the general trend is very good except again for labora-

tory L11. Nevertheless laboratories L9 and L12 are not

compatible at this frequency. In particular L9 underesti-

mates the measurand and L12 is a little bit higher. L12 is

not compatible even if has confidence band overlapping

the confidence band of the Consensus Value. This is an

example of little differences that need data rejection and

further investigations.

The compatibility of a measurement with the Consen-

sus Value is determined by using the standard compatibil-

ity index test [7]:

�1 <
K lab � Kref

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

UðK labÞ
2 þ UðKref Þ

2
q < 1 ð3Þ

Fig. 1. Results of the participant laboratories, Consensus Value and related uncertainties for the calibration factor K of the 7 mm traveling standard at

1 GHz.

Fig. 2. Cumulative distribution obtained from the VVMLC algorithm for

the calibration factor at 1 GHz.

Fig. 3. Results of the participant laboratories, Consensus Value and related uncertainties for the calibration coefficient K measured on the 7 mm traveling

standard at 10 GHz.
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If relation (3) is satisfied, the measured value K lab is com-

patible with the Consensus Value, otherwise it needs cor-

rection actions. The reason for which the L12

measurement cannot be accepted even if there is an over-

lapping between the two sigma confidence band of the

Consensus Value resides in the choice of using the compat-

ibility index test as the criterion for the measurements

compatibility with the Consensus Value. Indeed this meth-

od is more demanding than the simple overlapping –

which corresponds to the request that the difference be-

tween two measurements is smaller than the sum of the

two measurements uncertainties – because requires that

the two uncertainty bars of the values under confrontation

are not only overlapped but overlapped of, at least, a cer-

tain amount. The choice of this method allows to be more

confident about the goodness of the data provided by the

laboratories participating in the circulation.

Fig. 4 shows the corresponding cumulative distribution

obtained with the VVMLC algorithm. The first estimate of

the Consensus Value is the vertical bar and the L11 outlier

is clearly visible on the right (values about 1.1).

In Fig. 5 is reported another significant test, that is the

measurement of the absolute power supplied by the refer-

ence source (P ¼ 1 mW at 50 MHz) of the traveling power

meter (a HP438A). It can be seen that, in this particular

measurement, all the laboratories have good performances

including L11, which is unreliable in all the other cases.

Laboratory L8 has not supplied its results while, for what

concerns L10, the uncertainty is missing. Fig. 6 shows the

corresponding cumulative distribution.

From these examples we can say that the results ob-

tained from the circulation are positive, the reason for

the main discrepancies with laboratory L11 was found

while some minor problems are currently under

investigation.

Concerning the PC3.5 connector, we have to declare an

accidental breaking of the sensor. For this reason we can

not consider these data reliable, so the analysis presented

has been limited to the PCN 7 mm connectors data up to

18 GHz.

7. Conclusion

The problem of the data rejection in interlaboratory

comparisons is here analyzed and some examples of possi-

ble numerical algorithm for the determination of the Con-

sensus Value are presented. The Value Voted Most Likely to

be Correct (VVMLC) algorithm can be assumed as a good

choice for the evaluation of the reliability of data and,

therefore, it has been applied to the Italian Microwave

Power Measurement Comparison exercise SIT.AF-01 with

good success. Some results of this application are also pre-

sented and discussed. The VVMLC algorithm helped the pi-

lot laboratory in the identification of the laboratories that

needs a revision of their measurement technique. In partic-

ular one laboratory committed a mistake in the application

of the measurement procedure that leads to completely

unreliable data, some two other laboratories expressed lit-

tle differences that needs further investigations. In conclu-

sion the Microwave Power Measurement Comparison
Fig. 4. Cumulative distribution (VVMLC algorithm) for the calibration

factor at 10 GHz.

Fig. 5. Results for the absolute power measurement of the traveling standard reference source.
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exercise SIT.AF-01 has been a success, at least in the PCN

7 mm range of measurements, because 70% of the accred-

ited laboratories are consistent with the uncertainties de-

clared and with INRiM measurements, while only 30% of

them presents light discrepancies only for some

frequencies.
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