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Purpose: In this work, the design, operation, initial experimental evaluation, and characterization of

a small-scale graphite calorimeter probe— herein referred to as the Aerrow— developed for routine

use in the clinical environment, are described. Similar in size and shape to a Farmer type cylindrical

ionization chamber, the Aerrow represents the first translation of calorimetry intended for direct use

by clinical physicists in the radiotherapy clinic.

Methods: Based on a numerically optimized design obtained in previous work, a functioning Aer-

row prototype capable of two independent modes of operation (quasi-adiabatic and isothermal) was

constructed in-house. Reference dose measurements were performed using both Aerrow operation

modes in a 6 MV photon beam and were directly compared to results obtained with a calibrated refer-

ence-class ionization chamber. The Aerrow was then used to quantify the absolute output of five clin-

ical linac-based photon beams (6 MV, 6 MV FFF, 10 MV, 10 MV FFF, and 15 MV; 63.2%

< %dd(10)9 < 76.3%). Linearity, dose rate, and orientation dependences were also investigated.

Results: Compared to an ion chamber-derived dose to water of 76.3 � 0.7 cGy, the average doses

measured using the Aerrow were 75.6 � 0.7 and 74.7 � 0.7 cGy/MU for the quasi-adiabatic and

isothermal modes, respectively. All photon beam output measurements using the Aerrow in water-

equivalent phantom agreed with chamber-based clinical reference dosimetry data within combined

standard uncertainties. The linearity of the Aerrow’s response was characterized by an adjusted R2

value of 0.9998 in the dose range of 80 cGy to 470 cGy. For the dose-rate dependence, no sta-

tistically significant effects were observed in the range of 0.5 Gy/min to 5.4 Gy/min. A relative

photon beam quality dependence of 1.7% was calculated in the range of 60Co to 24 MV (58.4%

< %dd(10)9 < 86.8%) using Monte Carlo. Finally, the angular dependence (gantry stationary and

detector rotated) of the Aerrow’s response was found to be insignificant to within �0.5%.

Conclusions: This work demonstrates the feasibility of using an ion chamber-sized calorimeter as a

practical means of measuring absolute dose to water in the radiotherapy clinic. The potential intro-

duction of calorimetry as a mainstream device into the clinical setting is powerful, as this fundamen-

tal technique has formed the basis of absorbed dose standards in many countries for decades and

could one day form the basis of a new local absorbed dose standard for clinics. © 2017 American

Association of Physicists in Medicine [https://doi.org/10.1002/mp.12669]
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1. INTRODUCTION

For more than sixty years, calorimeters of various designs

have been applied to radiation dosimetry. Today, calorimeters

form the basis of primary absorbed dose standards in many

countries around the world. These operate on the principle

that radiation interacting with matter will result in a measur-

able temperature rise in the absorbing medium. Even among

primary standards, calorimetry is considered the most direct

and absolute method of measuring absorbed radiation dose

since device calibration can be achieved in terms of quantities

with traceable standards (i.e., electrical and temperature),

entirely independent of radiation.1–3 This avoids the need to

rely on dosimetric quantities such as ðW=eÞair (the average

energy required to produce an ion pair in dry air) and

(�ðGÞ3þFe ) (the product of the molar extinction coefficient and

the radiation chemical yield of ferric ions), the knowledge of

which are relatively more uncertain than current electrical

and temperature-based standards.1,4 To date, calorimeter

designs have primarily been driven by national metrology

institutes, whose principal motivation is to achieve the lowest

possible measurement uncertainty.5 Utility and usability of

the devices are secondary considerations, and as a result,

most calorimeters today are generally both bulky and fragile,
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and are operated by only handful of individuals possessing

the required specialized equipment and tacit knowledge.6–11

In radiotherapy, clinical reference dosimetry of high-

energy photon beams is traceable to absorbed dose-to-water

standards (most commonly calorimetry). Generally based on

calibrating ionization chambers in a standard 60Co field, pro-

tocols such as AAPM TG-51 and IAEA TRS-398 detail rec-

ommended practices in regard to reference dosimetry.12–14

The emergence of specialized and nonconformal radiation

delivery modalities (MR-linacs, Gammaknife�, Cyberknife�,

etc.) incapable of producing a standard reference field

(10 9 10 cm2) have prompted the development of method-

ologies to adapt current reference dosimetry traceability to

smaller fields.15 In this approach, a suitable ionization cham-

ber with a conventional calibration traceable to a primary

standard is used under nonstandard conditions. Correction

factors must then be applied to the chamber readings to

account for all the effects (e.g., volume averaging, fluence

perturbation, etc.) which cause the detector response to vary

between reference and nonreference conditions. Most

recently, this correction-based technique has been extended

to include the effects due to the presence of a magnetic

field.16

As a more direct alternative method to realize absorbed

dose in nonstandard fields, new graphite and water calorime-

ters specifically designed to measure dose based on first prin-

ciples are being developed.17–19 Oftentimes, these calorimetry

systems are also made to be transportable to permit operation

at the user’s facility.20–23 Thus, calorimetry-based dose mea-

surements can form the basis of a direct dose calibration of

an ionization chamber in the clinically relevant field, or a

derivation of their correction factors for those beams. The

minimal beam quality and field size dependence of calorime-

ters also make them useful transfer instruments. Despite their

advantages over other dosimetry systems, calorimeters have

yet to be incorporated into regular clinical use. Relatively

small calorimeters, such as the IMRT calorimeters developed

by Duane et al. and Daures et al., rely on vacuum pump sys-

tems to achieve pressures of typically less than 10�3 Pa in

order to minimize the conductive and convective heat transfer

inside the calorimeter.17,18 While incredibly effective at ther-

mally isolating the various constituent bodies of the calorime-

ter, the time required to establish a partial vacuum, and the

challenges associated with maintaining said partial vacuum

within a volume of porous graphite, make these relatively

expensive solutions impractical for regular clinical use. Any

widespread adoption of calorimetry by physicists in the radio-

therapy clinic will necessitate a high degree of dependability,

robustness, and a relative ease-of-use (i.e., practicality) on

the part of the detector.

One aim of this paper is to present the development of a

probe-format graphite calorimetry system specifically

designed for routine use in the clinical environment (filing

no. PCT/CA2013/000523). Originally constructed at McGill

University by Renaud et al.24 the calorimeter, referred to

herein as the Aerrow, shares design aspects with graphite

calorimeters developed at the Bhabha Atomic Research

Centre during the late 1970s,25 and more recently at the

National Physical Laboratory (NPL)17 and the Laboratoire

National Henri Bequerel (LNE-LNHB).18 Despite these simi-

larities, the Aerrow has not been developed or ever used in a

primary standards dosimetry laboratory. Several design and

operational aspects of the Aerrow set it apart from standards-

level graphite calorimeters. For instance, it’s relatively small,

probe form factor was purposely chosen to resemble a cylin-

drical ionization chamber, to ensure minimal disruption to

the clinical workflow. Utility-wise, the relatively small sensi-

tive volume will permit it to eventually be tested in nonstan-

dard radiation fields. The Aerrow was also designed to be

used directly in water or water-equivalent phantoms, the two

mediums most likely encountered in the clinical environment.

This is in stark contrast to most primary standards calorime-

ters, which operate in a reference graphite phantom. Once

again, this was done to keep the Aerrow more in line with

ionization chambers, but more importantly, measuring

directly in water simplifies the dose conversion process and

does away with the need for an additional transfer step. In

contrast to all other graphite calorimeters, the Aerrow design

incorporates aerogel-based material as opposed to a vacuum

to achieve thermal isolation from the surrounding environ-

ment.10,11,17–19,25–30 Air gaps have also been successfully used

to provide thermal insulation in graphite calorimeter designs

(e.g., NPL’s portable photon/electron calorimeter), however

this design feature necessitates the inclusion of mechanical

supports such as expanded polystyrene beads.23 In this work,

aerogel was opted to simplify the assembly process, to maxi-

mize the compactness, and to improve the structural robust-

ness of the device. Furthermore, the Aerrow’s waterproof

holder allows for use in a standard water phantom; a feature

not shared by most graphite calorimeters.

Although calorimeters have been used as transfer stan-

dards by primary dosimetry calibration laboratories (e.g.,

Hofmeester and McEwen and Duane),31,32 this work is the

first that has the overarching goal to develop a calorimeter

suitable for widespread use by clinicians. Given the state of

the calorimetry at the level of the standards labs, it is not

inconceivable that such a device could be refined to the point

of measuring absorbed dose to water more accurately than

currently achievable with ionization chambers, currently the

‘gold standard’. Perhaps more importantly, it may serve to

increase confidence in dose delivery in small and nonstan-

dard radiation fields (e.g., small and composite fields, or in

the presence of an MR-field). In this paper, the design and

operating principles of the Aerrow system are presented, and

a comparison of the Aerrow’s two independent operating

modes against a reference-class ionization chamber in a high-

energy photon beam is described. The corrections and dose

conversion factors necessary to determine absorbed dose to

water for high-energy photon beam dosimetry are also dis-

cussed. Additionally, a detailing of the Aerrow’s relative char-

acterization (linearity, dose-rate dependence, beam quality

dependence, and angular dependence) is provided. Note that

the Aerrow, while capable in principle of absorbed dose mea-

surement in absolute terms, is not a primary standard. A
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primary absorbed dose standard implies an absolute dosime-

ter embedded in a matrix of exacting metrological practices

that is accepted by the community as the measurement

against which all other are normalized.

2. METHODS

2.A. Graphite calorimeter

The Aerrow (fourth prototype iteration; MK-IV) is

depicted in Fig. 1 by a cross-sectional schematic [Fig. 1(a)]

and digitally reconstructed radiograph of a micro-CT scan

[Fig. 1(b)]. Similar in size to a 0.6 cm3 cylindrical ionization

chamber [Fig. 1(c)], the Aerrow was originally conceived to

determine the absorbed dose to a small sensitive volume,

either in a water or solid phantom, in 60Co or high-energy

clinical accelerator-based photon beams, down to field sizes

of 2 9 2 cm2. Unlike an ionization chamber however, the

Aerrow was built with the aim of providing an absolute mea-

sure of the absorbed dose without the need of a dose calibra-

tion coefficient, nor setup-dependent correction factors (e.g.,

polarity, ion recombination, temperature, pressure, humidity,

etc.). The incorporation of an aerogel-based thermal insulator

(Pyrogel� 2250, Aspen Aerogels Inc., Northborough, MA,

USA) has been the enabling idea behind the development of

this device.

The graphite components of the calorimeter (Grade R

4340, SGL Carbon Group, q = 1.72 g cm�3) are arranged in

a nested cylindrical geometry. The 6.1 mm diameter,

10.0 mm long graphite core (i.e., the sensitive volume) is sep-

arated from a 0.7 mm thick jacket by a 0.7 mm isotropic layer

of Pyrogel insulation. Likewise, a 1.0 mm layer of Pyrogel

thermally isolates the jacket from a 1.0 mm thick graphite

shield. The mechanical support provided by the solid insula-

tion maintains the constant relative positioning of the graphite

components, and allows for regular handling by the user.

(a) (b)

(c)

FIG. 1. (a) A cross-sectional schematic diagram of the Aerrow design, and (b) a digitally reconstructed radiograph of a micro-CT scan of the prototype calorime-

ter showing multiple embedded thermistors and leads. (c) The comparable size of the Aerrow to that of a Farmer— type ionization chamber is illustrated by the

Exradin A12 positioned alongside the probe calorimeter (internal Aerrow structure is shown as a blended rendering) and a 5-cent coin (21 mm wide) for scale.

[Color figure can be viewed at wileyonlinelibrary.com]
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Each of the core, jacket and shield are fitted with negative

temperature coefficient thermistors (H1744, US Sensor) with

a nominal resistance of 10 kΩ at 25°C, which serve as either

temperature sensors or Joule heaters. Each graphite compo-

nent has one sensing thermistor, and three (core and jacket)

or six (shield) thermistors connected in parallel for thermal

regulation. They have been positioned in their respective gra-

phite bodies to produce an axially — symmetric heating dis-

tribution. While fifteen thermistors far exceed the minimum

required to operate the instrument, this quantity was selected

to provide sufficient redundancy in the event of multiple con-

nection failures in the prototype. The thermistor elements are

approximately 0.13 mm thick, 0.28 mm wide, and 0.76 mm

long, and are encapsulated in a 3.81 mm long, 0.43 mm

diameter polyimide tube. An acrylic (PMMA) stem was fabri-

cated to envelop and waterproof the calorimeter assembly for

submerged dose measurements. It also serves as a rigid shell

protecting the electrical connections from the physical strain

of handling.

Like all graphite calorimeters, the core of the Aerrow

consists of a certain amount of nongraphite materials (ther-

mistors, epoxy, thermal insulation), herein referred to as

impurities. The presence of impurities contributes to the

perturbation of the absorbed dose in the graphite compo-

nent of the core, both in the intuitive dosimetry sense (i.e.,

through radiation interactions), and thermally (e.g., different

heat capacities contributing to heat transfer in the core).

Table I lists the relevant material properties present in the

prototype used in this work. Masses, mi, were repeatedly

measured using a high-precision balance (Type AJ100L,

Mettler) at every stage of the assembly, whereas values for

the specific heat capacities, cp,i, were taken from litera-

ture.33–35 A thermistor was dissected in order to separate

and measure the individual component masses (nickel, poly-

imide, polyurethane nylon, transition metal oxide), which

were found to be consistent with manufacturer-provided

data to within about 0.2 mg. The relatively large fraction of

mass contributed by the nickel (approximately 20% of the

total core mass) represents the entirety of the 30 cm leads

coming from the four core thermistors. Since the definition

of the extent of the core is fuzzy, and the leads are a route

for heat transfer to occur with the sensitive volume, we

have opted to include all the mass over an arbitrary cut-off

point.

2.B. Quasi-adiabatic operation

In general, graphite calorimeters can be operated in one of

two independent modes to measure absorbed dose: quasi-adia-

batic and isothermal (sometimes referred to as constant-tem-

perature mode). In this work, the Aerrow was operated in both

modes, the results of which were compared to one another as an

initial self-consistency check. The quasi-adiabatic mode, as it

has been implemented in this work, is not suitable for routine

clinical application since it requires overnight stabilizationmuch

like a water calorimeter. Isothermal mode (see Section 2.C.)

with its vastly reduced initial stabilization time, is expected to be

themore practical of the twomodes for clinical use.

In the quasi-adiabatic mode, no active thermal regulation

is directly applied to the graphite; rather, the Aerrow is sub-

merged in a temperature-controlled water phantom with a set

point of 297.45 K. For this setup, the COMSOL-modeled

time constant for heat conduction from the core to the sur-

round is about 90 s. For reference, replacing the Pyrogel

insulation with air gaps at atmospheric pressure (no mechani-

cal supports included) reduces this time constant to about

40 s. Originally designed for use with McGill University’s

electron sealed water calorimeter (ESWcal),36,37 the water

phantom used in this work has been designed to regulate the

water temperature drifts to within a few mK per hour. In this

setup, the core, jacket, and shield temperatures rise when irra-

diated, causing a fractional resistance change of approxi-

mately 0.45 Ω/mK in the embedded thermistors. Changes in

temperature are indirectly determined by measuring the

response of a DC Wheatstone bridge circuit to resistance

changes in the sensing thermistor. Two precision 10 kΩ resis-

tors (model 1152, Burster) make up one arm of the bridge,

while the sensing thermistor and an adjustable decade resistor

box (Type 1408, Burster) make up the other. The bridge

response voltage is measured (2182A nanovoltmeter, Keithey)

and related back to temperature through separate calibrations

of the thermistors (against a calibrated mercury thermometer

traceable to national standards), and the bridge response.38

Other calorimetry systems, such as the McGill ESWcal, use

TABLE I. Graphite and impurity contributions to the effective core mass and specific heat capacity of the Aerrow. The mass (m), absolute uncertainty (u), relative

mass fraction of the core (w), and specific heat capacity (cp) are given for each constituent material.

Core material mi (mg) u(mi) (mg) w (%) cp,i (J kg�1 K�1) u(cp,i) (J kg�1 K�1) (cp,i∙mi) (J K�1) u(cp,i∙mi) (J K�1)

Graphite 539.2 0.1 71.50 � 0.02 715 10 0.385 0.005

Nickel leads 159.2 0.2 21.11 � 0.03 445 5 0.0708 0.0009

Polyimide tubing 0.8 0.2 0.11 � 0.03 1110 20 0.0009 0.0002

Polyurethane nylon 12.0 0.2 1.59 � 0.03 1650 50 0.0198 0.0007

Transition metal oxide 1.6 0.2 0.22 � 0.03 600 200 0.0010 0.0003

Cyanoacrylate 5.5 0.5 0.73 � 0.07 1420 50 0.0078 0.0008

Pyrogel� (50%–70% silica gel,

30%–50% polyacrylonitrile

35.9 0.5 4.76 � 0.07 1080 20 0.0388 0.0009
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an AC Wheatstone bridge in conjunction with a lock-in

amplifier, which is generally less electrically noisy than an

equivalent DC setup, but relatively more complex to

construct.

The bridge response is calibrated by adjusting the decade

resistor box setting by a known amount, typically 1 Ω, when

the bridge is nominally balanced (i.e., the sensing thermistor

resistance is equal to the decade resistor box setting). This

bridge calibration procedure is performed in the absence of

large drifts, regularly throughout the experiment. Collec-

tively, these calibration results represent the change in bridge

voltage per unit resistance change, DV1 Ω, as a function of

balanced decade resistor box setting.

In the quasi-adiabatic mode, the Aerrow measures the mean

absorbed dose in the core, Dcore, based on its fundamental rela-

tion to the temperature rise, DT, and the effective specific heat

capacity at constant pressure of the core (mass-weighted for

graphite and impurities), cp,core, as shown in Eq. (1).

Dcore ¼
DErad

mcore

¼ cp;core � DT �
Y

ki (1)

For comparing operating modes, the product of the correc-

tion factors,
Q

ki, can be taken as simply the conductive heat

transfer, kc. The remaining corrections, the radiation field per-

turbation (kp), the radiation dose nonuniformity over the

extent of the graphite core (kdd), and any radiation-induced

heat defect (khd, arising either in the graphite or one or more

of the impurities) are assumed to be independent of operating

mode. With the exception khd, which has been assumed to be

unity in this study, and kc (see description below), all correc-

tion factors have been rolled into the absorbed dose-to-water

conversion calculation (see Section 2.E.).

The acquired signal during a single quasi-adiabatic run

consists of three distinct parts: the predrift, the irradiation

period, and the postdrift (Fig. 2).39 Prior to irradiation, a pre-

drift signal is recorded to provide an initial state condition.

During irradiation, the bridge signal resulting from the tem-

perature rise at the core sensing thermistor is acquired. Fol-

lowing the irradiation, a postdrift signal is collected to

compare against the initial slope of the predrift and provide a

measure of the temperature rise. Due to the thermal insulation

of the calorimeter box and the low thermal diffusivity of

water, the pre- and postdrift signals are quasi-linear over the

time scale of the measurement (heat transport within the sys-

tem behaves nonlinearly, but can be accurately approximated

as linear over sufficiently short time scales). The correction

for heat loss due to conduction, kc, is defined as the ratio of

the temperature rise in the absence of conduction to the actual

temperature rise, and is numerically simulated using a finite

element method software package (COMSOL Multiphysics�

v.4.2). Temperature gradients arise for two main reasons: (a)

dose gradients induced by the nonuniform radiation field,

and (b) the lower specific heat capacity of the graphite rela-

tive to the surrounding water, although in principle, all non-

water materials contribute to this effect to varying degrees.

The software can calculate time-dependent thermal distribu-

tions in a 3D model of the Aerrow (Fig. 3) by solving, in

both time and space, the partial differential equation govern-

ing thermal conduction. The solving algorithm requires sev-

eral input parameters including the physical and thermal

properties of the involved materials, geometric boundary con-

ditions, and the distribution of heat sources and sinks in

space and time.

2.C. Isothermal operation

The isothermal (or constant-temperature) mode of opera-

tion was first experimented on by Witzani et al.40 and later

further developed by Daures and Ostrowsky41 of the LNE-

LNHB to overcome the thermally dynamic nature of the

quasi-adiabatic mode.40,41 In this mode, each graphite com-

ponent is subject to active thermal control such that a con-

stant set point temperature is precisely maintained throughout

operation. In this work, the core, jacket, and shield set points

are 303.15 K, 302.95 K, and 301.65 K, respectively. Active

control in the jacket and shield is done to prevent core signal

perturbation due to thermal fluctuations in the surrounding

environment, and removes the need for a thermally-controlled

water phantom. Absorbed dose determination is based on an

electrical substitution method. Conceptually, a constant tem-

perature is maintained independently in each graphite body

during the irradiation period by reducing the rate of electrical

energy dissipated in the heating thermistors, Pi(t), by an

amount equal to the rate of energy deposited by the radiation.

By subtracting the baseline power, P0(t), and integrating over

the timespan, the total deposited energy, and hence the dose,

can be derived. In this mode, a priori knowledge of the core

FIG. 2. Example of a 12 s quasi-adiabatic mode measurement acquired using

the Aerrow in a 6 MV photon beam at a dose rate of approximately 7.5 Gy/

min. During the beam-on period, the increasing bridge signal resulting from

the temperature rise at the core sensing thermistor is acquired. This voltage

offset (indicated by the vertical arrow) is directly proportional to the absorbed

dose. The shifts exhibited at beam-on and off are electrical in nature, and are

likely due to an unresolved ground loop. Though assumed to be always pre-

sent, the effect is clearly visible in this run, but is indiscernible from the real

signal in many others. While this effect has not yet been investigated, it may

be introducing a systematic error in the dose determination, assuming the

shifts do not cancel out.
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mass, mcore, is required. In Equation 2, the product of the cor-

rection factors,
Q

ki, includes the mass impurity correction,

kimp, and the conductive heat transfer correction, kc, which is

assumed to be unity to within 0.1 % (see Section 3.E.). The

expression for kimp is shown in Eq. 3, and is also assumed to

be unity to within 0.8% based on the approximation that, to

first order,
�

Di

Dgr

�

�
�

len

q

�i

gr
, i and gr referring to impurity and

graphite, respectively. This approximation assumes that the

photon energy fluence is constant in both the graphite and

the impurities, and that the range of the secondary electrons

in the impurities is small compared to the dimensions of the

impurities. The uncertainty figure of 0.8% comes from the

kimp value obtained when considering only nickel, which

makes up about three quarters of the impurity content by

mass. For a mean photon energy of 2 MeV and 3 MeV (ap-

proximating the effect in a 6 MV and 10 MV photon beam),

the mass energy absorption ratios are 0.962 and 1.026,

respectively. This translates to a kimp of 0.995 and 1.008,

hence the assigned 0.8% uncertainty. For reference, the con-

tinuous slowing down approximation (CSDA) range of

0.5 MeV electrons in graphite and nickel is 1.2 mm and

0.3 mm, respectively. While this assumption does not neces-

sarily hold for the nickel wires when considering their diame-

ter of 0.1 mm, it is assumed to be true when the detector is

placed in a vertical orientation with respect to the beam and

the predominantly forward-scattered electrons are more likely

to travel along the long axis of the wires.

Dcore ¼
DErad

mcore

¼

R

t

0

ðP0 � PiÞ � dt

mcore

�
Y

ki (2)

kimp ¼ mcore

mgr þ
P

i

mi � Di

Dgr

� � � mgr þ
P

mi

mgr þ
P

i

mi � len

q

� �i

gr

(3)

As before, the variations in sensing thermistor resistance

are measured by means of a precision DC Wheatstone

bridge circuit. The voltage drop across each bridge is used

as an input process variable, which is fed into a software-

implemented PID controller (LabVIEW v.11.0, National

Instruments) running at a sampling frequency of 6 Hz, with

a set point of zero volts (i.e., a null and balanced bridge out-

put). The controller regulates the temperature of a given gra-

phite body by modulating the current output of a

programmable DC power supply (PXI-4110, National Instru-

ments) connected directly to the heating thermistor network

embedded in that particular component. An accurate mea-

sure of the electrical power dissipated in the heating ele-

ments is continuously determined by measuring the voltage

drops (PXI-4070, National Instruments) across the heating

thermistor network, and serially connected precision resistor

shunt (type 1152, Burster).42

As mentioned earlier, the advantage of isothermal opera-

tion is that it is considerably more time-efficient than quasi-

adiabatic operation, since heater-driven temperatures are

nearly static once equilibrium is reached (i.e., the final physi-

cal state of the system is virtually the same as the initial state).

Also, no distinct electrical response calibration is required to

derive the absorbed dose, since electrical power is continu-

ously measured, with and without the presence of radiation.41

That said, the response of the Aerrow to electrical power dis-

sipation has been characterized in this work, not only to peri-

odically verify the consistent operation of the isothermal

mode, but also to study the effects of varying the rate and

FIG. 3. Finite element analysis of the Aerrow using COMSOL Multiphysics�. (Left) Geometric 3D model with thermal property assignment of the involved

materials, boundary conditions, and distribution of heat sources (based on physical estimates of the dose distribution) and sinks in space and in time are included

as input parameters. (Centre) Discretization, or ‘meshing’, of the model into element domains over which the differential equations for heat conduction are solved

by the software. (Right) Resulting radiation-induced time-dependent temperature distribution (baseline of 297.45 K subtracted; 0 < T < 0.15 K) in the Aerrow

at a time point, t, postirradiation. Please note that the depicted geometry is a modified version of the actual detector model and serves only to illustrate the finite

element modeling flow. [Color figure can be viewed at wileyonlinelibrary.com]

Medical Physics, 45 (1), January 2018

419 Renaud et al.: Probe calorimeter for absolute dosimetry 419



duration of energy dissipation (analogous to the dose-rate

dependence and response linearity). Emulating the energy

deposition of a radiation field can be carried out electrically

by manipulating the output parameters of the power supplies.

The heating current output has two components: (a) the PID

control, which is always active and maintains a constant tem-

perature, and (b) an emulated beam components, which deliv-

ers a constant power equivalent to a radiation field specified

by the user, and can be switched off/on. During a beam emu-

lation, the PID controller will automatically respond to the

sudden addition of extra current by reducing its own contribu-

tion in much the same way as it would in response to an irra-

diation. It is not dosimetrically equivalent, but by looking at

the PID component of the current, we can investigate the

response of the system, study different methods of analyzing

the signal, and even tune the controller offline.

Like the quasi-adiabatic mode, the signal acquired during

an isothermal run consists of a predrift, irradiation period,

and postdrift. The principal difference is that rather than

measuring the bridge voltage to derive the absorbed dose,

the measurand is the electrical power dissipation in the core

and the quantity of interest is the average absorbed dose rate

to the core (Fig. 4). Prior to and following irradiation, a pre-

and postdrift signal is recorded, respectively, to provide a

baseline electrical power dissipation, P0(t) (in Fig. 4, points

preceding ‘A’ and points proceeding ‘D’, respectively). Dur-

ing irradiation (points ‘A’ to ‘C’), the decrease in the electri-

cal power resulting from the addition of a radiation-induced

energy contribution is acquired, with the transients (points

‘A’ to ‘B’ and ‘C to D’) being dropped from the analysis.

The power deficit, (P0(t) � Pi(t)), which is proportional to

the average absorbed dose rate, is then determined by itera-

tively offsetting the irradiation signal following the first tran-

sient (points ‘B’ to ‘C’; illustrated by vertically aligned gray

copies of the signal) by a small, constant, positive power,

dP. For each iteration, j, the signal without the transients

(points ‘A’ to ‘B’ and points ‘C’ to ‘D’) is fit to a linear

function and an adjusted R2 is calculated. The power offset

(sum of offsets,
P

j

dPj) leading to a globally optimized fit

(minimized adjusted R2) is recorded as the average dose rate

to the core. Timing information is measured based on the

sharp transients observed in the signal that corresponds to

when the beam is turned on and off (points ‘A’ and ‘C’).

Except for the transients, the signal is normally quasi-linear

over the time scale of the run.

2.D. Reference dosimetry

The representation of uncertainties in this work follows

that of the BIPM JCGM 100:2008 guide, and TG-51 nota-

tion will be used throughout.12,13,43 As a first-stage evalua-

tion of the Aerrow system, absorbed dose measurements

were performed in a medical accelerator-based high-energy

photon beam using the two independent calorimeter modes

and compared against those acquired with a reference-class

ionization chamber (Exradin A12, Standard Imaging Inc.)

with a calibration traceable to the National Research Council

of Canada (NRC) primary standard water calorimeter. This

test was chosen based on the history of agreement that has

been shown between other calorimeters and calibrated cham-

bers of this type.5 Calibrated in a reference 60Co field, the

uncertainty associated with the absorbed dose calibration

coefficient, N
60Co
D;cw, for the Exradin A12 was 0.5 %.44 Dose

to water in high-energy photons, as determined using the

Aerrow, can be expressed analogously to TG-51, as shown in

Eq. 4. In this expression, f
Dcore!Dw

w;core;60Co
, is the dose conversion

factor which converts dose to the graphite core in water to

the dose to water in a 60Co field (analogous toN
60Co
D;cw), and kQ

is the quality conversion factor, which accounts for the

change in the dose conversion factor between the beam qual-

ity of interest, Q, and 60Co.

Dw;Q ¼ Dcore;Q � f Dcore!Dw

w;core;60Co
� kQ (4)

Graphite calorimetry was performed in a 6 MV photon

beam (%dd(10)9 = 66.4) at a repetition rate setting of 1000

monitor unit (MU) per minute, a collimator field size setting

FIG. 4. (Top) example of a 60 s isothermal mode measurement acquired

using the Aerrow in a 6 MV photon beam at a dose rate of approximately

7.5 Gy/min. Baseline power, P0(t), is fit from the points preceding ‘A’ and

proceeding ‘D’. (Bottom) the power deficit, (P0(t) � Pi(t)), which is propor-

tional to the average absorbed dose rate, is then determined by iteratively off-

setting the irradiation portion (points ‘B’ to ‘C’; illustrated by vertically

aligned gray copies of the signal) of the acquired signal by a small, constant,

positive power, dP, until the optimal (minimized adjusted R
2) linear fit is

found. The average absorbed dose is equal to the sum of the offsets,
P

j

dPj,

divided by the mass of the core.
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of 10 9 10 cm2 at 100 cm from the source, a source to sur-

face distance (SSD) of 107.6 cm, and at depth of 5 cm in

22°C water. The shallower reference depth and the extended

SSD (normally 10 cm and 100 cm, respectively) represent

distances practically achievable with the thermally regulated

water phantom setup. A total of 25 quasi-adiabatic calorime-

try measurements were performed by delivering irradiations

of 200 MU (12 s nominally), equivalent to a dose of about

1.5 Gy at the position of the core. The beam-on time was kept

relatively short to minimize the correction due to conductive

heat loss, and 30 s of predrift and 30 s of postdrift data were

collected for extrapolation and analysis.45 Throughout the

measurement set, 20 bridge calibrations were performed to

quantify the voltage response to a 1 Ω change in resistance.

Similarly, a total of 32 isothermal calorimetry measurements

were performed by delivering irradiations of 1000 MU (60 s

nominally), equivalent to a dose of about 7.6 Gy at the posi-

tion of the core. In this operation mode, the beam-on time

was kept relatively long, since preliminary electrical-based

characterization of the Aerrow has suggested that the detec-

tor’s accuracy is maximized at this time scale. While still a

matter of investigation, the dependence of the accuracy upon

exposure time may be related to one of the following: (a) the

isothermal mode determines the absorbed dose by measuring

the average dose rate, which may be more accurate for longer

irradiations, and (b) the timing information provided by the

acquisition software to calculate absorbed dose may intro-

duce a systematic error given the finite sampling frequency

that is minimized with increasing irradiation period. The dif-

ferent irradiation times used for quasi-adiabatic and isother-

mal may introduce a slight bias into the comparison (e.g.,

variable linac output at beam start-up affecting the two run

lengths differently), however this issue was outweighed by

practical considerations of the heat transfer and PID response

time. For the isothermal mode measurements, 60 s of pre-

and postdrift data were collected for analysis.

All chamber measurements were performed under the

same conditions as the calorimeter measurements. An elec-

trometer (6517A, Keithley) was used to read out the collected

charge from irradiations of 200 MU (12 s nominally). The

center of the chamber was positioned at the same depth that

the calorimeter core had been positioned for the photon beam

measurements. Water phantom temperature and air pressure

were monitored using a mercury thermometer and mercury

barometer (both traceable to national standards) to correct for

environmental influences. Throughout the experiment,

humidity remained in a range such that no correction was

required. Correction for ion recombination and polarity

effects were also applied per the AAPM’s TG-51 protocol.12

2.E. Dose conversion

From the Aerrow’s raw signal, a measure of the dose to gra-

phite averaged over the core volume, Dcore, is obtained for a

given beam quality, Q. The quantity of interest is the absorbed

dose to water, Dw, in the water phantom in the absence of the

calorimeter, under otherwise identical conditions:

Dw;Q ¼ ðf Dcore!Dw

w;core;Q ÞMC � Dcore;Q (5)

Where the dose conversion factor, ðf Dcore!Dw

w;core;Q ÞMC, is cal-

culated using MC simulation, and implicitly includes the

perturbative effects of the aerogel gaps and the impurities.

In Eq. (5), Dw,Q may be either evaluated at a point or vol-

ume averaged. The potential lack of electronic equilibrium

caused by using this detector in a water phantom does not

prevent the calculation of dose conversions, as this is not a

prerequisite to determine the dose. In fact, Bouchard et al.

drew several scenarios and gave a formal proof that charged

particle equilibrium “cannot be practically achieved in a

finite volume in external beam radiation therapy”.46 This

method of MC calculation is analogous to the direct con-

version method described by Wright et al. of the Australian

Radiation Protection and Nuclear Safety Agency

(ARPANSA) for their standard graphite calorimeter, or for

that matter, the beam quality conversion factors for ioniza-

tion chambers disseminated in dosimetry protocols.47 In

this work, a 3D model of the Aerrow inside a

30 9 30 9 30 cm3 water phantom was modeled using the

EGSnrc48,49 Monte Carlo code system with the egs_cham-

ber user-code of Wulff et al.50 Geometries were modeled

with the egs++ geometry package.51 Cobalt-60 and Mohan

photon spectra (4 MV, 6 MV, 10 MV, 15 MV, and 24 MV;

58.4% < %dd(10)9 < 86.8%) were used as simulation

sources, which were set as 10 9 10 cm2 parallel beams.52

The global cut-off (ECUT) energies and production

(PCUT) thresholds were set to 512 keV and 1 keV for elec-

trons and photons, respectively. SMAX, ESTEPE, and

XIMAX were set to 1010, 0.25, and 0.5, respectively. The

boundary cross algorithm was EXACT, the electron-step

algorithm was PRESTA II, and all other transport parame-

ters and cross-section options were kept to default. A mini-

mum type A (sampling) uncertainty of 0.1% was sought

out for each individual simulation by using a minimum of

109 primary histories. In addition to this type A uncer-

tainty, there are systematic uncertainties associated with

photon cross-sections and mean excitation energies that

have not been considered in this work. These have been

assigned a standard uncertainty of 0.35% to be consistent

with other graphite calorimeters.1 For variance reduction, a

cross-section enhancement factor of 256, and a Russian

roulette survival factor (NR) of 512 with an associated

ESAVE of 1 MeV were used. In cobalt-60 beams, the point

of measurement (PoM) was taken at a depth of 5 cm on

the central axis of the beam (i.e., the depth of calibration

at calibration laboratories), which was centered on the

phantom. In all other beams, the PoM was at a depth of

10 cm. ðf Dcore!Dw

w;core;Q ÞMCwere calculated as the ratio of dose

scored in a disk of water with a thickness of 0.025 cm and

a radius of 1 cm centered on the PoM (as per the method

described by Muir and Rogers53), to the dose in the gra-

phite core volume, also centered about the PoM. For the

reference dosimetry measurements (see Section 2.D), a sep-

arate dose conversion calculation was performed with the

PoM situated at the experimental depth of 5 cm.
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2.F. Isothermal characterization

A dosimetric characterization of the Aerrow’s isothermal

mode was carried out in medical accelerator-based high-

energy photon beams (TrueBeam, Varian Medical Systems),

at a depth of 2.5 cm, in a 17 cm thick, 30 9 30 cm2 water-

equivalent phantom (Solid Water�, Gammex RMI), under

otherwise reference conditions. An Exradin A12, positioned

at a depth of 7.1 cm in the same phantom, was used as an

external monitoring chamber for the calorimetry measure-

ments, which spanned the course of several evenings. All

charge readings were corrected for deviations from the refer-

ence air density, as well as for polarity and ion recombination

effects, in accordance with TG-51. The relative ion chamber

readings were applied to the calorimeter datasets to account

for the variation in accelerator output. Clinical reference

dosimetry was performed for all beams using an Exradin A19

(SN/XAQ141084, Standard Imaging Inc.) and a SuperMAX

electrometer (SN/P141014, Standard Imaging Inc.) with a cal-

ibration traceable to national standards. The photon qualities

of interest in this study were a 6 MV, 6 MV FFF, 10 MV,

10 MV FFF, and 15 MV (63.2% < %dd(10)9 < 76.3%)

beam. Absolute dosimetry was performed with the Aerrow by

delivering 60 s irradiations at the highest available repetition

rate (600 to 2400 MU/min). The results of these measure-

ments were directly compared to the chamber-derived doses.

In relative terms, the isothermal mode was evaluated for

response linearity, dose-rate dependence, and angular depen-

dence. The latter was carried out to investigate the possible

effects of varying material thickness and lack of co-linearity

of the graphite components due to the compressibility of the

aerogel insulation. In each case, 60 s of pre- and postdrift data

were collected for analysis. Linearity of the detector reading

was evaluated in the 6 MV beam (%dd(10)9 = 66.3%) in the

range of 0.8 Gy to 4.7 Gy by varying the number of MU (100

to 600; increments of 100) delivered at a fixed accelerator

repetition rate of 600 MU/min. Dose-rate dependence was

quantified, again in the 6 MV beam, in the range of

0.5 Gy/min to 5.4 Gy/min by maintaining a constant irradi-

ation time of 60 s and varying the repetition rate from

60 MU/min to 600 MU/min. Angular dependence was

characterized in the 6 MV beam by rotating the Aerrow

about its major axis in increments of 90°. For this test, the

position of the gantry and the direction of the beam deliv-

ery (0°) were kept constant.

3. RESULTS

3.A. Isothermal signal baselines

With the Aerrow embedded in a solid body phantom, the

typical level of stability observed in the core electrical power

dissipation was on the order of 1.5 lW/min, with an associ-

ated 1r (standard deviation of the mean) signal variation of

1.2 lW. Given the effective mass of the core volume of this

prototype, the latter amount of variation is equivalent to an

absorbed dose rate of about 0.1 Gy/min. The two voltage

measurements (thermistor heating network and precision

shunt resistor voltages) from which this power is derived

exhibit 1r signal variations of about 1 mV each. In terms of

control parameters, a negligible drift was observed in the

bridge set point voltage (on the order of 1 nV/min) in com-

parison to the 1r signal variations of about 90 nV. For this

prototype design and operating conditions, a change in bridge

voltage, DV, of 1 lV is approximately equivalent to a temper-

ature change, DT, of 100 lK. Thus, the set point temperature

in the core is maintained to within about 10 lK (1r).

An example of an electrically emulated 8.5 Gy/min, 60 s

irradiation is shown in Fig. 5 alongside an equivalent experi-

mental measurement (labeled as ‘actual beam’) acquired

under standard conditions in a water equivalent phantom.

The user-initiated emulation was carried out by entering the

desired dose rate and duration into the control software,

which then drove the equivalent electrical parameters for each

of the core, jacket, and shield based on mass information and

the thermistor heating network voltages. In both cases, the

signal variation is the same. There are, however, a few quali-

tative differences between the emulated and actual beam sig-

nals. Most notably, the emulated trace exhibits relatively

large spikes in response to the “beam” being turned on and

off. This feature is absent in the actual beam acquisition and

is likely due to the abrupt addition and subsequent removal of

the emulated beam current. Another difference is that a smal-

ler relative rise in the postirradiation transient, as well as a

quicker return to stability (appears as a less damped oscilla-

tion) is observed in the actual beam. This may be due to the

difference in heating distributions; a radiation field will pro-

duce a relatively more uniform heating distribution than the

emulated beam, which heats via quasi-point sources (thermis-

tors) scattered throughout the graphite volumes. The

FIG. 5. Example of a 60 s isothermal mode measurement acquired using the

Aerrow in a 6 MV photon beam overlaid on an equivalent electrically emulated

irradiation (labeled ‘Actual beam’ and ‘Emulated beam’, respectively). Qualita-

tive differences between the two signals include spikes in the emulated beam at

the time of beam-on and beam off, as well as a smaller relative rise in the postir-

radiation transient and a quicker return to stability in the radiation-induced

measurement. [Color figure can be viewed at wileyonlinelibrary.com]
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emulation heating is expected to produce higher thermal gra-

dients around these point sources, and thus the additional

time required for these gradients to disperse in the graphite

may be causing the observed difference in controller

response. Dimensional analysis of the graphite’s mass, speci-

fic heat capacity, thermal conductivity, and size suggests a

thermal time constant of the order of a few tenths of a second

to a few seconds, depending on the value of the conductivity,

which is not known for the sample.

3.B. Dose conversion

MC-derived absorbed dose conversion factors,

ðf Dcore!Dw

w;core;Q ÞMC, were found to vary quasi-linearly between

1.117 � 0.004 for 60Co (%dd(10)9 = 58.4) and

1.136 � 0.004 for the 24 MV Mohan spectrum (%dd(10)9

= 86.8). Figure 6 depicts ðf Dcore!Dw

w;core;Q ÞMC for the Aerrow normal-

ized to 60Co, as a function of beam quality.54 For comparison,

the beam quality conversion factor, kQ, for an Exradin A12 ion-

ization chamber is also shown in Fig. 6 as an example of a typi-

cal reference-class chamber.13 In contrast to the ionization

chamber’s ~3.5% variation in kQ across the range 58.4

< %dd(10)9 < 81.0, the Aerrow shows an equivalent ~1.5%

variation.

3.C. Reference dosimetry comparison

As a first stage evaluation of the Aerrow, absorbed dose

measurements were performed under reference conditions

using the Aerrow’s two independent modes (quasi-adiabatic

and isothermal) and were directly compared to the dose

derived from a calibrated reference-class ionization chamber

(Exradin A12) in a 6 MV photon beam. A total of 25 quasi-

adiabatic (200 MU; 12 s) and 32 isothermal measurements

(1000 MU; 60 s) were acquired, a summary of which is pro-

vided in Table II. The repeatability (defined as 1r) for both

modes of operation in this experimental setup was 0.6%. For

this beam quality, a ðf Dcore!Dw

w;core;Q ÞMC of 1.123 � 0.004 was

applied to the Aerrow measurements. For the quasi-adiabatic

readings, a COMSOL-derived conductive heat transfer cor-

rection, kc, of 1.002 � 0.002 was additionally applied. The

expressed uncertainty in the average temperature and energy

columns represents the standard type A uncertainty for that

measurement. The uncertainty in the absorbed dose-to-water

columns reflects the combined standard uncertainty (k = 1)

for that technique (see Section 3.E.). A combined standard

uncertainty of 0.8% was assumed for the ionization chamber

measurements, based on the best-case scenario as described

in the TG-51 addendum and the 0.5 % uncertainty associated

with N
60Co
D;w .13 The results of this study suggest self-consis-

tency between the two Aerrow modes of operation. They also

demonstrate statistical agreement between the doses mea-

sured using the quasi-adiabatic mode and that derived from

the calibrated reference-class chamber. A small but statisti-

cally significant difference was found between the isothermal

mode and the chamber measurements (2% lower) at the

k = 1 level.

In a follow-up study, the Aerrow’s isothermal mode was

used to measure the absolute output of five high-energy pho-

ton beams at a depth of 10 cm, under reference conditions, in

a water-equivalent phantom. These results, which are summa-

rized in Fig. 7, were directly compared to the output mea-

sured using a calibrated reference-class chamber (Exradin

A19). Overall, agreement was observed for all output mea-

surements. As in Table II, the uncertainty in Fig. 7 reflects

the combined standard uncertainty for the calorimeter (0.9%;

k = 1) and ionization chamber (0.8%; k = 1) measurements.

A minimum of five repeated measurements were performed

for each beam quality. The repeatability of the isothermal

measurements ranged between 0.4% (10 MV FFF; ~17 Gy/

min) to 1.1% (6 MV; ~4 Gy/min). On average, the Aerrow’s

measured photon outputs were 0.1% smaller than those

obtained with the chamber (range: �1.2% to 0.8%), though

based on the distribution of data points, there does not appear

to be any obvious systematic effect. The difference in the

slopes of best fit in Fig. 7 (Exradin A19: 0.99 �
0.01 cGy %�1; Aerrow: 1.08 � 0.05 cGy %�1) could be

indicative of some residual intrinsic energy dependency not

being considered in this work (e.g., impurity correction).

3.D. Experimental characterization of the
isothermal mode

Figures 8 and 9 show plots of the Aerrow’s response lin-

earity and dose-rate dependence, respectively. In the case of

the former, a linear response with an adjusted R2 value of

0.9998 (n = 30) is observed in the range of 80 cGy to

FIG. 6. The relative photon beam quality dependence for both the Aerrow

(circles), and the Exradin A12 (triangles; cubic fit of the beam quality conver-

sion factor from McEwen et al.13) in the therapeutic range. The Aerrow plot

represents the normalized variation in the MC-calculated absorbed dose con-

version factors, ðf Dcore!Dw

w;core;Q ÞMC , which is primarily due to the beam quality

dependence of the stopping power ratios. The Exradin A12 plot is representa-

tive of a typical reference-class ionization chamber. Both datasets are normal-

ized to the beam quality of 60Co (%dd(10)9 = 58.4). The apparent flattening

of the Aerrow’s conversion in the beam quality range greater than 80% is

consistent with the behavior of the graphite to water stopping power ratio.

[Color figure can be viewed at wileyonlinelibrary.com]
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470 cGy. The five repeated measurements performed per data

point exhibited a statistical variation (1r, standard deviation

of the mean) of 0.6% to 0.8% for all deliveries, except for the

100 MU (0.8 Gy) run, which varied by 1.4%. This relatively

sharp increase in the spread of the data is due to the finite

amount of time (~10 s) required for the temperature con-

trollers to re-establish equilibrium during and after irradia-

tion. In the case of the dose-rate dependence, no statistically

significant effects are observed in the range of 0.5 Gy/min to

5.4 Gy/min. As seen in Fig. 9, the relative responses in this

range all lie within �0.8% of the average. Please note than

the uncertainty bars in Fig. 9 represent the standard uncer-

tainty of the mean measured signal, r=
ffiffiffi

n
p

, at a given dose

rate. Like the linearity measurement sets, the statistical varia-

tion (1r) for the dose rate data points down to 1.8 Gy/min

ranged between 0.6 % and 1.0%, while an increase was seen

at dose rates of 0.9 Gy/min (r ~ 1.7 %) and 0.5 Gy/min

(r ~ 3.3 %). This behavior is attributed to a relative decrease

in the signal to noise, which at 0.5 Gy/min, is equivalent to a

dissipated power of about 6.5 lW in the core (normal 1r

signal variations are of the order of 1 lW). Finally, the angu-

lar dependence (gantry stationary and detector rotated) of the

Aerrow’s response is shown in Fig. 10 in increments of 90°.

No statistically significant dependence is observed to within

�0.5% of the average taken across all angles. The uncertainty

bars represent the standard uncertainty of the mean measured

signal for a given angle.

3.E. Uncertainties

A breakdown of the estimated uncertainty budgets (in %),

listing the largest contributing type A and B uncertainties

associated with the determination of absorbed dose to water,

is provided in Table III. The heat transfer correction used in

the quasi-adiabatic mode measurements (assumed to be unity

for isothermal), while likely near unity for this type of setup,

has not been extensively studied with a proper sensitivity

analysis. As such, this quantity has been assigned a standard

uncertainty of 0.1–0.2%. The reproducibility represents the

type A standard uncertainty for that type of measurement.

Applicable to the quasi-adiabatic mode only, the bridge and

thermistor calibrations reflect the uncertainty in the fits of

their respective curves. Since the specific heat capacity of the

TABLE II. Summary of dose measurements performed using the two independent operating modes of the Aerrow in a 6 MV photon beam. Please note the differ-

ing number of MU’s delivered in each case. The expressed uncertainty in the average temperature and energy columns represents the standard type A uncertainty

for that measurement. The uncertainty in the absorbed dose-to-water columns reflects the combined standard uncertainty (k = 1) for that technique (see Sec-

tion 3.E.). Percent difference noted in the last column is defined as [(Aerrow dose)�(TG-51 dose)]/(TG-51 dose) 9 100%.

Aerrow mode of operation Runs (#) MU (#) Avg. DT (mK) Avg. DE (mJ) Avg. Dw (cGy) TG-51 Dw (cGy)a D (%)

Quasi-adiabatic 25 200 1.878 � 0.002 – 151.2 � 1.4 152.5 � 1.2 �1.2

Isothermal 32 1000 – 5.023 � 0.006 747.2 � 6.7 762.6 � 6.1 �2.0

aThe uncertainty expressed in this column (0.8%) is taken as a “best case” from McEwen et al.13

FIG. 7. A comparison of output measurements for five high-energy photon

beam qualities (6 MV, 6 MV FFF, 10 MV, 10 MV FFF, and 15 MV) at a

depth of 10 cm, as determined with the Aerrow operating in isothermal mode

and a reference-class ionization chamber (Exradin A19). For all output mea-

surements, the differences were not statistically significant. On average, the

Aerrow measured an output 0.1% less (range: �1.2% to 0.8%) than that

derived from the chamber readings. [Color figure can be viewed at wileyonli-

nelibrary.com]

FIG. 8. The Aerrow’s response linearity as experimentally determined in a

6 MV beam (%dd(10)9 = 66.3%) in the range of 80 cGy to 470 cGy. Lin-

earity of the detector reading was evaluated by varying the number of MU

(100 to 600; increments of 100) delivered at a fixed accelerator repetition rate

of 600 MU/min. [Color figure can be viewed at wileyonlinelibrary.com]
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graphite used in the GPC’s construction is unknown, a stan-

dard value with a rectangular uncertainty distribution of

715 � 10 J kg�1 K�1 at 297.45 K was assigned based on

experimentally determined values of pure samples found in

the literature.33-35 The positioning refers to the effect of the

uncertainty in the GPC depth measurements, evaluated as

0.5 mm. Finally, the perturbation/dose conversion refers to

the statistical and inherent (e.g., cross sections) uncertainty in

the MC simulations used to calculate this quantity. Other

sources of uncertainty not considered in this work include the

accuracy of electrical power measurement, both in terms of

acquisition and analysis, as well as other relatively minor

effects, such as the radial nonuniformity correction.

4. DISCUSSION

Within combined uncertainties, the absorbed dose to water

measured with the quasi-adiabatic mode in a 6 MV photon

beam was found to agree with those derived from TG-51

using a calibrated reference-class ionization chamber. On the

other hand, a statistically significant difference at the k = 1

level (2% lower) was measured between the absorbed dose to

water obtained with the isothermal mode and the ionization

chamber. Though the two Aerrow modes were used under

different irradiation conditions, an intercomparison may be

validly made when considering the results of the linearity and

dose rate studies of the isothermal mode. The two operating

modes agree within uncertainty, demonstrating self-consis-

tency to within 0.8%. One possible reason for the lower rela-

tive dose measured in the isothermal mode could be an

overestimation of the core mass. For instance, the thermistor

leads extend to the readout electronics, and the components

of the graphite-Pyrogel assembly are all in thermal contact,

hence defining the extent of the core is inherently uncertain.

The relatively lower dose obtained from the isothermal mode

(about 0.8% lower than quasi-adiabatic) may be partly

because it is based on an average dose-rate measurement and

beam intensity from a medical linac is known to vary, partic-

ularly at the beginning of the irradiation where it can take a

few seconds to establish the nominal intensity. Even if the

transients are discarded during the analysis, intensity varia-

tions in the latter portion of the irradiation period will not be

FIG. 9. The dose rate dependence of the Aerrow was quantified in a 6 MV

beam in the range of 0.5 Gy/min to 5.4 Gy/min by maintaining a constant

irradiation time of 60 s and varying the repetition rate from 60 MU/min to

600 MU/min. The relative response of the Aerrow is shown as normalized to

the average response over all dose rates. No statistically significant effects in

this range of dose rates are observed. The uncertainty bars in this plot are the

standard uncertainties of the mean measured dose.

FIG. 10. The angular dependence of the Aerrow as measured in a 6 MV

beam by rotating the detector about its major axis in increments of 90°. In

this experiment, the gantry angle setting remained constant. The relative

response of the Aerrow is shown as normalized to the average response over

all detector orientations. No statistically significant dependence is observed

to within �0.5% of the average taken across all angles. The uncertainty bars

represent the standard uncertainty of the mean measured signal for a given

angle.

TABLE III. Estimated uncertainty budgets (in %) for the Aerrow’s isothermal

and quasi-adiabatic modes of operation in high-energy photon beams.

Source of uncertainty

Isothermal Quasi-adiabatic

Type

A [%]

Type

B [%]

Type

A [%]

Type

B [%]

Heat transfer correction — 0.1 — 0.2

Reproducibility 0.1 — 0.1 —

Bridge calibration — — — 0.1

Thermistor calibration — — — 0.2

Electrical power — 0.2 — —

Specific heat capacity — — — 0.8

Mass impurity correction — 0.8 — —

Positioning 0.2 — 0.2 —

Dose perturbation/conversion — 0.3 — 0.3

Other sources — 0.2 — 0.2

Quadratic summation 0.2 0.9 0.2 0.9

Combined relative standard

uncertainty on Dw

0.9 0.9
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captured. This is a distinct disadvantage of the isothermal

mode as compared to the integrating quasi-adiabatic mode or

ionization chambers. Nevertheless, the reference dosimetry

results of this work demonstrate the feasibility of measuring

absolute clinical photon absorbed doses to within a 2% accu-

racy using this type of probe-format calorimeter. Conse-

quently, the issues surrounding traceability to absorbed dose-

to-water primary standards must be carefully considered

when proposing how such a device might be deployed clini-

cally. On one hand, the Aerrow is potentially capable of cir-

cumventing all radiation standards to provide a truly

independent check of clinical reference doses. On the other, it

may serve as a transfer instrument, providing the clinic with a

completely independent link to absorbed dose standards. The

former may be attractive to some clinicians for whom an

extra layer of dosimetric redundancy would serve to build

confidence in the delivery accuracy, particularly when deal-

ing with nonstandard reference fields. This scenario could

become extremely problematic if the user were to elect to

substitute, rather than supplement, the established calibration

chain. The latter proposal would place the Aerrow in with a

range of other dosimetry systems used for dose auditing, such

as TLDs, OSLs, film, and alanine. However, it is not clear

whether the introduction of on-site calorimetry would present

any benefit, either in terms of cost or accuracy, to the auditing

process. For instance, it has been shown that the beam quality

dependence of the Aerrow is about half than of air-filled ion-

ization chambers in the range 58.4 < %dd(10)9 < 81.0, but

systems such as alanine exhibit a much lower dependence,

about 0.6%, across the same range.54 The main argument in

support of the Aerrow as a transfer instrument is its inherit

similarity to existing primary standard absorbed dose

calorimeters; it stands to reason that a link made between a

primary standard calorimeter and an absolute clinical refer-

ence dose would be more directly made through the Aerrow

than through a dosimetry system operating on a completely

different set of principles.

The Aerrow’s two independent modes were evaluated by

demonstrating self-consistency between quasi-adiabatic and

isothermal operation, and by showing agreement to within

2% of an NRC-calibrated Exradin A12 chamber in a standard

6 MV photon beam. While the absolute accuracy of any pri-

mary technique (graphite calorimetry and water calorimetry-

calibrated chamber) cannot be directly measured, showing

agreement among independent methods helps to build confi-

dence in the involved techniques.3 Since the Exradin A12

was calibrated against a standard water calorimeter, this type

of test can be considered an independent verification, since

both calorimetry systems consist of different absorbing media

and employ different approaches in determining correction

factors. The level of agreement shown by both modes in this

study suggests that there may remain systematic discrepan-

cies in the absolute determination of dose, particularly for the

isothermal mode. There are likely one or more minimally

beam quality-dependent influencing quantities (e.g., the mass

impurity effect) relevant in the therapeutic range, which are

not being considered beyond a standard uncertainty

assignment.40 A reduction in the relative portion of non-

graphite masses in the core (e.g., smaller and fewer thermis-

tors, thinner leads, etc.) is expected to improve the accuracy

in the determination of the core mass effective during irradia-

tion. The level of uncertainty and accuracy achieved in this

study is not yet on par with the performance expected of gra-

phite calorimeters in the primary standards setting, which

typically achieve a combined relative standard uncertainty on

dose to water of 0.4 %. This is not an unexpected result, as

compared to the standards laboratories, the Aerrow has fol-

lowed a more pragmatic path of development, perhaps more

in line with industry than science, and has been driven by the

unique aim of clinical use on a mass scale. A rapid iterative

cycle of prototyping and evaluation was chosen to demon-

strate the feasibility and subsequently refine aspects of the

Aerrow’s design and operation, rather than building the most

accurate instrument possible the first time around. This

approach has led to some less-than-ideal conditions, most

notably a relatively high impurity content in the core, but it

has permitted the quick testing of new ideas. For example, a

fewer number of smaller thermistors could have been used in

this prototype, but this would have dramatically increased the

complexity of the construction as well as the probability of

failure due to failed electrical connections. With every new

prototype come incremental improvements over previous

ones, as well as a slew of new challenges to be addressed.

The intent is to arrive at a viable concept design suitable for

the clinic that combines ease-of-use as well as utility, and to

gradually improve the performance (i.e., precision and accu-

racy) as experience is gained.

The implementation of the isothermal mode represents an

important step toward the goal of developing a clinical-ver-

sion of the Aerrow suitable for routine use. Compared to the

quasi-adiabatic mode, the benefits of isothermal operation

include a vastly decreased initial stabilization time (overall

time ~10 mins) and the virtual elimination of intermeasure-

ment delay. Further effort, however, is required to improve

the repeatability, particularly for measurements involving

dose rates of less than 2 Gy/min. This may be achieved

through means of hardware (e.g., eliminating ground loops

and crosstalk, improving the resolution of the current source,

digitizing nearer to the detector, moving to AC bridges),

software (e.g., signal averaging, alternative analysis tech-

nique) or both (e.g., analog or digital filtering). For instance,

the sensitivity may be improved by adjusting the process

control gains (specifically the proportional term) in response

to a change in the dose rate; under conditions of zero or

constant dose rate, the gains could be decreased, thus reduc-

ing the variation in the power signal, and conversely, they

could be increased to more quickly respond to the change in

the dose rate during beam-on and off. This is not an alterna-

tive analysis technique, but it may clean up the signal

enough to apply other methods, such as frequency domain

analysis.55

The same active thermal control systems developed to

operate the Aerrow isothermally could also be used to intrin-

sically verify the response of the detector to electrical
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energy.1,41 Where dosimetry is concerned, this is a very pow-

erful feature; aside from the benefit of not requiring radiation,

electrically calibrating the Aerrow eliminates the need to

know the effective specific heat capacity of the constituent

graphite and thermistor assemblies, heat transfer correction,

and thermistor temperature calibration. Such a feature could

also be programmed to be fully automated and performed

periodically when not in use. The practical impact of this

functionality would be a dosimeter that could measure and

notify a user of any potential drifts in its own response to

energy. In general, the potential introduction of calorimetry

as a mainstream device into the clinical setting is powerful, as

this fundamental technique has formed the basis of absorbed

dose standards in many countries for decades. Considered as

the most direct means of measuring dose, a calorimetry-based

local dose standard could play an important role in solving

some of the major challenges of contemporary dosimetry.

Investigations into the use of the Aerrow for MRgRT dosime-

try, as well as plans to develop a further miniaturized Aerrow

prototype suitable for small and composite field dosimetry

are underway.

5. CONCLUSIONS

This work demonstrates the feasibility of using an ioniza-

tion chamber-sized calorimeter as a practical means of mea-

suring absolute dose to water in the radiotherapy clinic. In

this study, the Aerrow was successfully used to quantify

the absolute output of five high-energy photon beams

(6 MV, 6 MV FFF, 10 MV, 10 MV FFF, and 15 MV;

63.2% < %dd(10)9 < 76.3%). Overall, doses to water were

determined with a combined k = 1 uncertainty of 0.9% for

the isothermal mode measurements, and 0.9% when operated

quasi-adiabatically. In terms of relative characterization, the

Aerrow exhibited a linear response, which was characterized

by an adjusted R2 value of 0.9998 in the region of 80 cGy to

470 cGy. No statistically significant dose-rate effects were

observed in the range of 0.5 Gy/min to 5.4 Gy/min. Finally,

the angular dependence of the Aerrow’s response was found

to be insignificant to within �0.5% of the average taken

across all angles.
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