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Summary of Equations

Set Basics

ANB ={x|x € Aand x € B} AUB ={x|x € Aor x € B}

Useful Identities: Q=9
A =4

AUA=Q

DeMorgan’s Laws: ( n

c n
Us) =)
i=1

ANAC=¢
i=1

)0 1Oy
(0)e) =Y
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Probability Axioms and Identities

« Axioms of Probability
— Non-negativity: P(E) 2 0 for all E
— Normalization: P(Q) = 1 n
— Additivity: for disjoint events, P (U Ei) =P(E) +P(E,) + - +P(E,)
i=1

¢ Given any probability law that obeys the probability
axioms,

- P@@ =0

- P(E)=1-P(E)

-P(E)<1

— If E c FthenP(E) <P(F)

- P(EUF)=P(E)+P{F)—-P(ENF)
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Combinatorics

» Draw k from a set of n with replacement
— Order matters: simple product rule = n*
— Order doesn’t matter: nk/k!

» Draw k from a set of n without replacement

— Order matters: k-permutations ,Px = n!/(n — k)!
, Lmy nPx _ n!
— Order doesn’'t matter: (k) I RICE]
— General problem: break it into stages where
each stage is one of the above types
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Probability

P(ANB)

» Conditional Probability: P(4|B) = @)

« Total Probability:
—LetA, ... A, be a partition of the sample space
P(B) = ) P(BIAP(A)
Example: P(B) = P(B|A)P(A) + P(B|A)P(A)

- Bayes' Rule: P(4|B) = %
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Random Variables PMF and PDF
Discrete RV Continuous RV
b
PlasX<b)= Z px(x) P(a<X<b)= f fx(x)dx
asxsb a
Z px(k) =1 f fr()dx =1
allk -
b
Fx(x) =P(X <x) = px (k) Fx(b) = j fx(x)dx
all k<x -
_dFy(x)
fx() ==
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Expectation and Variance

Discrete:

E[X] = Z x px(x) var[X] = Z (x = E[X])? px (%)
all x all x

Continuous:

3}

E[X] = f xfyx (x)dx var[X] = j_m (x — E[XD?*fx(x)dx
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Summary of Equations
Bernoulli Random Variable Binomial Distribution
¢ Consider a coin toss that produces a head « Repeat a Bernoulli trial n times (p = probability of
(success) with probability p

success), X = number of successes

_ (1 if heads (success) _{ p ifk=1 my g ek Estimator for p

- {0 if tails (failure) px(k) =14 —pifk=0 px(k) = (k)p a-p) X EG) =p
P=a

FIX)= ) xpe() = ElXl=np var(p) =22

all x n

var[X] =np(1—p) —

var[X] = z (x = EXD? px(x) =p(1 —p) SE(p) = \/Pnz

all x
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Geometric Distribution

Summary of Equations

Poisson Distribution

« How many coin tosses are required before the

¢ Consider the Binomial distribution when n >> k
first heads (success) comes up? « More specifically, let n - o while keeping
¢ Let X = number of tosses to get the first head np = A = constant
/1k
— = — -2
px(k) = (1 —p)'p Prll) = e
EX]=1/p E[X]=2

var[X] = (1 — p)/p? var[X] =21
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Continuous Uniform PDF Normal Distribution
« Uniform pdf between a and b, zero outside this * Also called the Gaussian distribution
range b ) ) 1 (x—p)? 5
_ 1 —-a a<x< fX(x)z e 207 :N('u‘o')
fx(x) { 0 otherwise vamo
o b+ Fo() = |1+ erf (F2H
a X) == er e
B = [ afiGodx =257 x(0) =3 T
o E[X]=u
” 2 (b—a)? )
varld] = | = BXD?fCodr = IV R
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Sampling Distribution of the Mean Independent and Pooled Samples

2 « Two independent samples (X;, S,) and (X,, S,):

-1 = - o
ng E X; EX]=u var[X] = 2 2
p. . o
i=1,n E|X1 —le = U — Uy Var[X1 _XZ] = nl + nz
) ~ 1 2
Z=u~N(O 1) or Student’st=X_M
YA , S/ * Pooled Samples:
oo LS 1.1
var[X; — X;] = n1 + n, ~p m + ny

Confidence Interval: N

Tty << EHly,— 2L Z(.—*)Z (ny — 1)s? + (n, — 1)s2

X"l SH @/2 \n SER LT q=d T LT R r by 2)
=1 -1+ Mm—1)
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Sampling Distribution of the Variance Linear Regression
—1)¢2
« ForX~N(y 0?) =07 D5 « Model: E[Y|X]=aX +b, y; = ax; + b +¢;
o
Elx*1=n-1 var[y?] =2(n-1) cov(X,Y) var(€)
Y E Y RZ = r2 = —_
Jvar(X)var(Y) var(Y)
Confidence Interval: W '
cov(X,Y)
n-1s*> (n—1s? = arX) b =E[Y] - aE[X]
0z <¢ -z
Xaj2 Xi-a/2
oe0 cov(x,y) = E[(X — EIXD(Y — E[YD] = E[XY] - E[X]E[Y]
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Uncertainty of Linear Regression Fit

Linear Regression Estimators
For €; ~ N(0,02)

L1 iz == )
Tn-1 L Xy (= 15,5y var(e) Ji=ax;+b
- D0—) v = e DF=n-2
cov(x,y) =
o= var(b) = var (€) <1 + il )
X =0 —y) b=¥—aF - var (X)
= & =j—ax
Y (x —%)? o
o\ _var(e) 14 (i —%)
var(i) = n < var (X) )

n
SSE
SSE:ZG-Z 2=
L SE n_z

=1
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