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CHE384,  From Data to Decisions:  Measurement, 
Uncertainty, Analysis, and Modeling

Chris A. Mack
Adjunct Associate Professor

Lecture 48
Standardized Variables
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http://www.lithoguru.com/scientist/statistics/

Data to Decisions

Standardizing Variables

• Consider the model 

• We can “standardize” each of the variables
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response

Standardized
(unit normal scaling)

Correlation Transformation
(unit length scaling)
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Recall OLS Matrix Formulation
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(each row in X and Y is a “data point”)
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Recall OLS Matrix Formulation
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Standardized Matrix Formulation
• The “standardized regression model” uses 

the correlation transformation
– Note: it will not have an intercept term b0
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Converting back:
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Standardized Matrix Formulation

• The ࢄ෩்ࢄ෩ and ࢄ෩்ࢅ෩ are correlation matrices

• where rij is the correlation between the ith
and jth regressors, riy is the correlation 
between the ith regressor and y
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Consider a Two Regressor Model
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Effects of Standardization

• Standardizing the variables can sometimes 
be useful
– Reduces correlations between ݔ෤ and ݔ෤ଶ, and 

between interactions and primary terms
– Less numerical instabilities for matrix inversion 

and OLS solution

• Standardization will not help with 
multicollinearity
– We will use standardization later, with principle 

component analysis (PCA)
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Lecture 48: What have we learned?

• What is variable standardization, and why 
is it used?

• In general, will standardization help with 
problems of multicollinearity?
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